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Figure 1: Category distribution of the articles in the dataset. Top 15 most frequent

categories are shown.

A.1 Human Evaluation Criteria

We adapt the previous journalistic criteria study (Diakopoulos, 2015; Park et al., 2016)

and setup the following evaluation criteria of comment quality:

e Score 1: The comment is hard to read or even is not a normal, well-formed sentence,
such as messy code, meaningless words, or merely punctuation or emoji.

e Score 2: The language is fluent and grammatical, but the topic or argument of the
comment is irrelevant to the article. Sometimes the comment relates to advertise-
ment or spam.

e Score 3: The comment is highly readable, and is relevant to the article to some
extent. However, the topic of the comment is vague, lacking specific details or
clear focus, and can be commonly applied to other articles about different stuffs.

e Score 4: The comment is specifically relevant to the article, expresses meaning-
ful opinions and perspectives. The idea in the comment can be common, not
necessarily novel. The language is of high quality.



e Score 5: The comment is informative, rich in content, and expresses novel, in-
teresting, insightful personal views that are attractive to readers, and are highly
relevant to the article, or extend the original perspective in the article.

B Enhanced Automatic Metrics

Most previous literatures have used automatic evaluation metrics for evaluating gener-
ation performance, especially overlapping-based metrics that determine the quality of a
candidate by measuring the token overlapping between the candidate and a set of gold
references. The widely-used ones of such evaluation metrics include BLEU (Papineni
et al., 2002), METEOR (Banerjee and Lavie, 2005), ROUGE (Lin, 2004), CIDEr (Vedan-
tam et al., 2015), and so forth. These metrics have assumed that all references are
with equal golden qualities. However, in our context, the references (collected reader
comments) are of different qualities according to the above human annotation (see the
dataset section). It is thus desirable to go beyond the oversimplified assumption of
equality, and take into account the different quality scores of the references. This sec-
tion introduces a series of enhanced metrics generalized from the respective existing
metrics for our specific scenario.

Suppose c is the output comment from a method, R = {r!,r?--- rf} is a set of K
reference comments, each of which has a score s/ rated by human annotators indicating
the quality of the reference comment. We assume each s’ is properly normalized so that
s7 € [0,1]. In the rest of the section, we describe the definitions of our enhanced metrics
with weights s?. Each of the new metrics falls back to the respective original metric by
setting s/ = 1.

B.1 Weighted BLEU

Similarly to BLEU (Papineni et al., 2002), our weighted BLEU is based on a modified
precision of n-grams in ¢ with respect to R as follows:

N
W-BLEU_N(c,R) = BP - exp( Z% og PRC,,) (B.1)

where NNV is the maximal length of grams considered; BP is a penalty discouraging short
generations. Here we omit the definition of BP due to the space limitations and refer
readers to (Papineni et al., 2002). Besides, PRC,, in Eq.(B.1) is the weighted precision
of all n-grams in ¢ regarding to R, which is defined as follows:

E min {Count (wn, ), max; s Count (wy, rj)}

>, Count(w,,c) ’

PRC, (B.2)

where Count(wy, c) denotes the number of times an n-gram w, occurring in c. Note
that each Count(w,,r’) is weighted by the score s/ of reference r/. By weighting with
s7, overlapping with an n-gram of reference r’ yields a contribution proportional to the
respective reference score.



B.2 Weighted METEOR

METEOR (Banerjee and Lavie, 2005) explicitly performs word matching through an
one-to-one alignment between the candidate and reference. Similar to METEOR, weighted
METEOR requires both precision and recall based on the alignment: the precision is
defined as the ratio between the number of aligned words and the total number of words
in ¢, and the recall is defined as the ratio between the number of aligned words and the
total of words in r/. The weighted METEOR is obtained by weighting reference with
57 as:

W-METEOR(c,R) = (1 — BP)max; s’ Frean, (B.3)
where Fipean,; is a harmonic mean of the precision and recall between ¢ and r/, and BP
is the penalty as defined in original METEOR (Banerjee and Lavie, 2005).

B.3 Weighted ROUGE

Unlike BLEU, ROUGE biases to recall rather than precision. ROUGE has different

implementations, and we use ROUGE-L in our experiments following (Liu et al., 2016).

Weighted ROUGE-L is based on the longest common subsequence (LCS) between can-

didate ¢ and reference set R:

(1+ B?)PRC x REC
REC + 32 x PRC '

where [ is a predefined constant, and PRC and REC are weighted precision and recall,
respectively, defined as:

W-ROUGE-L(c, R) = (B.4)

|U;j s"LCS(c, 1)

PRC = ,
el

REC — | Uj s"LCS(c, 1)
7]

Here LC'S is the longest common subsequence over a pair of sequences; |U; s A;| denotes
the length of the union of multiple sets {A;} (Lin, 2004) where each set A; is weighted
by s/. By associating weight s/ to the tokens in LCS(c,r?), each token contributes
proportional to the respective weight when computing the length of union LCS.

B.4 Weighted CIDEr

CIDEr is a consensus-based evaluation metric that is originally used in image description
tasks. The weighted CIDEr is defined by weighting each reference r; with s/ as follows:

W-CIDEx(c, R) — % S0 B s cos(g” (), 8" (), (B.5)

where (3, is typically set to 1/N with N the highest order of grams; g"(c) denotes the
TF-IDF vector of the n-grams in c. Note that cosine similarity with respect to each r;
is weighted by s;.

Note that though the above metrics are defined for one comment at sentence level, they
can be straightforwardly extended to many comments at the corpus level by aggregating
respective statistics as with the original un-weighted metrics (Papineni et al., 2002;
Banerjee and Lavie, 2005).



C Experiment

C.1 Setup

Following the standard preprocessing steps (Britz et al., 2017), we truncated all com-
ments to have maximal length of 50 words, kept 30K most frequent words in the vocab-
ulary, and replaced infrequent ones with a special <unk> token. The models were then
trained on the pre-processed (article, comment) pairs. Note that an article can appear
in multiple training pairs (We also tried randomly sampling only one comment for each
title as training data, but obtained inferior model performance). Key hyperparameters
were tuned on the development set. In particular, all Seq2seq models have hidden size
of 256, and were trained with Adam stochastic gradient descent (Kingma and Ba, 2014).

The basic idea of retrieval models is to find a comment ¢ from the training data that
best matches the content of article x according to a relevance model. Our retrieval
models involve two stages: (1) Retrieve a set of candidate articles for x under some
similarity metrics; (2) Set the candidate comments as the union of all comments from
each retrieved article and return the best comment ¢ according to a relevance model
between x and a candidate comment. In the first stage, we employ the TF-IDF vector
to retrieve a set of candidate articles according to the following metric:

cos(x,y) = cos (g(x). () (C1)

where g(x) is the TF-IDF weighted vector regarding to all uni-gram in x (Salton et al.,
1974). Suppose one retrieves a set of candidate articles Y = {y’ | j € {1,...,|Y|} } for
x according to Eq.(C.1), and the union of comments with respect to ) is denoted by
C={c’|je{1,...,/C|} }. In the second stage, to find the best comment in C, we use
a convolutional network (CNN) that takes the article x and a comment ¢ € C as inputs,
and outputs a relevance score:

exp (conv(x, c; 9))
> exp (conv(x,¢;0))’

where conv(x, c; ) denotes the CNN output value (i.e., the relevance score). Eq.(C.2)
involves parameter # which needs to be trained. The positive instances for training 6
are the (article, comment) pairs in the training set of the proposed data. As negative
instances are not directly available, we use the negative sampling technique Mikolov
et al. (2013) to estimate the normalization term in Eq.(C.2).

P(c|x;0) = (C2)

C.2 Human Correlation of Automatic Metrics

Table 1 also shows consistent improvement of the weight-enhanced metrics over their
vanilla versions. For instance, our proposed weighted metrics substantially improve the
Pearson correlation of METEOR from 0.51 to 0.57, and the Spearman correlation of
ROUGE_L from 0.19 to 0.26.

Table 2 presents two representative examples where METEOR and BLEU-1 gave sig-
nificantly different scores. Note that for inter-metric comparison of the scores, we have
normalized all metrics to have the same mean and variance with the human scores. In
the first case, the comment has rich content. Both the human annotators and METEOR



Metric Spearman Pearson

METEOR 0.5595 0.5109
W-METEOR 0.5902 0.5747
Rouge_L 0.1948 0.1951
W-Rouge_L 0.2558 0.2572
CIDEr 0.3426 0.1157
W-CIDEr 0.3539 0.1261
BLEU-1 0.2145 0.1790
W-BLEU-1 0.2076 0.1604
BLEU-2 0.2224 0.0758
W-BLEU-2 0.2255 0.0778
BLEU-3 0.1868 0.0150
W-BLEU-3 0.1882 0.0203
BLEU-4 0.0983 0.0099
W-BLEU-4 0.0998 0.0124
Human 0.7803 0.7804

Table 1: Correlation between metrics and human judgments on comments. “Human”
represents the results from randomly dividing human judgments into two groups. All
values are with p-value < 0.01.

Title o B FAFHE (Gloss: Xu: A rising star
with great acting skill)

Comment HATHOELY (REZWIER) - —MAAREE
Ao m A E R - AR (Gloss: 1 watched her film
“The Most Distant Course”. An actor full of power
and with experienced skills. Best wishes!)

Human: 4

Scores Normalized-METEOR: 4.2 (METEOR: 0.47)
Normalized-BLEU-1: 2.7 (BLEU-1: 0.38)

Title — KRR G R A F B R RTISF AT KA L (Gloss:

A faded photo helped solve a murder that
happened 18 years ago)

Comment X3 %K - (Gloss: Put him in prison.)

Human: 3
Scores Normalized-METEOR: 2.7 (METEOR: 0.1)
Normalized-BLEU-1: 4.5 (BLEU-1: 0.83)

Table 2: Examples showing different metric scores. For comparison between metrics, we
show normalized METEOR and BLEU-1 scores (highlighted) which are normalization
of respective metric scores to have the same mean and variance with human scores, and
clipped to be within [1,5] (Lowe et al., 2017). The scores in parentheses are original
metric scores without normalization. Note that score without normalization are not
comparable. Top: Human and METEOR gave high scores while BLEU-1 gave a low
score. Bottom: Human and METEOR gave low scores while BLEU-1 gave a high
score.



graded the comment highly. However, BLEU-1 gave a low score because the comment
is long and led to a low precision. The second example illustrates a converse case.

Title BabyZ® (# %) (Gloss: AngelaBaby is coming

back to <Running Man>)
Comment Baby, Baby, & & 1% - (Gloss:Baby, Baby, I love
you.)
Human: 3
Scores Normalized-METEOR: 4.8 (METEOR: 0.62)

Normalized-W-METEOR: 3.8 (W-METEOR: 0.34)

Title =JUHAEEMT L4 - (Gloss: Three siblings
injured in car crash.)

Comment L& =% K% . (Gloss:I hope all is well for the
three guys.)

Human: 3
Scores Normalized-METEOR: 3.9 (METEOR: 0.40)
Normalized-W-METEOR: 3.2 (W-METEOR: 0.19)

Table 3: Examples showing different scores of METEOR and W-METEOR. As in Ta-
ble 2, for comparison across metrics, we also show normalized (W-)METEOR scores.

Table 3 provides examples of (W-)METEOR scores. The comments, though relevant
to the articles as they refer to the keywords (i.e., actress name “Baby’ and the in-
jured “three guys’), do not contain much meaningful information. However, the vanilla
METEOR metric assigns high scores because the comments overlap well with one of
the gold references. W-METEOR alleviates the issue as it additionally weights the
references with their human grades, and successfully downplays the effect of matching
with low-quality references. We see that compared to the vanilla METEOR scores,
the W-METEOR scores get closer to human judgments. The results strongly validate
our intuition that differentiating the qualities of gold references and emphasizing on
high-quality ones bring about great benefits.



Metrics IR-T IR-TC Seq2seq Att  Att-TC

METEOR 0.137 0.138 0.061 0.084 0.078
W-METEOR 0.130 0.131 0.058  0.080 0.074
Rouge L. 0.230  0.229 0.197 0.232 0.298
W-Rouge_-LL 0.173  0.172 0.137 0.165 0.206
CIDEr 0.007  0.007 0.006 0.009 0.009
W-CIDEr 0.005 0.006 0.004 0.006 0.006
BLEU-1 0.373 0.374 0.298  0.368 0.227
W-BLEU-1 0.318  0.320 0.258 0.324 0.203

Human 2.859 2.879 1.350 1.678 2.191

Table 4: Model performance under automatic metrics and human judgments.

C.3 Results

Table 4 compares the models with various metrics. We see that IR-TC performs best
under most metrics, while all methods receive human scores lower than 3.0. It is thus
highly desirable to develop advanced modeling approaches to tackle the challenges in
automatic article commenting.

D Example instance of the proposed dataset

Examples are provided in Tables D and D.



Title

FIREN, BZR—BARREAR, EARE R

Content

R RG6ALI08, nbaf AFRTRT FOHFHIRE L 3-0M L9 F L+ ERE
B RF TR, Wde T JRR 5 B4R 5 2 A, 331409, B BT B OR A B
=319~ 10N EARA1LRB S #h REMF 2239, FEeHR# T4 0K, L
FIHEATE T8, RLAAL EWALIT-11I6 KM F + K L pdam1-3, F+4i8B T
FRERGEDEA - AT ARG KA HEZFHAERBERTOREEAT: “KFK
B X PYFMI S G178, WRIBREXELAEFER T, AAFBILRANE 5 R,
FEARFCEMNAMNAELDSA . 7 2RO REBRRIEE 22 PIRA K %
AR B AR AT AP Anbalk BA R F] . F+ A XHILF P AT S 5%
HALRET AL BERERIN TILREN L TH L3RR EFHETEFTHRT
T48% . R ZHILF, KRARL ST AT IR, FELZFREZIFENF 44
TR KRPURRBANMEYS N R TIR, RAEAF T HAT RGOMA, ZAMH
WRIEF AR T OB AT E — AN ERE . T — i
BRI E ABRZ—HEKR HIRR GHF k.

score

comment

w

SO RN N 3¢

BN R W W W s

L W W W

RERAFT

JUAmE, &, TRATRRGILE

FrEeR T 24K, FERT 25K

B A AN AR R R

@RF—F, BHEL, ELATHS TR HIElFE.

R=%E @ 5?

K=, B—FALTILREH, 42T K, ERT, RILFKELRGF, T2k
B8

Enba#t A T4 7T, ARXIERETGREAET

B S ] 3y BRAR T A A AR 2 $) R 69 TR BT AL

PREEAE G ERE

RIZAFFHE BB ST 4, THRRREES

£ K F &G & B HRRA

e, X ERITEA T T !

AT ZARREFTERF2RR? ZTTAZLE O THIGA .

AR AT 22T K E L3640 FFE314

73X 69 AR A 32

WMTSRZWMT, EFGM LY, AILHEEFLTEIHFH L LBE T RHAGHF
B, BA B RATRTRAT 2 A A 2]

1A T B2& A kbbb, AAHIE LY, RARZIEDDL?

EABREER, KEAERREAARATERAEAD LS. FEHBRREZINIA
T, RET, FAREEIRK.

JIARANARBA B R A A, BB EBITF ET H A vk A Shr s BRI AR kA
=)

REFEM, 37— HBRBERTIASRANIACE T, 3%, %BH, RIPE
RREEOEH AR RERIZ AR ELGKDFARLSE, ARARXILH 49
AR R

REF, DE—AA—FTHTAEZ T+ 54

BT, LREA TSR

RIFE TR, R—MIBEAZRAH A

EA S, R A RIRIRE

5k & AR T ?

Table 5: Example instance of the dataset.
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Title
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Table 6: Example instance of the dataset.




References

Satanjeev Banerjee and Alon Lavie. 2005. Meteor: An automatic metric for mt evalua-
tion with improved correlation with human judgments. In ACL Workshop, volume 29,
pages 65-72.

Denny Britz, Anna Goldie, Thang Luong, and Quoc Le. 2017. Massive Exploration of
Neural Machine Translation Architectures. arXiv preprint arXiv:1703.03906.

Nicholas Diakopoulos. 2015. Picking the nyt picks: Editorial criteria and automation in
the curation of online news comments. ISOJ Journal, 6(1):147-166.

Diederik Kingma and Jimmy Ba. 2014. Adam: A method for stochastic optimization.
arXiv preprint arXiw:1412.6980.

Chin-Yew Lin. 2004. Rouge: A package for automatic evaluation of summaries. In ACL
workshop, volume 8.

Chia-Wei Liu, Ryan Lowe, Tulian V Serban, Michael Noseworthy, Laurent Charlin, and
Joelle Pineau. 2016. How not to evaluate your dialogue system: An empirical study

of unsupervised evaluation metrics for dialogue response generation. arXiv preprint
arXiv:1603.08023.

Ryan Lowe, Michael Noseworthy, Iulian V Serban, Nicolas Angelard-Gontier, Yoshua
Bengio, and Joelle Pineau. 2017. Towards an automatic turing test: Learning to
evaluate dialogue responses. In ACL.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Corrado, and Jeff Dean. 2013. Dis-
tributed representations of words and phrases and their compositionality. In NIPS,
pages 3111-3119.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. 2002. Bleu: a method
for automatic evaluation of machine translation. In ACL, pages 311-318.

Deokgun Park, Simranjit Sachar, Nicholas Diakopoulos, and Niklas Elmqvist. 2016.
Supporting comment moderators in identifying high quality online news comments.
In Proceedings of the 2016 CHI Conference on Human Factors in Computing Systems,
CHI '16, pages 1114-1125, New York, NY, USA. ACM.

G. Salton, A. Wong, and C S Yang. 1974. A vector space model for automatic indexing.
Communications of the ACM, 18(11):613-620.

Ramakrishna Vedantam, C Lawrence Zitnick, and Devi Parikh. 2015. Cider: Consensus-
based image description evaluation. In CVPR, pages 4566-4575.

10


http://arxiv.org/abs/1703.03906
http://arxiv.org/abs/1703.03906
https://doi.org/10.1145/2858036.2858389

	Dataset
	Human Evaluation Criteria

	Enhanced Automatic Metrics
	Weighted BLEU
	Weighted METEOR
	Weighted ROUGE
	Weighted CIDEr

	Experiment
	Setup
	Human Correlation of Automatic Metrics
	Results

	Example instance of the proposed dataset

