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Introduction

Task: Sentence-level, binary relation extraction
between given named entities (NE)

Assumption: The relation between a pair can be
supported by other pairs in the same sentence

Motivating Example: Toefting and capital are
related through preposition in (direct association)
and through entity teammates (indirect association)

Contributions

• Simultaneously consider all pairs in a sentence
• Independence of external syntactic tools
• Single representation for up-to l-length walk

relations between two named entities

Proposed Approach

Model Architecture

Edge Layer

1. Pair & Context Representations
• Target pair: named entity pair of interest
• Target pair context: sentence words excluding pair
• Relative positions: entity ei | word wz to entity ej: pei,ej, pwz,ej

• Target entities ei, ej representations: vei = [ei; tei;pei,ej]
vej = [ej; tej;pej,ei]

• Pair (ei, ej) context
representation:

Cei,ej =

wz; twz
;pwz,ei;pwz,ej

. . .
en; ten;pen,ei;pen,ej


1. Edge Representation

q attention vector, α context weights, ⊗ matrix multiplication

Classification Layer

Directional relations
ITERATION

N iterations → 2N length walks

Walk Layer

1. Walk Generation
• Combine two consecutive edges into a walk representation
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⊙ element-wise multiplication, Wb ∈ Rnb×nb

σ sigmoid non-linear function, λ current walks length

2. Walk Aggregation
• Linear combination of direct and indirect edge representations
• Direct edges representations are updated
• Self edges are ignored
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β indicates the importance of the shorter walks

Settings

Dataset Training
ACE 2005 [1] Adam Optimizer
7 entity types L2 Regularization
6 relations types Early Stopping

Dropout

SoA Models: SPTree [2] CNN [3]
One pair/sentence 3 3

Dependency parser 3 7

Data split train/test 5-fold

Results

Model P R F1 (%)
SPTree 70.1 61.2 65.3
Baseline 72.5 53.3 61.4∗

No walks l = 1 71.9 55.6 62.7
Walks l = 2 69.9 58.4 63.6⋄

Walks l = 4 69.7 59.5 64.2⋄

Walks l = 8 71.5 55.3 62.4
Table 1: Performance on ACE 2005 test set.
* significance at p < 0.05 vs. SPTree,
⋄ significance at p < 0.05 vs. Baseline.

Model P R F1 (%)
CNN 71.5 53.9 61.3
Walks l = 4 65.8 58.4 61.9

Table 2: Performance on ACE 2005 test set.

• Walks model (l = 4) approximates the
state-of-the-art

• Longer walks improve recall

• Too long walks degrade performance

Analysis

Figure 1: Performance on ACE 2005 development
set for sentences that include different number of
entities.

• Walks surpass SPTree performance on
multi-pair sentences

• Shorter walks can work better for
sentences with many entities

• Very long walks (l = 8) produce non-
meaningful representations

Conclusions

• Relations between NE pairs are
encoded with walks

• Longer walks improve performance, but
– More entities do not necessarily

need longer walks

• Walks can improve the detection of
related pairs

• Too long relation walks (≥ 6-length)
are hard to interpret, even by humans
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