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Introduction

Key Elements of Narrative
Phase I: Narrative Identification

Evaluation

Phase II: Distill Temporal Knowledge

Result
• Chronological telling: In narratives, events are 

governed by a double temporality - the chronology 
of the events and their presentation in the text.

• Double temporality enables us to acquire temporal 
“before/after” event knowledge across sentences.

• We explored narratology principles and built a 
bootstrapping approach that identifies 287k 
narrative paragraphs from three large text corpora.

• Distilled knowledge is useful to improve temporal 
relation classification and outperform neural network 
models on the narrative cloze task. 

• Plot: A plot event is likely to have the actantial
syntax “NP VP” (Greimas, 1971) with the main verb 
in the past tense.

• Character: A narrative usually describes events 
caused or experienced by actors. Therefore, a 
narrative story often has one or two main characters.

• Other Devices: Time, place, the emotional and 
psychological states of characters, which do not 
advance the plot but provide essential information 
for event interpretation (Pentland, 1999).

Grammar Rules to Identify Plot 
Events: use context-free grammar 
production rules to identify sentences that 
describe an event in an actantial syntax 
structure (S → NP VP).
• Also consider more complex sentence 

structures that are derived from the 
basic structure. For example, “S → NP 
ADVP VP”, “S → S CC S”.

• The headword of the VP should be in 
the past tense.

• The NP referring to the character 
should have a simple structure.

Character Rules: a protagonist character 
appears in multiple sentences and ties a 
sequence of events. 
• The normalized length of the longest 

entity chain.  # entity mentions / # 
sentences in the paragraph

Features for Identifying Plot Events: 
• Production rules of all sentences in a 

paragraph.
• Perplexity score of a verb bigram 

language model based on learned 
narratives.

Features for the Protagonist 
Characters
• Top 3 normalized length of entity 

chains in the paragraph.
• Top 3 normalized length from the 

previous and following paragraph.
Other Writing Style Features:
• Linguistic Inquiry and Word Count 

(LIWC): words denoting relativity 
(e.g., motion, time, space) and 
referring to emotion and cognitive. 

• Parts-of-Speech (POS) tag 
frequencies

Data & model: http://nlp.cs.tamu.edu/resources.html

Results on MCNC task

Results on TimeBank


