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A Supplemental Material

A.1 Preprocessing Emotion Datasets

In the Olympic Games dataset by Sintsova et al.
each tweet can be assigned multiple emotions out
of 20 possible emotions, making evaluation diffi-
cult. To counter this difficulty, we have chosen to
convert the labels to 4 classes of low/high valence
and low/high arousal based on the Geneva Emo-
tion Wheel that the study used. A tweet is deemed
as having emotions within the valence/arousal
class if the average evaluation by raters for that
class is 2.0 or higher, where ‘Low’ = 1, ‘Medium’
=2 and ‘High’ = 3.

We also evaluate on the ISEAR databank (Wall-
bott and Scherer, 1986), which was created over
many years by a large group of psychologists that
interviewed respondents in 37 countries. Each ob-
servation in the dataset is a self-reported experi-
ence mapped to 1 of 7 possible emotions, making
for an interesting benchmark dataset.

A.2 Pretraining as Regularization

Figure 1 shows an example of how the pretrain-
ing helps to regularize the target task model, which
otherwise quickly overfits. The chain-thaw trans-
fer learning approach further increases this reg-
ularization by fine-tuning the model layer wise,
thereby adding additional regularization.

A.3 Emoticon to Emoji mapping

To analyze the effect of using a diverse emoji set
we create a subset of our pretraining data contain-
ing tweets with one of 8 emojis that are similar to
the positive/negative emoticons used by Tang et al.
(2014) and Hu et al. (2013). The positive emoti-
cons are :) : ) :-) :D =) and the negative emoticons
are :( : (:-(. We find the 8 similar emojis in our
dataset seen in Figure 2 as use these for creating
the reduced subset.

Figure 1: Training statistics on the SS-Youtube
dataset with a pretrained model vs. a untrained
model. The architecture and all hyperparameters
are identical for the two models. All layers are
unfrozen.
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Figure 2: Emojis used for the experiment on the
importance of a diverse noisy label set.



A.4 Emoji Clustering

We compute the predictions of the DeepMoji
model on the pretraining test set containing 640K
tweets and compute the correlation matrix of the
predicted probabilities seen in Figure 3. Then we
use hierarchical clustering with average linkage
on the correlation matrix to generate the dendro-
gram seen in Figure 4. We visualized dendrograms
for various versions of our model and the over-
all structure is very stable with only a few emojis
changing places in the hierarchy.
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Figure 3: Correlation matrix of the model’s predictions on the pretraining test set.
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Figure 4: Hierarchical clustering of the DeepMoji model’s predictions across categories on the test set.
The dendrogram shows how the model learns to group emojis into overall categories and subcategories
based on emotional content. The y-axis is the distance on the correlation matrix of the model’s predic-
tions measured using average linkage.



