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Empowering contact-centers to drive consistent, scalable ar
agent evaluations

Did the agent address any objections raised by the
» Requires deep domain knowledge & \—|C“Stm?
industry best-practices
* Existing LMs struggle with nuances of QA (es. customers needs?
active listening, probing questions)
* Unexplored use of LMs for agent-evaluation ‘ qu“ry e sgont R " 1 \

Figure 1. QA Questions - lllustrative examples
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Table 2: Evaluation plan play a crucial role In
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1: Chain-Of-Thought
Avoid interrupting the customer: The agent — -
avolded interrupting the customer while they Figure 3: Human-in-the-loop QA process
were speaking, allowing them to fully explain

their 1ssue or concern. Conclusion

Acknowledging customer’s concerns: The

agent acknowledged or addressed the cus- e Model size highly correlates with contact-center
tomel"s CONncCermns or quﬁstions. domain_knowledge Of LM'S

Providing relevant responses: The agent * Evaluation plan generated by Large LM plays a crucial

provided responses that were relevant and role in enhancing reasoning ability of small LMs
addressed the customer’s actual i1ssue or con-
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