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Empowering Contact Centers to drive Insights from the Agent-
Customer Interactions

Motivation
✦ Contact Center Interaction Drivers are 

hierarchical in nature: L1, L2 levels
✦ Current SOTA methods rely heavily on LLM 

APIs, increasing overall costs.
✦ Lack of adaptability for incorporating different 

perspectives at L1 & L2 levels.

✓ Proposed solution: LLM-guided Multi-View 
Clustering

Takeaways

Figure 1: The proposed Approach

Conclusion

✦ Improved quality of top-level clusters on average 
Silhouette Score by upto 70% and Human Preference 
Scores by 36.7% compared to standard agglomerative 
clustering for the business use-case.

✦ Achieved SOTA on public datasets for non-hierarchical 
clustering use-cases based on NMI and ACC scores, with 
minimal number of LLM queries.

✦ Contributed two newly labeled datasets for hierarchical 
clustering to support advancements within the research 
community.

Methodology

✦ Removing centroid view 
significantly reduces average 
silhouette scores across all 
domains. 
✦ Name view contributes more 
significantly to the clustering 
quality than the description view.Table 2: Silhouette and Human Preference Scores (HPS) of L1 clusters across different approaches 

and domains. Note: HPS is computed on the basis of 5-point Likert scale.

Table 3: Impact of different viewsTable 4: Evaluation on Public Intent Classification Datasets

Figure 2: L1 and L2 level Interaction Drivers

Table 1: L1 and L2 level Interaction Drivers

Results


