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● Large Speech Language Model 
like GPT-4o have powerful 
conversational speech 
processing abilities. 

● However, challenges related to 
inference latency and memory 
efficiency remain major 
bottlenecks as the model 
grows larger.

● Previous methods for 
optimizing large language 
model (LLM) inference, such as 
H2O, cannot universally 
applicable across all speech or 
audio-related tasks. 

● We want to develop:
- A fast inference method 

design for speech modality 
in SpeenLMs

- It could adaptively speed up 
all  speech related tasks like 
dense and sparse tasks

- It could apply to all 
SpeechLMs
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● For dense tasks, we designed an operation 
scheduler that smoothly merges tokens 
layer by layer to prevent aggressive token 
dropping in SpeechLM.

● For sparse tasks, we use Transfer Entropy 
to guide layer selection for token reduction

Experiments & Results
● In the performance experiment, FastAdaSP 

reduces FLOPs by up to 50% on Qwen-Audio 
with minimal performance impact in both 
sparse and dense tasks.

● In the speed experiments, at a 50% reduction 
ratio, FastAdaSP can achieve a 1.84x 
throughput speedup on A100 GPUs.

We use Transfer Entropy to guide layer selection for 
token reduction;

TE defined as:

Which:

 is the token reduction operation

    F      is the embedding output

    H(.)  is the entropy calculation


