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Why Invest in Machine Translation

A three-year collaboration between R&D Localization and Salesforce Research teams

Interesting research project
- Challenges: difficult MT languages (i.e. Finnish, Japanese), XML tagging.

Improve international customer experience by

- Reducing translation time by enhancing translator’s productivity for our online help
- Increasing content accuracy/freshness by publishing updates more frequently
- Re-investing savings into high-value efforts

- Products and product-related properties

- Underserved localization content/efforts

Benefits

- Increase case deflection through up-to-date content for existing languages
- Increase breadth and depth of localization coverage with more flexibility by market
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Salesforce Online Help
Primary target for our MT system

e Translated in 16 languages.
e Translations are updated per major release (3 x year).
e New feature/product terminology.

e Structured in DITA XML (200+ tags). 6

Documentation

Find documentation, videos, and

walkthroughs to help you succeed.

VIEW DOCUMENTATION
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What Was Done: Phase 1

Linguistic testing

Built an NMT system on Salesforce domain
- Language-agnostic architecture with models for each language
- Processes whole XML files from English into 16 languages

Completed human evaluations of MTed output
- Japanese, Finnish, German, French Help subsets (500 strings)

Published paper A High-Quality Multilingual Dataset for Structured Documentation
Translation (WMT 2019)
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https://www.aclweb.org/anthology/W19-5212/
https://www.aclweb.org/anthology/W19-5212/

Technical Overview
Data and application

Dataset in our paper
- https://qithub.com/salesforce/localization-xml-mt
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- Example (a)

English:

You can use this report on your Community Management Home
dashboard or in <ph>Community Workspaces</ph> under
<menucascade><uicontrol>Dashboards</uicontrol><uicontrol>Home
</uicontrol></menucascade>.

Japanese:

TDVIR—Ma: FRa=T1BH | OfF—bDF 9T/ —R Elid
<ph>aAI=2=7 (U —JAX—A</ph>D
<menucascade><uicontrol>[% < =78 —NR |</uicontrol>
<uicontrol>[7~—A]</uicontrol></menucascade> CEHA TEXET,

- Example (b)

English:

Results with <b>both</b><i>beach</i> and <i>house</i> in the
searchable fields of the record.

Japanese:

La—RDOFE A EE72TH B IZ <i>beach</i> & <i>house</i> D
<b> 5 </b>D3 & FNTNVDFER,

- Example (c)

English:

You can only predefine this field to an email address. You can predefine
it using either T (used to define email addresses) or To Recipients (used
to define contact, lead, and user IDs).

Japanese:

ZOBEBIIA—NATRLRIZKH L TOLERCERTEET,

ZOEB L [FEE] A= NVTRVAZERTH-OIER ) F213 [5E
ZEEI(WEIEEEE.V—F, 2—F IDEERTIOIMER)
DWT I EHE AL CERNCER TEETS,
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https://github.com/salesforce/localization-xml-mt

Technical Overview
Model

Transformer encoder-decoder (Vaswani et al., 2017)

- Input: XML:tagged text in English

- Output: XML-tagged text in another language
- XML-tag-aware tokenizer is used (based on sentencepiece)
- e.g.) <uicontrol>New Suite</uicontrol>: Create a suite of test classes that...

— _ <uicontrol> New _ Suite </uicontrol>: Create a suite of test classes that...

-+ copy mechanisms
- Copy from source is used to align XML tags

- Source to be translated (English)
<xref>View a single feed update</xref> by clicking the timestamp below the update, for example, <uicontrol>Yesterday at 12:57 AM</uicontrol>.

- Retrieved source (English)

In a feed, click the timestamp that appears below the post, for example, <uicontrol>Yesterday at 12:57 AM</uicontrol>.

- Retrieved reference (Japanese)

74 —KWNT, &2 12, <uicontrol>[HE B ? 12:57 AM|</uicontrol> D XIZ, HFaD FIZERINDIALRE LTIV L ET,

- Output of the Xrs model (Japanese)
<uicontrol> [FE B ™ 12:57 AM] </uicontrol> D XHIZ, BHD FIZFALRZ L T2V 7L T, <xref> 1 DDO7 — KB HFEFT</xref>LF7,
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https://arxiv.org/abs/1706.03762
https://github.com/google/sentencepiece

Technical Overview
System

Training

- Construct our training data from
- the N-th release
- alater version than our published dataset
- release notes of the new, (N+1)-th, release
- to incorporate translation of new features/context in the new release
- available for our company’s top-tier languages
- [optional and if applicable] whatever internal parallel data

Translation

- Target English strings that have little overlap with our translation memory
- Remove metadata from XML tags
- Run our model for each language

- Align the metadata with the translated strings by using our model’s copy mechanism

Human verification and post-editing before publishing the translated online help
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https://github.com/salesforce/localization-xml-mt

Example Flow (1)

Overview

Update basic community settings like your community URL, community
name, members, login options, and general preferences in the <TAG
id="1">Administration</TAG> section of <TAG id="2">Experience
Workspaces</TAG> or <TAG id="3">Community Management</TAG>.

ﬁ English

Our System

Japanese
<TAG id="2">T AR IV RAT—PDAR—A<[TAG>F =& <TAG id="3">[0=2=
FAEE|</TAG> D <TAG id="1">[&E¥]</TAG> £4>3> T, 332=F« URL, 1
SAZTAR A UN— ATAFToay | —BRIEEREGE . A2 =T/ DEKRER
EEBHLFET
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Example Flow (2)

Input Preprocessing

Update basic community settings like your community URL, community
name, members, login options, and general preferences in the <TAG
iId="1">Administration</TAG> section of <TAG id="2">Experience
Workspaces</TAG> or <TAG id="3">Community Management</TAG>.

Simplify the input

Update basic community settings like your community URL, community
name, members, login options, and general preferences in the
<ph>Administration</ph> section of <ph>Experience Workspaces</ph> or

Tag mapping table

<TAG id="1">: <ph>
<TAG id="2">: <ph>
<TAG id="3">: <ph>

NS

<ph>Community Management</ph>.
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Example Flow (3)

Translation by our model

Update basic community settings like your community URL, community
name, members, login options, and general preferences in the
<ph>Administration</ph> section of <ph>Experience Workspaces</ph> or
<ph>Community Management</ph>.

Translation

N\
<ph>THANRI) IR T—HPRAR—X</ph>F =l <ph>[aAZ2 =T E¥E]|</ph> D
<ph>[E¥E]</ph> €932 T, 232=T4 URL, 332 =F44& . A*/\— O 14>
ATy, — LB ERELGE. OS2 =T DEAREZEEEFHLET,
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Example Flow (4)
Tag Alignment

Update basic community settings like your community URL, community
name, members, login options, and general preferences in the
<ph>Administration</ph> section of <ph>Experience Workspaces</ph> or
<ph>Community Management</ph>.
English \ Japanese | <ph> ja | <ph> ja | <ph> ja
<ph>_en 0.01 0.05 0.91
Maximize the product of the copy

weights based on one-to-one <ph>_en 0.92 0.02 0.01

mapping assumption
<ph>_en 0.01 0.95 0.01

<ph>THARIURT—PAR—X</ph>F =L <ph>[a22 =T B E]|</ph> D
<ph>[E¥]|</ph> €923 T, A22 =T« URL, Q32 =F48 A/\— 0OF14>
ATay, —BRMEERERLGE. ASa =T DEKREREZXZEHLET,
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Example Flow (5)
Output Postprocessing

<ph>THAR) IV RT—HPRAR—X</ph>F Tzl <ph>[aZ2=FT4EHE]|</ph> D
<ph>[E¥]|</ph> €923 T, 322 =T« URL, Q32 =F48 A/\— 0O514>
A7y, —REERELRE. OS2 =T DEREZEEEFHLET,

Tag mapping table

<TAG id="1">: <ph>
<TAG id="2">: <ph>
<TAG id="3">: <ph>

<TAG id=”2”>I77\’\°'JIDZU—E{’\"—Z</TAG>$T:II <TAG id="3">[2=2=
T1EE|</TAG> O <TAG id="1">[EHE]|</TAG> 93> T,252=F7s URL. O
2ASTARAVN— AT AoF Ty —RRIGRERE, S22 T DEREK
EERHLET

Proceedings of the 14th Conference of the Association for Machine Translation in the Americas Page 448
October 6 - 9, 2020, Volume 2: MT User Track



What Was Done: Phase II

Completed 2 pilots

- MTPEd two major releases of help content in Japanese, French, German, Brazilian
Portuguese, Mexican Spanish, Swedish, Danish, Norwegian.

Evaluated 500 strings: our system against uncustomized commercially available NMT system

Observations:
- Salesforce NMT is better at outputting sentences with Salesforce writing style.
- Other system is good at outputting generally well-written sentences.
- Most challenging part is translating new features/terminology.
- Including Salesforce Release Notes in training data increased score #1.
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Roadmap

e Leveraging publicly available models
o So far, we used our own data only
o Fine-tune/customize general models/engines
m Publicly available pretrained models: mBART, XLM-R, etc.

e Human-in-the-loop training

o At every release, we can get post-edited strings
o Can we use the feedback to train another model to refine MT output?
m Or can we train a model to spot potentially wrong segments to help human post-editing?
e Continual learning

e Extend MT to more online languages and more use cases

o
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https://arxiv.org/abs/2001.08210
https://arxiv.org/abs/1911.02116
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