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Outline

= Part 1: Name representation across languages, scripts, and
cultures

— Why is entity translation important?
— Survey of problems for entity translation
— Transliteration

= Transliteration standards

= Automated transliteration

= Part 2: State of the art and future directions for entity handling in
MT/CAT

— Entities in isolation
= Structured data
= Unstructured data (search queries, extracted names)

— Entities in context: MT/CAT
— Evaluation approaches
— Evaluation exercise
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Why iIs Entity Translation Important?

" Information retrieval

— Entity names are typically key terms for embedded uses like Cross
Language Information Retrieval (CLIR)

= Structured data translation
— Data tables are typically focused on entity names and related data
= Gisting and summarization

— Entities often represent the most significant information that is
needed from a translated text: who, what, when, where...?

= Automatic Translation

— Poor translation of entity names can cause poor translation of
surrounding text

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Impact: Embedded Uses of Entity Translation

ormatlo

Translation trleval
Answering
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Sources of Names in Computation

= Written
— Hand print or script
— Document images
— Digital text
= Prose / narrative
= SMS
= Email
= Blogs
= Structured data tables
= Oral or oral-like sources
— Audio/video
— Telephone
— In person (mouth-to-ear)

— Mental pronunciation / memory
© 2014 The MITRE Corporation. All rights reserved. MITRE
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First Activity

Morning Calisthenics!

NOTE: this exercise consists of transcribing 3 spoken
names. The slide that discusses this exercise has been
deleted from this version of the presentation. Possible
answers to other exercises are also not included in this

version.

MITRE

© 2014 The MITRE Corporation. All rights reserved.



Why iIs Entity Translation Hard? (#1)

= Out-Of-Vocabulary (OOV) Problem

— Names are a rapidly expanding open class: they cannot be
enumerated.

= Data acquisition

— Noisy channels in written and oral transmissions of names add to
the translation challenge.

= Name detection

— Names are often homonyms or homographs of common nouns or
adjectives. Poor translation of entity names can cause poor
translation of surrounding text

= Name-internal grammar

— Names are multi-word expressions that must be translated as a
unit.

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Why is Entity Translation Hard? (#2)

= Differing cultural and linguistic conventions regarding names

— Each combination of language and entity type has unique features on most
linguistic planes: phonological, orthographic, morphological and syntactic.

" Transliteration challenges

— Transliteration is an inexact science due to imperfect alignments of phoneme
and grapheme inventories.

= Data exchange / data quality

— Data acquisition systems offer different data models between systems, and
such models tend to reflect the naming conventions local to where the
system is developed.

— Standards for the exchange of name data are ill-defined or non-existent.
= |[diosyncrasy

— In many languages, names have atypical phonological properties
— They may preserve patterns not used in modern varieties
— They are influenced by other languages and cultures

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Second Activity: Segmentation
= Which name segment is the family name?
— Anglo: Marianne Smith Miller

— Hispanic: Maria Jose Gonzalez Hernandez
— Arabic: Jaffar Abu Qasim Abd al Rahman

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Personal Name Challenges

® Element variation — Non-word characters

— Data errors — Presence/absence of
= OCR = Titles (COL, Dr., Ph.D))
= Typos = Affixes(-vich, -ovic, -ov)
= Truncations = Qualifier (Ir., )

— Short forms — Case variation
) IA*?*?VIEVia“O”S (Mhma) = Structural variation
= [nitials

— Additions/deletions

— Spelling variations — Fielding variations

= Alternate spellings (Karen, Karyn)

= Transliterations (Muhammad, — Permutations
Mohamed) — Placeholders
— Particles (von, de, bin, abu) — Element segmentation

= Particle segmentation
= Particle omission

— Nicknames/diminutives (Bob,Joey)
— Translation variants

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Other Cultures, Other Conventions

Different name segments carry different information value

— Most important segment of surname can vary according to cultural conventions

“Phases of life” can influence name used
— Haj/Haji, Vda/V de, married name, confirmation name, Dr.
= Importance placed on given name varies
— Common practice of using familiar name / nickname
= Frequency of surnames / given names varies
— e.g. Smith; Korean family names; Muhammed
= Romanization from different scripts introduces other challenges
= May have completely different naming model
= Complication for ID matching in general:

— Lack of emphasis on record keeping: e.g. inexact or unavailable birth dates
© 2014 The MITRE Corporation. All rights reserved. MITRE
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Arabic Example: Name Variants

¢ Sl Glasla

Sulayman al-Shukri  Soleiman Shukri Suleyman Shukri
Solomon Ash-shukri  Sulejman Ashukri Suleman Schoukri
Suleiman Alshokri Suleman Al-Shukri Soleiman Choukri
Suleyman Alshukri Soulaiman Choukri  Soulaiman Achoukri
Sulejman Shukri Suleman Shukri Suleyman Shukri
Suleman al-Schoukri Soloman Ash-shukri  Suliman Al Shukri
Soleiman Ashukri Solomon Shukri Soulaiman Al Choukri
Soulaiman al-Choukri Suleyman Alshukri Sulejman Ashukri

:' L L 4
T S o dada ul..glu
Sulayman Muhammad Husayn al-Shukri
© 2014 The MITRE Corporation. All rights reserved. MITRE
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Arabic Example : Why all that variation?

6 S laddas

I

yrkshla namyls

@9 & —) ¢ 3 Oother vowel, or deleted

One-to-many and many-to-one mappings

© 2014 The MITRE Corporation. All rights reserved . MITRE
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Arabic Example: Phoneme Inventories

Z|E g E
c
© 5 | & 5 g @ = = 5 S| 8 3
e & £ -] © a 2 e 2 3 S ™
= | I n n
(7] — —
©
c
b td d g
(0]
=
&
= p ph 1 "t k kM| g ?
118 s L X hlh
o -l = " — - - - =
=
5
= vid o Z 3 Y
approximant J I w
trillitap/flap. re - =
lateral approximant _| = English ¢ Arabic

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Arabic Example : Personal Name Structure

- Given name

= Father’s given name

- Grandfather’s given name
= Family name

= A geographic or tribal name, which is usually preceded by al
“the” and followed by the suffix —I, e.g. al Basri “from Basr.”

<+ Note:

The patronymic (fathers’) names may or may not be preceded by
bin “son of”

The given name may also include a descriptive name, usually
religious, such as ‘Abd Allah “Servant of God” (often written
Abdullah) or with abu “father of”

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Arabic Example: Data Capture

Data Exchange
Formats: Name
Object

DerivedNamelnfo

Data capture and
sharing can be
challenging when
name models
used in capture
systems differ
from the
conventions of
other cultures

MITRE
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Arabic Example: Transliteration

Transliteration introduces more dimensions of variation

Issue Example
Multiple standards BGN, LOC, IC, Buckwalter, SATTS, ...
Multiple traditions Francophone tradition (Wasim = Quassime)
Acoustic errors Ali ="Ali
Dialectical variants Bourguiba = Abu Rugayba
Non-native names / _
N-way transliteration Pavel = Ball
Segmentation Abd Al Rahman = 'Abdurrahman
N-to-n mappings Walid = adyand s
Missing information as = mhmd

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Location Name Challenges (#1)

= Mix of translation and transliteration
— ropa Kowka<Mount Koshka not Mount Cat
= Morphology
— Omckas 66nactb <> Omsk Oblast
= Reverse transliteration
— /R R k> /bosuton/«<> Boston
= Absent name parts
— the Mississippi vs. the Mississippi River
= variants
— The United States of America, the USA, U.S., E.E.U.U.
" nicknames
— The Windy City, The Big Apple
© 2014 The MITRE Corporaton. Alights reserved. MITRE
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Location Name Challenges (#2)

= Domain and category dependent word sense disambiguation
— Mesa Central
= Abbreviations
— Mt., Rte., yn., r., Str., St. (Saint or Street?)
= Country-specific administrative divisions
— Oblast, Prefectura, Lander
= Geographic feature ontology differences
— river < fleuve/riviere
= |diosyncratic translations
— Bahia de Fundy< Bay of Fundy vs. Bahia de Hudson< Hudson Bay
= Multi-token morphology/syntax

— Little Harbor on the Hillsboro, FL
© 2014 The MITRE Corporation. All rights reserved. MITRE
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Organization Name Challenges (#1)

= Mix of translation and transliteration
— &=Ligt < Sahmyook University
= Morphology
— MBaHoBCKkMIN rocygapCTBeHHbIN YHUBEPCUTET <> [vanovo State University

= Reverse transliteration

— Ol <l (SE  e0X5 @ Albert Einstein College of Medicine
= Compounds and portmanteaus

— Bricomarché, Artbambou, Brico-Dep0t
= Absent name parts

— Carrefour, Groupe Carrefour, Carrefour, S.A.

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Organization Name Challenges (#2)

= Variants, long/short/legal/informal forms
— NYS Dept. of Energy <>Energy Department of New York State
= Variants, nicknames
— Wally World, The Evil Empire
= Complex syntax and embedded entities
— Musée d’'art et d’archéologie de I'Université d’Antananarivo a Tananarive

= Domain and category dependent word sense disambiguation

— la Mesa del CIG&®IGC Bureau (ORG) vs.

— Tienda de Mesas de Billar&Pool Table Shop (ORG) vs.
— Mesa de Wingate < Wingate Mesa (LOC) vs.

— Alfredo Mesa < Alfredo Mesa (PERS)

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Organization Name Challenges (#3)

= Abbreviations
— Dept., Grp. Cntr.

= Organizational legal ontology differences
— SaRL, Inc., GmBH

= Preferred syntax

— Auto-école Conduite Sans Frontieres < Without Borders Driving School
(probably not Driving School Driving Without Borders)

© 2014 The MITRE Corporation. All rights reserved. MITRE



25

Summary of Named Entity Challenges

PERSON LOCATION ORGANIZATION
Abbreviations X (Initials) X(esp. of keywords) X (esp. of keywords)
Short forms X (nicknames, diminutives) Zé?ﬁ%‘}élrj]l)l L, ot é(e(s"j};rnoaqgrgs' no org

X (esp. transliterated and X (nicknames, branch

Variants nicknames) X (e.g. local names) hames)

Mixed translation/transliteration X (titles, qualifiers) X X

Enti pe < qu_alifier;:, X (location suffixes, X (novel compounds,
ntity-specific morphology patronymic suffixes, name orepositions) M

particles)

Inflection of names in context X X X

Absent name parts X X X

Incorrect fielding X X X

Reverse transliteration X X X

Entity-specific syntax X X X

Domain- and category-dependent - . -

senses

Cross-language ontology issues e, noes (69, agoon pon. sea (o unvaraiabi

Idiosyncratic word ordering X (local/historical X

convention)

© 2014 The MITRE Corporation. All rights reserved. MITRE




26

Transliteration

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Used Here Transliteration is Not:

= Transcription:
— Renders speech sounds into written characters
= Character mapping:

— Associates each character in a set of characters with a character
In another set of characters

= Usually without regard to context or meaning

Possibly without regard to pronunciation

Emphasis on consistency

Usually reversible/lossless/one-to-one

Example: x> =mHmMd (vs. Muhammad)

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Transliteration

= Renders written words from one language into the
written forms of another language in a way that
reflects the sounds and/or spellings of the original,
rather than the meaning

= Usually names of people, places and organizations

= May incorporate special conventions for context or
function

= Usually tries to reflect pronunciation

= Often sacrifices reversibility for readability

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Transliteration Standards

= Transliteration standards specify mappings for transliteration

" The goal is to eliminate transliteration variants by providing
consistent mappings

= But this goal has not been achieved
— Fallure to apply standards: people make up their own spellings
— Errors in applying standards
— Multiple standards

Arabic Standards Chinese Standards

Board of Geographic Names (BGN) BGN
Intelligence Community (IC) Standard for Person Names |IC Standard
Buckwalter Hanyu Pinyin
SATTS Wade-Giles

© 2014 The MITRE Corporation. All rights reserved. MITRE



By Whose Standard?

30

STANDARDS

HOW STANDARDS PROLIFERATE:

(68 A/C CHARGERS, CHARACTER ENCODINGS, INSTANT MESSAGING, ETC)

|H?! RiDICULOLS! SooN:]
WE NEED To DEVELOP
SITUATION: || SNE WVERSAL SRORRD 1 | SiTUATION:
THERE ARE USE CASES.  yepui THERE ARE
|4 COMPETING ' |5 COMPETING

STANDPRDS. k)A\ %J STANDPRDS,

PERMANENT LINK TO THIS COMIC: HTTP.//[XKCD.COM/927/
IMAGE URL (FOR HOTLINKING/EMBEDDING): HTTP://IMGS XKCD.COM/COMICS/STANDARDS PNG

© 2014 The MITRE Corporation. All rights reserved.
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Why Multiple Transliteration Standards?

= Different transliteration systems satisfy different constraints and
goals

— One-to-one mapping, which makes the transliteration reversible
and lossless

— Readability
— “Type-ability”

— No distinctions between upper and lower case letters (for State
Department cables, which are all caps)

— No digraphs (though English already has th, sh, ch)

= Some constraints and goals are mutually exclusive, e.g., one-to-
one mapping and readability in Arabic (mhmd vs. Muhammad)

= Governments may impose standards (Pinyin, BGN, IC Standard)

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Transliteration Types

" Forward transliteration

— Conversion from the native form of a word in the original language
to the transliterated form in another language.

= Backward transliteration

— Conversion from the transliterated form of a word in one language
to its native form in the original language.

= N-Way transliteration

— In many contexts these two types are incomplete because
additional languages are involved, e.g. transliterating a Chinese
name from Arabic into English.

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Transliteration Challenges

" Preprocessing sometimes necessary

— Orthogr_aphic reasons o Rank . S, | BT Wade-
= Semitic languages & vocalization (2007) Giles
— Rule based, statistical, dictionary based 52 & = L0 Lu?
— Phonotactic 47 = = LU Li®
= Japanese, Chinese syllable structure 57 [E i L0 Lu®

" Conversion can be lossy / destructive peiesionseentsrsnst e s
— Many-to-one conversions
= rand " > 7 (Katakana ‘ra’)
— One-to-many conversions
= s> 'pwori o
— Phonetically required insertions alter syllable structure
» ARLAT 14202 AT A : (Opereitingu shisutemu)
» JE1—2—7'0972~X—: ( Konpyuutaa Puroguramaa)
= 29F> R : (Ingurando)
= > RO—A : ( Shindoroomu )
— Tone often ignored
= Chinese/Thai -> English

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Automatic Transliteration Choices

Grapheme Grapheme
V'S
vV Vv
Phoneme » Phoneme

Grapheme to grapheme
2. Grapheme to phoneme to grapheme
3. Grapheme+phoneme correspondence to grapheme
4. Grapheme to grapheme and phoneme to grapheme hybrid
5

Grapheme to phoneme to phoneme to grapheme
© 2014 The MITRE Corporation. All rights reserved. MITRE
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Grapheme to Grapheme
Example: Al-Onaizan & Knight (2002a)

= For word sequence w, P(w) is a unigram model that generates
English word sequences according to their unigram probability

— Estimated from word lists (Wall Street Journal, names)

" Transliteration maximizes P, (wl|a) = P(w) P(aJw), ais an Arabic
sequence

= P(alw) is estimated from English - Arabic pairs

— Estimate symbol mapping probabilities using Estimation
Maximization for values in a WFST

— 1 -3 English letters are mapped to 0-2 Arabic graphemes
— Incorporates position: initial, medial, final

h Note: the formulas above are for
maharg  (Graham) Arabic to English transliteration, but
ul 1 1 1 the example is English to Arabic in

. e =1 = order to illustrate the consequences
("u ‘J‘c (= /graham/) of the unigram model

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Grapheme -+ Phoneme -+ Grapheme
Example: Al-Onaizan & Knight (2002a)

For English word sequence w and English phoneme

sequence e

P, (Wla) = ZVeP(W) P(e|w) P(ale)

" P(e|w) is estimated from CMU pronouncing dictionary

" P(ale) is estimated from 1426 English — Arabic name pairs
— Positions are handled using 3 states for initial, medial, and final
— Each English phoneme maps to 0 or more Arabic graphemes

— Transliteration is a graph search to maximize P(w|a)

Graham —/gram/ = /marg/ Note: the formulas above are for
11 11 Arabic to English transliteration, but
the example is English to Arabic in
e\)'s order to contrast with the example on
the previous slide

MITRE

© 2014 The MITRE Corporation. All rights reserved.
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Grapheme+Phoneme to Grapheme
Correspondence

= Example: Oh & Choi (2002, 2006)

= Grapheme — phoneme correspondence in L1 maps to
grapheme in L2

— Context sensitive rules for English to Korean transliteration

— English grapheme r corresponding to English phoneme /r/ maps to
null in Korean following vowels

Cary Celeste
|11 IR
[kari/ /s alest |/
P UL
) ys SRR A NE

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Grapheme+Phoneme to Grapheme Hybrid

= Grapheme — grapheme and phoneme — grapheme
probabilities are combined

— Example Onaizan & Knight (2002b)
— P(wla) = AP (wla) + (1 - A) P, (w]a)

for Celeste
-

TS
- + /S/<;i

< ..
5 + Ik =

for Cary

© 2014 The MITRE Corporation. All rights reserved. MITRE



Grapheme - Phoneme - Phoneme »Grapheme
Example: Knight & Graehl (1997)

= P(w) WEFSA for English word sequences

P(elw) WFST maps to English phonemes

P(le) WEST maps to Japanese phonemes

— Estimation maximization to learn alignment probabilities

P(k|)) WEST maps to katakana
= Maximizes the sum over all e, j, and k of

P(w) - P(elw) - P(le) - P(kl))

se . [Calil — Jalil —  Aly? Ally? Allie?

© 2014 The MITRE Corporation. All rights reserved. MITRE



40

Transliteration Choice Comparison

L Advantage =6 =P=26 P26 2P=2P->6
B Directly models grapheme correspondences ‘/ x ‘/ X

B Directly models phoneme correspondences
s Addresses effect of irregular spelling

T Addresses effect of irregular spelling

s Addresses effect of pronunciation variation
T Addresses effect of pronunciation variation

s Avoids mapping of graphemes to phonemes

LXK X X %X X
x X x % <\ Q

x
v
x
v
x
x
v

DN N N N R R

T Avoids mapping of phonemes to graphemes

L = language B=both S=source T=target G=grapheme P=phoneme

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Variations

= Handcrafted mappings
— Oh and Choi (2002) context sensitive rules were handcrafted

— Wan & Verspoor (1998) fully handcrafted and rule-based mappings
for English to Chinese Pinyin

— Meng et al. (2001) handcrafted phonological normalization of
English for transformation error-based learning of mapping into
Chinese Pinyin

— Jung, Hong & Paek (2000) handcrafted mapping between English
and Korean phoneme pairs

" Context
— Oh & Choi (2006) tested window size of 1 - 5

— Jung, Hong & Paek (2000) used =1 English phonemes and -1
Korean grapheme

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Problems

= Alignment

= Allowing segments to map to zero segments
— Expensive to compute
— Huge numbers of hypotheses in WFST composition
— Knight & Graehl (1997) prohibit this and removed hundreds of
“harmful” pairs from the English-Japanese training set, which
then require dictionary look-up
" Errors can cascade
= Chinese many to many mappings
— Li, Zhang & Su (2004) joint source channel model

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Chinese Pinyin Mappings

Number of distinct | Chinese characters | Pinyin forms
mappings mapped to Pinyin mapped to Chinese
forms characters
1 5708 260
2 753 168
3 111 151
4 17 114
5 5 104
6 1 76
7 1 64
>7 0 365

Based on calculations from LDC Corpus # LDC2003E07
© 2014 The MITRE Corporation. All rights reserved. MITRE
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Web-Frequencies to Rank Candidates

= Oh & Choi (2005) and Al-Onaizan & Knight (2002b, 2009) use
normalized Web counts to rescore transliteration candidates

= Onaizan & Knight (2002b) also use contextual web counts: name
plus title or key words or local terms

= Huang (2004) uses TF-IDF to find similar documents and
compares candidate translations using a transliteration similarity
measure and a vector of context features (words and parts of
speech)

= Jiang et al. (2007) search web with source name to find target
terms similar to candidates, then search again with source name
and higher scoring candidates and use top 30 texts returned to
rank candidates using maximum entropy with features based on
the number of web pages containing the terms

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Web-Based Transliteration

= Sproat, Tao & Zhai (2006); Tao et al. (2006)

— ldentify candidate transliterations using comparable corpora, e.g. news
articles about the same event in two different languages

— Score candidates based on phonetic similarity and a frequency profile
— Combine similarity and frequency scores

" Oh & Choi (2005) search for source/transliteration pairs as
phrases or in the same document (for chemical names)

" You et al. (2012) use entity search engines in English and
Chinese to identify entity names and their co-occurrences with
other entity names in documents on the Web

— A graph structure represents relations among the names separately in
each language based on co-occurrence frequency

— A similarity measure associates English and Chinese Pinyin name pairs
for an initial match across the two languages, which is then optimized to
match the names in each language that have the most similar graph
structures

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Transliteration Evaluation Issues

= What is the “correct” transliteration?
— Frequently more than one transliteration is acceptable

— Match scores computed against training data with a single
transliteration will underestimate accuracy

— Including more than one correct transliteration complicates
computation of evaluation scores

= Scores will vary according to data type, e.g.
personal names vs. chemicals

" Human transliteration is frequently inaccurate
— Names may not be recognizable

—s Jd alqur algur Al Gore

© 2014 The MITRE Corporation. All rights reserved. MITRE



Evaluation Measures

= Edit distance
— Divide edit distance by length of transliteration
— Three English to Chinese methods achieved about .5

= Accuracy: exact match to gold standard
— Knight & Graehl (1997) 64% vs. 27% for humans
— Onaizan & Knight (2002b) 72.57% with web counts
= Recall, precision, and F score

" Error rates

— Character: Li, Zhang & Su (2004) report 10.8% CER for top choice in
English to Chinese, 19.6% for Chinese to English

— Word: Li, Zhang & Su E to C WER is 29.9%; C to E WER is 62.1%

= Compare to Google translate (You et al. 2012)
— Fis 0.74 vs. Google 0.75 for high frequency names
— Fis 0.69 vs. Google 0.56 for low frequency names

© 2014 The MITRE Corporation. All rights reserved.
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Presentation of Measures

" Training vs. test sets
— Most use cross fold validation

— Sizes vary enormously

" In dictionary vs. not in dictionary (for grapheme
to phoneme mappings)

" N-best results
— Jung, Hong & Paek (2000) .875 recall for 10 best

— LI, Zhang & Su (2004) E to C WER decreases to 5.4% and C
to E WER decreases to 24.6% for 10 best

— Mean Reciprocal Rank (MRR) Kantor & Voorhies (2000)

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Resolve Variation with Matching

translit score freq
" Obtaining one of many existing variants [ ** |0 | #15%
Gadhaffi 0.975 83
may not be adequate for downstream ,
. ] ] Gadafi 0.966 2,330
search and retrieval applications T B D
= Satisfactory results are achieved by Gaddal ] 0988 | Tr00
1 L) . . Gadaffi 0.933 2,270
fuzzy” matching instead of exact ,
. Ghadaffi 0.919 435
m atC h n g Ghadhafi 0.919 94
= Matching techniques can be customized |7 |°™ |
“p- Kadaffy 0.714 52
for specific languages o s
= Similar approaches can be used for Qaddafy | 0.714 | 40
matching across languages and scripts | 2™ | ™
Khaddafy 0.713 329
Khaddafy 0.713 285

Jaro-Winkler similarity scores
for ‘Gadhafi’
© 2014 The MITRE Corporation. All rights reserved. MITRE
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Entities In Isolation

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Entities in Isolation: Structured Data

= Spreadsheets, CSV files, Database tables
— Entity data and supporting attributes
" |ssues

— CONTEXT: Sentence- or phrase-level context absent (some types
of word-sense disambiguation more difficult or impossible).
Categorization by column or entity type can help.

— COMPLEXITY: Location and organization names are especially
complex, and often have other embedded entity types in them
(Person, Location, Organization Names)

— VARIABILITY: Even in spreadsheets, values are not always
constrained or predictable (e.g. Address could be just street level
Information or could be entire contact card including name;
extraneous information can be included)

© 2014 The MITRE Corporation. All rights reserved. MITRE



Structured Data: Sample Column Headers

PERSON
Name

First Name

Last Name

Complete Name

Maiden Name
Alias
Recipient
Addressee
Beneficiary

Manager

Contact

LOCATION
Address
Street

City

Region

Country
Nationality
County
Birthplace
Origin

Location

Headquarters

© 2014 The MITRE Corporation. All rights reserved.

ORGANIZATION

Name
Industry
Company

Organization

Enterprise
Business
Partner
Manufacturer
Employer

Institution

Recipient

RELATED
CATEGORIES

Gender
Marital Status
Age

Education

Industry
Occupation
Religion
Ethnicity
Relationship

52

MITRE



Structured Data Example

Company

Address
City

Country

Phone

URL

Contact

Position

OO0 KomnaHna 3puKCcoH
620016, Poccus,
r.EkaTepuHOypr,

OOO AnTampernoH
Toprosbin [lom

53

3A0 AMNMOCTPO® INMPUHT
117105, Poccusa, Mocksa,

656023,Poccusa,bapHay BapluaBckoe Locce, 4.

yn.AmyHaceHa 133, 2-on atax n,A/A 4512.

EkaTepnHOypr
POCCUA

+ 7 (343) 267-83-91
www.erickson.ru

alex@erickson.ru

3amecTuTenb pyKoBoauTens
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+ 7 (3852) 34-56-31,
33-02-37

NcaeBa TaTbsiHa
HukonaeBHa
Ton-meHexep no
pernoHanbHbIM
npogakam

37a
. MockBa
POCCUA

http://www.apostrof-
print.ru/

+ 7 495 781-38-38
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Entities In Isolation: Extracted Entities

= |[ssues for entity data extracted from unstructured text

— EXTENT: Match could contain extra or missed spans of text
— TYPE: Extracted entity type could be wrong
— NONENTITIES: Extracted entities could be false positives

— CONTENT: Inclusion of certain information, e.g. titles, dependent
upon extraction algorithm

— MORPHOLOGY: Inflectional morphology likely to be an issue (for
Inflected languages)

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Third Activity: Entity Categorization

" Indicate whether each name is Person, Location , Organization
or Other:

Easy Street
Benjamin Moore
Clarion Alley
T.S. Cooper
T.S. Elliot
Lively
Christian Dior
Honda
Geneva Parks
United Way
Summer Lane
Dom DeLuise
Dom Perignon
Miss Georgia
Mayor Street

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Structured MT. Keyword Categorization

= Knowing entity types may help produce better translations

= Categorization can be challenging based on presence of
keywords alone, instead, a language’s noun and/or adjective
phrase headedness may be required to disambiguate

Market Street Grille

United Way Foundation

Lee Jackson Memorial Highway

University Boulevard

Ronald Reagan Washington National Airport
Business Center Drive

Site Drive Inc.

Windshield Dr., Inc.

Duke Ellington School of the Arts

Mayor John F. Street

King Abedulla Il Industrial City
© 2014 The MITRE Corporation. All rights reserved. MITRE
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Structured MT: Abbreviations

= Expansion and or translation can be dependent upon:
— Category
= St. & Street vs. St. & Saint
= Dr. < Drive vs. Dr. < Doctor
" I < ropoa Vs. I. <» rocnogvH
— Syntactic position
= 265 St. Vincent St. Church
= M. bpaTtucnosckas, yn. bpatucnaescka a. 10
= . MkeB.ck, yn C. Kosanesckon, A. 12, k. 21

" USt Str.
= U St Paul International » German StraRe
— Domain within category: Medical » Physiology Straight
Governmental » Military Strength
Medical » Physiology Strength
Medical » Physiology Strain

http://www.abbreviations.com/STR 09/03/2014

© 2014 The MITRE Corporation. All rights reserved. MITRE



http://www.abbreviations.com/STR

58

Fourth Activity: Acronyms & Initialisms

= List possible expansions of the following acronyms in an ORG name:
EMT AMS

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Structured MT. Output Normalization

= Normalized or standardized forms for translated entities allow
— Support for database indexing
— Increased retrieval for IR or CLIR applications
— Support for entity clustering and co-reference applications

= Example

— US, USA, United States, the United States, the United States of
America, EEUU, can all be mapped to a single form

= E.g. Virtus MT engine for structured data allows users to specify
whether to output a standardized form for entities listed in the user
terminology list and to update user terminologies to specify custom
standard forms

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Structured MT: Transliteration Standard
Support in Mixed Names

= Consistent output

— Transliterated portions of names in structured data should be
transliterated according to a consistent scheme.

— Entities retrieved from terminologies should be subject to the same
scheme as algorithmically translated entities

Xakacckny rocygapcTBeHHbIM YHUBEPCUTET UMEHU ymonaﬂ d}enoposuqa}aTaHOBa

Khakas State University “named-after” Nikolai Fedorovich Katanov

e

Amman - Marj Al Hamam - Al Nabilsi Commercial Complex

© 2014 The MITRE Corporation. All rights reserved. MITRE
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MT of Extracted Entities: Inflection

= Inflected forms of entities need to be detected and translated
= Qutput required depends on language pair and intended use
" E.Q.

Russian Adj-noun phrases agree in Number, Case, and Gender. The adjective takes
on the value of Number, Case,and Gender from the head noun.

Mockobckasa odoaactb (Moscow Oblast)
Nominative: Mockoeckaa o6nacTb

Moskovskaiz (ADJ:Nom.Fem.Sg.) oblastj (NOUN: Nom.Fem.5g.)
Genitive: MockoBcKol obnacTu

Moskovskoj(ADJ:Gen.Fem.Sg.) oblasti (NOUN: Gen.Fem.Sg.)
Accusative: Mockoscryro o6nactb

Moskovskuiu (ADJ:Acc.Fem.Sg.) oblastj (NOUN: Acc.Fem.Sg.)

Mockrocrnii komonaar (Moscow factory)
Nominative: = MOCKOBCKWIA komMoHHAT

Moskovski] (ADJ:Nom.Masc.Sg.) kombinat* (NOUN: Nom.Masc.Sg.)

Genitive: MOCKOBCKOro komMéHHATA
Moskovskogo (ADJ:Gen.Masc.Sg.) kombinata (NOUN: Gen.Masc.Sg.)
Dative: MOCKOBCKOMY KOMOHHATY

Moskovskomu (ADJ:Dat.Masc.Sg.) kombinatu (NOUN: Dat.Masc.Sg.)

© 2014 The MITRE Corporation. All rights reserved. MITRE
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MT of Entities: Stopwords

= When matching against translation memories or lexical
resources, some entity types may require selective stopword
lists

SEARCH TERM: “Physicians For Euthanasia”

TM ENTRY:
EN: “Physicians Against Euthanasia”

D >SP: “Médicos contra la eutanasia”

© 2014 The MITRE Corporation. All rights reserved. MITRE
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CAT: Specialized Matching for Entities

= For term search and highlighting in text, entity-specific search
strategies may improve retrieval results by accommodating

— Mixture of translation and transliteration

= E.g. looser match criteria for transliterated elements vs. “real words”
— Entity specific stopwords
— Abbreviation-to-full form matching

Gesetze spielen-eine wichtige'Rolle*im-Bereich
Umweltschutz.

Umweltgesetze-gibt-es-in-vielen-Landern.

Fuzzy heselz [-?' g

Auch-unser-Land-hat-ein-Unweltgesetz.

matchi ng Matching | Usage I Grammar | De-fin'rtinn|
in the Und-jetzt-gibt-es-auch-einen-neuen-Gesetzentwurf,”| Matching
MemoQ der'mit*Umweltschutz'zu*tun-hat. o

Case sensitivity
CAT tool Ein-Umvreltgesetzentwiurf sorgt-oft-fiir Aufregung.

Retrieved from http://www.translationtribulations.com/2013/06/understanding-fuzzy-term-matching-in.htm! 09/03/2014
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CAT: Inflection

= For inserting known terminology translations into text, CAT tools may
— Detect inflected forms of terms
— Allow translators to insert translations with appropriate inflections

= comenzar

Infinitivo: comenzar Gerundio: comenzando Participio: comenzado

Futuro Presente Compuestos

comenzara él comienza Pret Pf
Pret Pp habia

Futr Pf habra
Cond Pf habria

haya
hubiera

Condicional Imperativo
él comenzaria {td) comienza

Imperfecto Subjuntivo Pres Subj Pt
comenzaba comience Subj Pp

Pretérito Subjuntivo Impf
él comenzo ¢l comenzara

Present
Y0 comienzo nosotros, -as comenzamos
tii comienzas vosotros, -as comenzais
él, ella, Ud. comienza ellos, -as, Uds. comienzan

Retrieved from htip://www.udel.edu/fllt/instruction/atajoch1.htm! 09/03/2014
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Entities in Context

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Strategies for Translating Entity Names In
Context

= No special handling: just get enough data

— Google’s scores on transliterations of low frequency names
illustrate the limitations of this approach (You et al. 2012)

— Microsoft researchers claim that no special handling they have
tried improves entity translation more than increasing the quantity
of training data

= Basic approaches

— Entity names identified for special handling when text is processed
by MT system vs.

— Entity name translation is integrated with the rules or statistical
models of the MT system

— Reliance on bilingual lexicons vs. learning

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Finding Entity Names in Context

= Special handling for entity names requires procedures to
recognize them in the source input

= Challenges of entity extraction are well known

" Errors cascade from inaccurate extraction results

— Appropriate handling of entity names requires accurate recognition
and classification of entity type (personal name, location,
organization, etc.)

— An experienced MT researcher has stated that extraction must
achieve 92-93% accuracy in order for special handling of entity
names to improve MT and lower accuracies can be detrimental

= After recognizing and classifying, it is still necessary to decide
whether the entity name (or parts of the name) should be
transliterated

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Special Handling Example: 2012 Raytheon
BBN Patent (Weischedel 2008)

= An entity extraction system extracts the entity names and their
types, leaving placeholders in the source text

= Entity names are processed according to their types
— Rules for dates and times
— Transliteration for person names

— A mixture model that uses bilingual dictionary resources to assign
a probability to the name translation using a tunable weight
associated with the dictionary

" The text with placeholders is translated using a phrase-based
SMT model

— The probabilities associated with the entity names are merged with
the probabilities assigned by the SMT model to the sentence

— An incremental process finds the most probable translation using
constraints to ensure that the words in entity phrases are kept
together

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Another Special Handling Example

= Okuma et al. (2007) substitute source names not in the phrase
table with high frequency source names of the same type

— Translation proceeds as usual

— Then they replace the high frequency names with translations of
the source names from a bilingual lexicon

= Achieved significant improvements in BLEU scores for test sets
with high frequencies of names

— Japanese to English translations of sentences with location and
person names improved more than 4 BLEU points for location
names and more than 3 BLEU points for person names

— English to Japanese translations improved almost 4 BLEU points
for person names but decreased slightly for locations

= Using placeholders in both examples preserves the context for
translation of the surrounding text

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Special Handling without Extraction

= Hermjakob et al. (2008) train a classifier to recognize words that
should be transliterated

— Eliminates need for named entity recognizer

— Addresses the problem of deciding, once a name is recognized,
whether it should be transliterated

— Achieved F score of 0.94 on a test set

= During training, names which have been tagged as words that
should be transliterated are transliterated

— The transliterations are added to the phrase table with a special
feature set to a value of 1

— The value is adjusted along with other feature weights in the tuning
process

= 00% of entity names in an Arabic text were correctly translated
Into English

© 2014 The MITRE Corporation. All rights reserved. MITRE
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A Simple Approach: Add Names

= Add bilingual name lexicons to the training data
— This is a variant of the “get more data” strategy
— Instead of special handling, add special data

= Pal et al. (2010) improved English to Bangla translations almost
5 BLEU points for travel texts

— Automatically aligned entity names in the training data using a
transliteration similarity score

— Added the aligned names to the training data
= Large improvements in BLEU are not typical

— Both Okuma et al. and Pal et al. used test data with many entity
names

— Pal et al. used a relatively small training set so that adding the
aligned names significantly increased the size of the training set

© 2014 The MITRE Corporation. All rights reserved. MITRE
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General OOV Approaches

= Pal et al. (2010) experimented with concatenating all of the name
parts into a single “word”

— This is a general strategy for mapping multi-word source
expressions to multi-word target expressions

— No significant BLEU score increase

= Transliteration is one of 4 procedures Habash (2008, 2009) uses
to handle expressions that are not in the phrase table (OOV)

— Possible transliterations are added to the phrase table with low
translation probabilities

— All 4 procedures are applied to all OOV expressions
— Transliteration alone increased BLEU score 0.4 points
— All 4 procedures increased BLEU score 1.4 points

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Summary of Recent Approaches

Researchers | Description Translates | Transliteration | Improvement
names in on thefly vs. [|in BLEU
context add dictionary |scores

Raytheon Translate names
=Nl separately with yes yes n/a
(2012) placeholders in context

Pal et al. Add names to training set N = +4.6
(2010) ° ° |

Habash Transliterate unrecognized
(2009) expressions, add to phrase 4 yes +1
table with low probabilities

Hermjakob Recognize names to
et al. (2008) translite_:rate, add to phrase yes yes n/a
table with a feature

Ol lkreic i Substitute name with more

(2007) frequent name (_same yes no +0 - +4.2
type) for translation, then

replace

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Evaluation of Entity
Translation
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What Makes a Good Evaluation?

= Objective — gives unbiased results
" Replicable — gives same results for same inputs

= Diagnostic — can give information about system
Improvement

= Cost-efficient —does not require extensive resources
to repeat

=" Understandable —results are meaningful in some way
to appropriate people

© 2014 The MITRE Corporation. All rights reserved. MITRE



Framework for Evaluation: EAGLES
7-Step Recipe/ISLE = FEMTI

1.

NOoOGkw N

Define purpose of evaluation —why doing the
evaluation

Elaborate a task model —what tasks are to be
performed with the data

Define top-level quality characteristics
Produce detailed system requirements
Define metrics to measure requirements
Define technique to measure metrics
Carry out and interpret evaluation

http://www.issco.unige.ch:8080/cocoon/femti/st-home.html

© 2014 The MITRE Corporation. All rights reserved.
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Evaluation in Context

Both Component-level and System-level Evaluation are necessary
— Evaluation dependent on use case

— Is the desired result:

= CLIR: The ability to retrieve the set of all (unstructured) document holdings
containing a mention of an individual

= Structured Data Retrieval / Management: The ability to retrieve the set of
transliterated or translated name records, linked to information about individuals,
organizations or locations

= Link analysis: The ability to visualize the set of relationships between (resolved)
identities / entities in potentially multilingual organizational holdings

= Triage: The ability to have humans identify whether people, organizations, or
locations of interest are mentioned in a document, and what role they play.

— Use case and evaluation are related but different for each of the above

= Each has translation or transliteration component to evaluate as well as the end-
to-end system evaluation (which may contain identity matching/resolution and
other information retrieval components).

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Evaluation for Named Entities in MT

= BLEU and other completely automated metrics don’t accord special
Importance to named entities

— Systems have improved BLEU scores by deleting NEs or NFWs from output
" |R-based use cases for both structured and unstructured information

— Based on TREC (IR) Methodology

— Results pooling with human annotation based on guidelines

— Precision, Recall, F-measure

— Other metrics possible

= Miller and Vanni recommend specific evaluation of Named Entity
Translation (PLATO — Predictive Linguistic Analysis of Machine Translation
Output)

= Link Analysis or Knowledge-Base Population may benefit from metrics for
clustering evaluation

— NIST TAC KBP Track on Entity Linking 2014
= (http://nlp.cs.rpi.edu/kbp/2014/)

— NIST TAC KBP Track on Slot Filling: 2014:
= (http://surdeanu.info/kbp2014/def.php)

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Basic Metrics: Precision and Recall

Document Index
(transliterated names):

Query: False

MAHMOUD ABDUL HAMEED positives

12/10/1945 True_: |
System returns o Positives

Precision (P) = X/Y (2/4)

Z
Recall (R) = X/z (2/3) ]
/ ‘Tfue’ Answers

MQREY APPLEBAU
MORAMMED ABDUL HAMID /
MAHMQUD ABD EL HAMEED Fa|Se
MAKMUD AB _
MAHMOUD ABE negatives

Note: Other metrics are possible; precision and recall are common, and presented in the interest of time.
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Precision and Recall Inversely Related (1)

Document Index

Recall Increased, but
Precision Fell

The ‘Low Hanging Fruit’
phenomenon — more false
hits will come in for every
true one

MITRE
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Precision and Recall Inversely Related (2)

Document Index

Precision Increased, but
Recall Fell

More selective matching

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Sample Evaluation Metric:
F-score combines Precision and Recall

precision - recall

R E" "
FE _ {1 +5 ) [:3? - pre-::isi-::lﬂ) + recall

— 3 values of Beta:
* F,—Standard, Balanced F-Score =2PR /P +R
* F,—Favors Recall
* F,— Favors Precision

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Another Possible Metric: MAP

— Mean Average Precision: Unlike F-score, rank order of results counts
e All queries contribute equally

* Unreturned matches count against you

e Scores can be anything (tie-friendly algorithm)
* Diminishing returns for low-level matches

Y AveP(q) o 3L (P(r) xrel(r)
MAP = Q number of relevant documents
P(r) [{relevant retrieved documents of rank r or less}|
rr=
r

© 2014 The MITRE Corporation. All rights reserved. MITRE
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Exercises on Contextualized Evaluation of MT
of Named Entities

= (handout of example translations)
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