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Abstract

We descnibe a scalable summangzation sys-
tem which takes advantage of robust NLP
technology such as corpus-based statisti-
cal NLP techniques, mformation extrac-
tron and readily available on-line resources
The system atiempts to compensate for the
bottlenecks of traditional frequency-based,
knowledge-based or discourse-based sum-
manzation approaches by utihzing features
derived by these robust techniques Pre-
luninary evaluation results are reported,
and the multi-dimensional summary viewer

18 described

1 Introduction

Summarization research and system development
can be broadly characterized as frequency-based,
knowledge-based or discourse-based These cate-
gories correspend to a continuum of nereasing un-
derstanding of a text and increasing complexity n
text processing

Earlhest attempts at summanzation (Luhn, 1958,
Edmundson, 1969, Rush, Salvador, and Zamora,
1971) essentially relied on lexacal and locational in-
formation within the text, 1 e, frequency of words
or key terms, their proxaimuty, and location within
the text More recent adaptations of this approach
have empioyed an automated method to combine
these types of feature sets through classification
techmques {Kupiee, Pedersen, and Chen, 1995) or
have drawn upon traditional information retrieval
indexing methods to mcorporate knowledge of a text
corpus (Brandow, Mitze, and Rau, 1995) To a large
extent, these types of shallow approaches are igno-
rant of domam knowledge and the text macrostruc-
ture They create summanes by extracting sentences
from the original document

Knowledge-based approaches generally depend on
rich domaie knowledge sources to mterpret the
conceptual structure of the text  Systems like
TOPIC (Remner and Hahn, 1988), SUSY (Fum,
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Guida, and Tasso, 1985) or SCISORS (Rau, Ja-
cobs, and Zermk, 1989) parse domam speafic texts
and create conceptual representations for the gener-
ation of text summaries These types of knowledge-
based systems apply knowledge of the domam to
characterize specific conceptual knowledge of a text
Paice (Paice and Jones, 1993) provides a good ex-
ample of the role of this conceptual information and
Raloff (Ruloff, 1995) gives a method for automatically
identifying relevant concepts highly correlated with
a category of interest Because these systems create
a rich conceptual representation, there are multiple
ways I which a text summary may be created For
example, SUMMONS (McKeown and Radev, 1995)
generates a text summary from such a template rep-
resentation, while (Maybury, 1995) describes multi-
ple methods for selecting events and presenting event
summaries Knowledge-based appreaches are usu-
ally very knowledge-intensive and domam-specific

Discourse-based approaches are grounded in theo-
ries of text cohesion and coherence and vary consid-
erably 1n how much they push the lumts of text un-
derstanding and the complexity as well as automa-
tion of that processing Spearheaded by the lack
of cohesion and coherence 1 extracts produced by
frequency-based approaches, much of the work typi-
fymg discourse-based approaches focuses on linguis-
t1c processing of the text to identify the best cohe-
sive sentence candidates (Paice, 1990, Johnson et al |
1993} or the best sentence candidates for represent-

"ing the rhetorical structure of the text (Muke et al ,
'1994) Both approaches mvolve parsing the text and:

analyzing discourse relations to select sentences for
extraction

Frequency-based approaches (Brandow, Mitze,
and Rau, 1995) may mcorporate heunstacs to handle
readabihty related 1ssues and knowledge-based ap-
proaches systematically perform dhscourse process-
g mn analyzing and condensing the text, but
a broad classification schema 1t 13 the discourse-
based approaches that tend to focus on the text
macrostructure and surface clues to that structure
At the far end of the contimuum lies work by Sparck
Jones (Jones, 1993, Jones, 1995) m describing a

66



manual method for source text representation based
on hnguistic, domain and communicative informa-
tion From the NLP technology pownt of view, dis-

course theory 13 the least understood among sub-

fields of hngmstics

Our work addresses challenges encountered i
these previous approaches by applying robust and
proven NLP techmques such as corpus-based sta-
tistical NLP, robust information extraction, and
readily-available on-line NLP resources These tech-
mques and resources allow us to create a richer 1o-
dexed source of hingwstic and domain knowledge
than other frequency approaches Our approach
attempts to approximate text discourse structure
through these multiple layers of information, ob-
taned. from automated methods n contrast to
labor-ntensive, discourse-based approaches More-
over, our planned traimng methodology will also al-
low us to exploit this productive infrastructure 1n
ways which model human performance while avend-
ing hand-crafting doman-dependent rules of the
knowledge-based approaches Our ultimate goal 15
to make our summarization system scalable and
portable by learmng summarization rules from easily
extractable text features

2 System Description

Qur summarization system DimSum consists of

the Summanzation Server and the Summarization

Client The Server extracts features (the Feature
Extractor) from a document using various robust
NLP techniques, described 1n Section 2 1, and com-
bines these features (the Feature Combiner) to base-
line multiple combinations of features, as described
1 Section 22 Our work in progress to automati-
cally tramn the Feature Combiner based upon user
and application needs 1s presented m Section 2 2 2
The Java-based Client, which will be discussed 1n
Section 4, provides a graphical user mterface (GUI)
for the end user to custormze the summarization
preferences and see multiple views of generated sum-
maries

2.1 Extracting Summarization Features

In this section, we describe how we apply robust
NLP technology to extract summarization features
 Our goal 13 to add more mtelligence to frequency-
based approaches, to acquire domain knowledge
a more automated fashion, and to approximate text
structure by recogmzing sources of discourse cohe-
sion ard coherence

2.1.1 Going Beyond a Word

Frequency-based summanization systems typically
use a single word string as a umt for counting fre-
quencies While such a method 1s very robust, 1t
1gnores the semantic content of words and their po-
tential membership in multi-word phrases For ex-
ample, 1t does not distingwish between “b1ll” 1n “Bull

Table 1 Collocations with “chips”

{potato tortilla corn chocolate bagle} chups

{computer pentium 1ntel microprocessor memmory} chips
{wood oak plastic} chips :
bargamng claps

blue clups

mr chips

Chnton” and “bill” m “reform bill” This may intro-
duce noise in frequency counting as the same strings
are treated umformly no matter how the context
may have disambiguated the sense or regardless of
membership mm multi-word phrases For DimSum,
we use term frequency based on tf*1df (Salton and
McGall, 1983, Brandow, Mitze, and Rau, 1995) to
denive signalure words as one of the summarnzation
features If single words were the sole basis of count-
mg for our summarization sppheation, nowse would
be mntroduced both i term frequency and inverse
document frequency

However, recent advances in statistical NLP and
information exiraction make 1t possible to utilize fea-
tures which go beyond the aingle word level Qur
approach 1s to extract multi-word phrases antomat-
1wcally with high accuracy and use them as the ba-
sic umt 1n the summanzation process, including fre-
quency calculation

First, just as word assocciation methods have
proven effective m lexical analysis, e g (Church and
Hanks, 1990), we are explonng whether frequently
occurring collocational information can improve
on simple word-based approaches We have pre-
processed about 800 MB of LA times/Washington
Post newspaper articles using a POS tagger (Brll,
1993) and derived two-word noun collocations using
mutual information The result included, for exam-
ple, various “chips” phrases as shown mm Table 1
The word “chips” occurred 1143 times m this cor-
pus, and the table shows that this word 18 semanti-
cally very ambiguous In word associations, 1t can
refer to food, computer components, abstract con-
cepts, etc By mcorporating these collocations, we
can disambiguate different meamngs of “chups ”

Secondly, as the recent Message Understanding
Conference (MUC-6) showed (Adv, 1995), the accu-
racy and robustness of name extraction has reached
a mature level, equaling the level of human perfor-
mance 10 accuracy (md-90%) and exceeding human
speed by many thousands of tumes We employed
SRA’s NameTag? ™ (Krupka, 1995) to tag the afore-
mentioned corpus with names of people, entities, and
places, and denived a baselme database for tft1df
calculation In the database, we not only treated
multi-word names (e g, “Bill Chnton”) as single to-
kens but also disambiguated the semantic types of
names so that, for instance, the company “Ford”
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1S treated separately from Premdent “Ford” Our
approach 13 thus different from (Kupiec, Pedersen,
and Chen, 1995) where only capitalization mforma-
tion was used to 1dentify and group various types of
Proper naines

2.1.2 Acquiring Knowledge of the Domain

In knowledge-based summarnzation approaches,
the biggest challenge 13 to acquire enough domain
knowledge to create conceptual representations for a

text Though summarization from conceptual repre- .

sentation has many advantages (as discussed 1a Sec-
tion 1), extracting such representations constrains a
system to domatn dependency and 1s oo knowledge-
mtensive for our approach '

Instead, we took an antomatic and robusi ap-
proach where we acqure some domamn knowledge
from a large corpus and mcorporate that knowledge
as summarization features in the system We 1ncor-
porated corpus knowledge 1n three ways, that is, by
using a large corpus baseline to calculate 1df values
for selecting signature words, by denving colloca-
tions statigtically from a large corpus, and by creat-
mg a word association mndex derived from a large cor-
pus (Jing and Croft, 1994) With this method, the
system can automatically adapt to each distinct do-
main, hke newspapers vs legal documents without
manually developing domain knowledge Doman
knowledge 15 embraced in signature words, which
indicate key concepts of a given document, in col-
location pkrases, which provide richer key concepts
than single-word key concepts (e g “appropnations
bill,” “ommbus bill,” “brady bill,” “reconcihation
bill,” “crime ball,” “stopgap bill,”, etc ), and in their
associated words, which are clusters of doman re-
lated terms (e g , “Bayer” and “aspirm,” “Columbia
Raver” and “gorge,” “Dead Sea” and “scrolls”)

2.1.3 Recognizing Sources of Discourse
Cohesion and Coherence

Past research (Paice, 1990) has described the neg-
ative 1mpact on abstract quality of failing to per-
form some type of discourse processing Since dis-
course knowledge (e g , effective anaphora resolution
and text segmentation) cannot currently be auto-
matically acqured easily with high accuracy and ro-
bustness, heunstic techmques are often employed 1
summarization systems to suppress sentences with
interdependent cohesive markers

. However, there are several shallower but robust
methods we can employ now to acquire some dis-
course knowledge Namely, we exploit the diseourse
features of lexical items within a text by using name
ahases, synonyms, and morphological variants

Within a document, subsequent references to full
names are often aliases Thus, hnking name altases
provides some indication as to which sentences are
nterrelated, as shown below

The Institutional Revolutionary

68

Party, or PRI, capped 1ts landmark as-
sembly to reform ilself weth a floursh of
pomp and promases Among the mea-
sures coming out of the assembly’s fiercest
public debate, n which party memlbers rose
up agamnst therr leadership Saturday night,
are new requirements for fulure PRI pres-
sdenlial candidales, gquahficatrons {hat nes-
ther Zedillo nor any of Mexsco’s premous
Sfour presidents would have met

The NameTag name extraction tool discussed 1n
the previous section performs linking of name ahases
within a document such as “Albright” to “Madeleme
Albright,” “U 8 ” to “Umited States,” and “IBM” for
“International Business Machine” We used this tool
to link full names and their aliases g0 that term fre-
quency can be more accurately reflected, 1 e , ITBM”
and “International Businéss Machime” are counted
as two occurrences of the same term

Another overt clue for discourse cohesion and co-
herence 1s synonymous words When a theme of
an article 15 developed throughout the text, synony-
mous words often appear as vanants m the text In
the exa.mple below, for instance, ptctut& and “mm- -
ages” are used mterchangeably

A new medical imaging technique may
someday be able lo detect lung cancer and
diseases of the bramn earher than conven-
ttonel methods, according to doctors at the
State Untversity of New York, Stony Brook,
and Princelon Unrversity If doctors
want 1o lake pictures of the lungs, he
noted, they have to use X-ray machines, ex-
posing thewr patsents to doses of radiation
s the process The new techntque uses
an anesthelic, zenon gas, insieed of water
to create images of the body

Although synonym sets have not proven ef-
fective 11 mformation retneval for query expan-
sion (Vorhees, 1994), we are using WordNet (Miller
et al, 1990) to hnk synonymous words m an arti-
cle In the IR task, a query term 1s expanded with
its synonyms without disambiguating the senses of
the term Thus, semantically irrelevant query terms
are added, and the system typically retneves more
wrelevant documents, decreasing the preasion Qur
summarzation approach, m contrast, attempts to
exploit WordNet synonym sets of only signature
terms 1n a smngle document Qur hypothesis 1s that
if a synonym of a signature term exsts 1n the article,
the term has been disambiguated by the context of
the article and the “correct” synonym, not a syn-
onym of the term m a different sense, 18 hkely to
co-occur 1n the same document

In addition, morphological analysis allows us to
link morphologcal vanants of the same word withm
a document Morphological variants are often used
to refer to the same concept throughout a document,



providing discourse clues In the above example,
“imaging” and “immages” are morphologically linked

Like synonyms, morphology or stemming has not
proven to be useful for ‘tmproving information re-
trieval (Salton and Lesk, 1968, Harman, 1991)

However, the recent work by (Church, 1995} showed

that effectiveness of morpholegy, or correlations
among morphological variants within a document,
varies from word to word A word hke “hostage”
has a large correlation with its variant “hostages”
while a word like “await” does not According to his
. experniments, good keywords like “hostage” and 1is
vanants are likely to be repeated more than chance
within a document and highly correlate wath vanant
forms This implies that important signature words
we use for summarization are hikely to appear m a
aingle document multiple times usmg their vanant
forms ' :

2.2 Cémbining Summarization Features

The DimSum summanzer exploits our flexible def-
mitton of a signature word and sources of domain
and discourse knowledge 1n the texts through

e the creation of multiple basehine databases cor-
responding to multiple defimtions of signature
words

¢ the applcation of the discourse features in
multiple-term frequency calculation methods

Different basehine databases can affect the inverse
document frequency (1df) values We have cre-
ated multiple basehine databases based upon mul-
tiple defimtions of the signature words  Signa-
ture words are flexaibly defined as collections of fea-
tures Presently, we denve databases consisting of
%a) terms alone, (b) terms plus multi-word names,
¢) stermmed terms plus muti-words names, and
(d) terms plus multi-word names and collocations
The discourse features, 1 e , synonyms, morphologi-
cal vanants or name aliases, for signature words, on
the other hand, can affect the term frequency (tf)
values Using these discourse features boosts the
term frequency score within a text when they are
. treated as vanants of signature words Having mul-
tiple basehne databases available makes 1t easy to
test the contribution of each feature or combination
of features

2.2.1 The Feature Combiner: Current

In order to select sentences for a summary, each
sentence 1n the document s scored usmg different
combinations of signature word features and dis-
course features Currently, every token 1 a docu-
ment s assigned a score based on its tf*idf value
The token score 18 used, 1n turn, to calculate the
score of each sentence 1o the document More speaf-
1cally, the score of a sentence 1s calculated as the av-
erage of the scores of the tokens contammed n that
. sentence with the exception that certain types of

tokens can be elminated from the sentence as dis-
cussed That 1s, the DimSum system can 1gnore any
combination of name types (1¢, person, place, en-
taty) from a given document for scoring (¢f Section 3
for more detals)

After every sentence 1s assigned a score, the top »
highest scoring sentences are chosen as a summary
of the content of the document Currently, the Dim-
Sum system chooses the number of sentences equal
to a power k (between zero and one) of the total
number of sentences Thus, the system can vary the
length of a summary according to & For instance,
if 0 515 chosen as the power, and the document con-
sists of 100 sentences, the output summary would
contain 10 sentences This scheme has an advantage
over choosing a given percentage of document size
-as 1t y1elds more 1nformation fér longer documents
while keeping summary size manageable We use
the results of this method as the baseline stmmary
performance (i e , without any trainng), and report
them 1n Section 3

2.2.2 The Feature Combiner. Future

As our goal 15 to make our summanzation system
tramnable to different user and application needs, we
are currently working on learming the best feature

" combmnation method from a trammmg corpus auto-

matically For traming and evaluating our summa-
rization system, we had a user create extract sum-
maries by selecting relevant sentences m articles In
order to compare with the results of a traynable sum-
manzer reported by (Kupiec, Pedersen, and Chen,
1995), we first use Bayes’ rules to learn the best scor-
ing method Then, we will use an inductive learning
algonithm such as the decision tree algonthm (Qun-
lan, 1993) to learn summarization rules which can
deal with feature dependencies aeross sentences

'3 Evaluation

Much research has been devoted to assessing cor-
respondence between human and machine abstracts
because of the complexity of analyzing “aboutness”
as illustrated n (Hahn, 1990) As a result, most of
the prelimnary evaluations of summarization sys-
tems have been developer-based A common ap-
proach 15 to compare correspondence hetween auto-
matic performance and human performance (Rath,
Resmck, and Savage, 1961, Edmundson, 1969, Ku-
piec, Pedersen, and Chen, 1995) or summary accept-
abihity (Brandow, Mitze, and Rau, 1995) Others
have been task-based, comparing abstract and full

- text ongmals 1n terms of the browsing and search
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time (Muke et al, 1994, Sumita, Ono, and Mi-
1ke, 1993) or recall and precisior i .document re-
trieval (Brandow, Mitze, and Rau, 1995)

Our evaluation methodology 15 two-pronged
First, we evaluate the system by scoring for cor-
respondence with human generated extracta (Sec-



tion 31) Second, mn onr future work we are col-
laborating with the Umversity of Massachusetts to
evaluate retrieval effectiveness for system-generated
and human-generated summaries (Section 3 2)

3.1 Developer-based Evaluation

The DimSum development environment software -

corporates awtomatic scoring software to calculate
system recall and precision for any user’s traimng or
test data This allows us to evaluate system perfor-
mance for any user and for variations 1n summary
preferences ‘

‘We performed an mformal experiment 1n which 6
users created summary extract versions of the same
set of 15 texts These versions varied considerably
among users, which supports our view that a sum-
marization system should be trained for user pref-
erence Then, we ran the DimSum system over
these 15 texts using multiple feature combinations
(1 e, combinations among names, synonyms, and
morphological variants), and scored aganst the six
versions of summary extracts Though correspon-
dence between the DimSum summaries and user
summaries was low (ranging between 14% and 31%

F-measures), clearly some feature sets were more ef-

fective for some users than for others For example,
the best feature combination for the best-case corre-
spondence between the user and DimSum (1 e, 31%
case) was the combmnation of name, synonym and
morphological information On the other hand, the
best combination for the worst-case correspondence
between the user and DimSum (1 e, 14% case) was
the combination of name and synonym information
Some summary extracts, however, were not affected
by different combinations of features

The second step was to obtair a “bottom-lme”
score for a single user We ran the DimSum system
over a set of 86 texts usmg multiple feature comba-
nations The features were combined by taking an
average of tf*1df, tf or 1df scores of each token m
a-sentence No traiming was performed We varied
the length of summanes (by changing & from 0 5 to
10), use of different types of names (1 e, person,
place, and entity), use of alhases, and use of syn-
onyms for different parts of speech (1¢, adjective,
adverb, noun, and verb)

Table 2 shows the top three F-measure scores (1-
3), and the score for using the sumplest baseline {4)
For the best summary (1}, place names were used
while person and entity mames were recognized but
removed for sentence scoring Synonyms were also
used The k value was set to 0 65 (about 20-25%
of a document as a summary) Use of ahases and
synonyms didn’t make much difference 1n the scores
(2-3) However, they all scored slightly higher than

- the summary which didn’t use any of these features,
1 €, a summary which didn’t use names, synonyms,
or aliases (4)

It 1s mteresting that using name taggng mn a re-
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verse way, 1 ¢ , recogmzing and then deleting person
names from sentence scoring, made a sigaificantly
positave effect on summanization The best summary
score with the person name used in sentence scor-
mg was 38 6% (5) The reason why person names
made negative contributions to the summary seems
to be because personal names were often mentioned
as passmng references (e g, names of spokespeople)
m the corpus, but they had high 1df values

Finally, m every feature combination, taking tf*1df
scores of each word outperformed the 1df-based cal-
culation, and the latter i turn outperformed the
tf-based score calculation

These results further motivate us to apply auto-
mated learmng to combine summarization features
The fact that humans vary mn summarization sug-
gests that recall/precision evaluation s not mean-
mgful unless a summanzation system is tranable
to a particular summary style Our current work
15 to 1dentify through traimng what feature com-
binations produce an optimal summary for a given
user We anticipate that the summary performance
will 1improve with training as DimSum learns au-
tomatically how or whether these different signa-
ture word defimtions are contnibuting to the sum-
mary. The current design does not incorporate
paragraph/sentence location information or genre-
specific indicator phrases We are explormg if these
features can be indirectly subsumed by the derived
features we have already 1dentified

Also, the cursory look at the summaries of Dim-
Sum shows that the system-generated summary may
be providing the same imformation as the summary
provided by the user, but the sentences were chaosen
differently This happens because the same mnforma-
tion can be conveyed by different sentences within
the same document This motivates us to conduct a
more task-oriented summarization evalnation, which
15 discussed below

3.2 Task-based Evaluation

As a more task-oniented evaluation, we are col-
laborating with the University of Massachusetts to
evaluate retrieval effectiveness for DimSum system-
generated -and human-generated extracts for topics
from TREC-5 (Text REtrnieval Conference-5) We
have selected 30 topics, five assessed as difficult, five
assessed as easy (Harman, 1996), and the remaining
15 randomly The top 50 documents judged rele-
vant by the INQUERY system in TREC-5 for each
topic have been 1dentified For each document, two
extract versions are being manually created One
extract 18 based on the topic description, while the
second s generated independent of the topie descrip-
tion In addition, the DimSum system will automat-
1cally generate two versions (query dependent and
generic) for each of the texts With the TREC-5 full
text results as a basehne, multiple iterations of the
INQUERY system will test retrieval performance on
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Table 2 Summary scores for different feature combinations

Feature Combmation thdf | 1df tf

term+-place+synonym 415 [ 32312007 (1)
term+-place+-entaty- 412 (339 212 (2)
term-+placetalias+synonym 409 | 324 | 210 | (3)
ferm 399 | 324 | 210 | (4)
term+-person+-place+entity+ahas+synonym | 386 | 321 | 225 (5)

the human and machine generated extracts to com-
pare retrieval effectiveness

4 Multi-dimensional Summary
Views

The DimSum Summarization Chent provides a sum-
mary of a document 1 multiple dimensions through
a graphical user interface (GUI) to smt different
users’ needs In contrast to a static view of a doc-
ument, the system brings the contnbuting hinguis-
tic and other resources to the desktop and the user
chooses the view he wants As shown i Figure 1,
- the GUI 15 divided 1nto the List Box on the left and
the Text Viewer on the right

When a user asks for a summary of a text, ex-
tracted summary sentences are highlighted 1n the
Text Viewer The user can dynammcally control a
percentage of sentences to lnghlhight for a summary
In addition, the Chent can automatically color-code
top keywords m different colors for different types
(1 e, person, entity, place and other) for quck and
easy browsing )

In the List Box, the user can explore two different
summary views of a text Fust, the user can choose
the “Name Mode,” and all the names of people, en-
tities, and places which were recogmized by the name
extraction tool are sorted and displayed mn the List
Box {(cf Figure 1) The user can zlso select a subset
of name types (e g, only person and enfity, but not
place) to display Ahases of a name are indented and
hsted under their full names

In the “Keyword Mode,” the top keywords, or sig-
nature words, (including names) are displayed 1n the
List Box Analogous to the name ahases, for each
keyword 1ts synonyms and merphological vartants, f
- exist, are mdented and hsted below 1t (¢f Figure 2)
The user can choose the score threshold or percent-
age to vary the number of keywords for display

In both modes, the names and signature words
mn the List Box can be sorted alphabetically, by
frequency, or by the tf*idf score Chcking on a
term an the List Box also causes the first occurrence
of the term to be lghhghted in the Text Viewer
From there, the user can use the FIRST, PREVIOUS,
NEXT, or LAST buttor at the bottom of the GUI to
track the other occurrences of the term, including its
ahases, synonyms, and merphological variants This

provides the nser with a way to track themes of the
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text interactively

5 Summary

The DimSum summarization system leverages off.
of the works of (Kupiec, Pedersen, and Chen,
1995) and (Brandow, Mitze, and Rau, 1995),
and advances summarnzation technology by apply-
g corpus-based statistical NLP techmques, robust
information extraction, and readily available on-line
resources Qur preliminary experiments with com-
biung different summarization features have been
reported, and our current effort to learn to com-
bine these features to produce the best summaries
has been described The features derived by these .
robust NLP techmques were also utilized in present-
g multiple summary views to the user m a novel
way
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