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Abstract

Over the years, the amount of information
available electromically has grown mamifold

There 13 an increasing demand for automatic
methods for text summanzaton Domain-
mdependent techniques for automatic summa-
nzation by paragraph extraction have been pro-
posed 1n (Salton et al, 1994, Salten et al,
1996b) In this study, we attempt to evalu-
ate these methods by companng the automat-
1cally generated extracts {o ones generated by
humans In view of the fact that extracts gen-
erated by two humans for the same article are
surprismgly dissymmlar, the performance of the
automatic methods 1s satisfactory Even though
this observation calls mto question the feasibil-
ity of producing perfect summarnes by extrac-
tion, given the unavailabihty of other effecuve
domain-independent summarntzation tools, we
believe that this 1s a reascnable, though mmper-
fect, alternative

1 Introduction

As the amount of textual information avatlable electron-
" 1cally grows rapidly, it becomes more difficult for a user
to cope with all the text that 1s potennally of miterest

Automatic text summarization methods are therefore be-
coming increasingly important Consider the process by
which a human accomplishes this task Usually, the fol-
lowing steps are mvolved (Brandow et al , 1995)

1 understanding the content of the document,

2 1dentifymg the most important pieces of information
contained m it,

3 wntng up this information

Given the variety of available information, 1t would be
usefill to have domain-mdependent, automatic techmiques
for doing this However, automating the first and third
steps for uncoastrained texts 1s currently beyond the state

*This study was supported m part by the National Science
Foundation under grant IRT-9300124
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of the art (Brandow et al, 1995) Thus, the process of
automatic summary generation generally reduces to the
task of extraction, te, we use heunstics based upon a
detatled statistical analysm of word occurrence to den-
ufy the text-pieces (sentences, paragraphs, etc ) that are
likely to be most important, and concatenate the selected
pieces together to form the final extract' (Luhn, 1958,
Earl, 1970)

Techntiques for sentence extracthion have been proposed
mn (Brandow et al, 1995, Luhn, 1958, Paice, 1900, Ku-
piec et al , 1995) In (Salton et al, 1994, Salton et al ,
1996b), the-paragraph 1s chosen as the umt of extraction
It was expected that since a paragraph provides more con-
text, the problems cf readability and coherence that were
seen 1n the summaries generated by sentence extraction
would be, at least partally, amehorated Vanous prop-

-erties of the extracts gencraied by different paragraph

selection algonthms were observed m previous studies
In this study, we intend to do a2 more detarled evaluation
of these different algonthms
‘The remainder of the paper 1s organized as follows

section 2 briefly introduces text relahonship maps, which
constitute the main tool used 1 our extraction schemes,
and outlines.the paragraph selection algorithms, section 3
describes the experiments we conducted 1n order to eval-
uate these algorithms, section 4 discusses the evaluation
method we adopted and the results of our expermments,
finally, section 5 concludes the study

2 Background

2.1 Text Relationship Maps

Usually, 1n information reirnieval, each text or text ex-
cerpt 1s represented by a vector of weighted terms of
the form D, = (d,,, d.,, v » @y,) where d,, rep-
resents an importance weight for term T, attached to
document D, The terms attached to documents for con-
tent representation purposes may be words or phrases
denived from the document texts by an automanc mn-
dexing procedure, and the term weights are computed
by taking into account the occurrence charactenstics of

'Henceforth, the term summary 15 used m this sense of a
representative extract
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Figure 1 Text Relationship Map for athcle Telecommu-

nications

the terms 1n the individual documents and the document
collection as a whole (Salton and McGill, 1983) As-
suming that every text or text excerpt 1s represented 1n
vector form as a set of weighted terms, 1t 15 possible
to compute parrwise surulanty coefficients, showing the
similanty between pairs of texts, based on comcidences
_in the term assignments to the respective items Typi-
cally, the vector ssmufanty maght be computed as the in-
ner product between corresponding vector elements, that
s, Svm (D, D,) = Toio, ds, dy,, and the silanty
function might be normalized to lie between 0 for disjomt
vectors and 1 for completely identical vectors (Salton,
1989) The Smart information retrieval system (Salton,
1971) 1s based on these principles and 1s used m our
experiments \

In order to decide which paragraphs of a document
are most useful for text summanzation, we first want (o
determine how the paragraphs are related to each other
‘Thus task 15 accomphlished using a text relationship map
A text relatonship map 1s a graphical represeatation of
textual structure, 1n which paragraphs (in general, preces
of text) are represented by nodes on a graph and related
paragraphs are linked by edges (Salion and Allan, 1993)
Nodes are joned by links based on a numencal sumular-
1ty computed for each pair of texts using mformation re-
tneval techniques described above Typically, a threshold
value 1s selected, and aJl pairs of paragraphs whose simi-
lanty exceeds the threshold are connected by hinks  Simce
the stmilanty between two text vectors 1s based upon the
vocabulary overlap between the corresponding texts, if
the stmlarity between two vectors 15 large enough (above
a threshold) to be regarded as nen-random, we can say
that the vocabulary matches between the corresponding
texts are meaningful, and the two texts arc “semantically
related” (Salton et al , 1997)

. Figure 1 shows a typical text relaonship map The
paragraphs of the article Telecommunicanons (from the
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Figure 2 Text Segmentanon for artucle Telecormmunica-
tions ’

Funk and Wagnalls Encyclopedia (Funk and Wagnalls,
1979)) are denoted by nodes Paragraphs which are suffi-
ciently sumilar are jomed by alink  The sunilanty thresh-
old used m this map1s 0 12 . Important conclusions about
text structure can be drawn from a text relationship map
For example, the importance of a paragraph within the
text 15 Iikely to be related to the number of links 1nci-
dent on the corresponding node The map can be used to
identify related passages covenng particular topic areas
1t also provides mformation about the homogeneity of
the text under considerabon ‘When the map 1s well con-
nected and has many cross-links between paragraphs, and
direct links between adjacent paragraphs, one expects a
unified, homogeneous treatment of the topic (Salton et
al , 1996b) :

A text relationship map maybe used to decompose a
document into segments (Saltonetal ,1996a) A segment
13 a contiguous piece of text that 15 linked mternally, but
largely disconnected from the adjacent text (Hearst and
Plaunt, 1993) Segments are our (automatc) approxima-
tion to sectioning when a text does not have well defined
Sections (as 1s the case with numerous articles on the web
these days) Consider Figure 2, forexample It shows the
relationship map for the article on Telecommunications
at a symalanty threshold of O 12 with hnks between dis-
tant paragraphs (paragraphs that are more than five apart)
deleted Paragraphs 3 to 12 are linked to each other, but
there are faw links connecting them to other nearby para-
graphs Ths suggests that these paragraphs deal with
one topic, and the topic shifts from paragraph 12 to 14
Thus, paragraphs 3 to 12 form a segment On reading
the text, we find that they, in fact, deal with the devices
and hardware used in telecommunications, and the topic
shifts from paragraph 14 to a discussion of the software
used 1n telecommunications 2 Similarly, paragraphs 28

*Paragraph 13 15 actually the heading for the Software sec-
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Figure 3 Global bushy and

depth-first paths for article
Telecommunicahons ‘

to 35 form a segment, and this segment descnibes the
public telecommunication services hke electromc-mail
Paragraphs 39 and 40 form the last segment on standards
m telecommunicatton  For the algonthm used to auto-
matically generate segments for a document, see (Salton
et al , 1996b, Salton et al , 1996a)

2.2 Text Traversal

We now come to the problem of generating summanes
by selecting paragraphs of the document for eclusion
Thas could be accomplished by automatically identfying
the important paragraphs on the map and traversing the
selected nodes in text order to construct an extract, or
path Various criteria maybe used to associate importance
with paragraphs, giving nise to different paths In this
" study, we evaluate four types of paths

Bushy path

The bushiness of a node on a map 1s defined as the
number of links connectng 1t to other nodes on the map
Since a highly bushy node (paragraph) is related to a
number of other nodes, it has an overlapping vocabu-
lary with many other paragraphs and 1s Iikely to discuss
topics covered in several paragraphs Such paragraphs
are good overview paragraphs and are desirable in a sum-
mary, and therefore are good candidates for extraction A
global bushy path 1s constructed out of the  most bushy
nodes on the map, where . 15 the targeted number of
paragraphs m the summary . These nodes are arranged 1n

chronological order, i £, the order m which they appear

in the onginal document, to form the summary

Depth-first path
The nodes on a bushy path are connected to a number
of other paragraphs, but not necessanly to each other

uon Since heading paragraphs are not full-text and are not
available 1n all domains, we do not leverage their presence 1n
" our summanzation algorithms

20% Global Bushy Path

Para 3 Telecommumcatons, breadly spealang, the process of ransmtting
nfarmation 1n an electrome form between any two devices by using any land
of transmussion ine  More specifically, howeves, telecommumcanons refers

to the process

Para 5 The devices used 1n telecommunications can be cornputars terma-
nals (devices that ransmst and recerve information), and penpheral equiptment
such as printers (see Computer, and see Office Systems) The tracsmussion
e used

Pera 14 Ammgih:dlffaemhndsofsoﬂwmmtemml-ﬂmhnun.ﬁlo-
transfer, host, and network software  Termnal-emulancn software makes 1t
possible for adevice to perform the same funcnons as atenunal  Fule-transfer
software 1s

Para 16 Three major categones of telecommumcanon appheations can be
discussed here  host-termmnal, file-transfer, and computer-network communy-
cations -

Para 22 In file-ransfer commumcahons, two devices are connacted euher
two computers, two termunals, of a computer and a termunal  One device then
transits an entre data or program file to the other device  For example, 2

person

Table 1 Text for global bushy path for article Telecom-
municanons

Therefore, while they may provide comprehensive cov-
erage of an article, they may not form a very coherent ex-
tract, and the readability of the summary sught be poor
To avoid this problem, we use the following strategy to

"build depth-first paths start at an important node — the

first node or a lughly bushy node are typical choices —
and visit the next most simular node at each step Note

" that, only the paragraphs that follow the current one 1n
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text order are candidates for the next step Since each
paragraph 1s sinular to the next one on the path, abrupt
transitions 1n subject matter should be éhumnated, and
the extract should be a coherent one However, since the
subject matter of the paragraphs on the path 1s dictated
to some extent by the contents of the first paragraph, all
aspects of the article may not be covered by a depth-first
path (Salton and Singhal, 1995, Salton et af , 1996b)

Segmented bushy path

Some articles contain segments dealing with a spe-
cralized topic  The paragraphs m such a segment would
be well connected to each other, but poorly connected
to other paragraphs A bushy path would not mclude
these paragraphs, and would thereby completely exclude
an aspect of the subject matter caovered 1n the article
A segmented bushy path attempts to remedy this prob-
lem It 1s obtained by constructing bushy paths individ-
vally for each segment and concatenating them 1n text
order At least one paragraph is selected from each seg-
ment The remamder of the extract 1s formed by picking
more bushy nodes from each segmentin proportion to 1ts
length Since all segments are represented i the extract,
this algonthm should, in principle, enhance the compre-
hensiveness of the extract (Salton et al , 1996b)



. 20% Global Depth-First Path

Para 3 Telecommunications, broadly speaking, the process of transnutting
mformation 1n-ga electrome form between any two devices by using any kand
of wansoussion kne More specifically, howcvu'. telecommumennens refers

tothe process

Para 7 Each telecommunicatons device uses bardware, which connects a
device to the transmission hne, and software, which makes it possible for a
dewice to transmut informmation

FPara 14 Among the different kinds of software are termumal-emulation, file-
wransfer, host, and network software Termunal-cmelanon software makes 1t
possible for a device to perform the same functions as a termunal  File-transfer
software 15

Para 20 Funally. most host p [ properly with
only ane land of terminal To conunumcate with such computers, terrmnal-
emulatien software 15 installed on a computer m make the hnkage succeed

Para 32 Anmforﬁ:anon—retneval mcelmﬁumeunﬂhustmr;lputerm
tenmunals, so that these termtnals are able to remeve informanion from the host
compuler An example 1s CompuServe Information Services To gain access
10 .

Table 2 Text for global depth-first path for article
Telecommunications

Augmented segmented bushy path

Typically authors introduce a new topic (for example
a “Section™} 1n the first few paragraphs that discuss the
topic 1n the text If proper sectioning information were
available for all documents, a reasonable summanzation
scheme maght be to select the first paragraph from each
Section A segmented bushy path might skip the less
bushy introductory paragraph of a segment in favor of a
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Figure 4 Segmented bushy and augmented segmented
bushy paths for aricle Telecommunicanons

more bushy paragraph which 15 somewhere in the mddle
of the segment This 18 quite detrimental to the readability
of the summary To remedy this problem, we define the
augmented segmented bushy path which always picks the
- mtroductory paragraph from a segment, and other bushy

20% Segmented Bushy Path

Para 3 ‘The devices used 1n telecommumeations can be comparters, termu-
nals (devices that transnut and recatve information), and penphesal equipment
such as pnnters (see Computer, and see Office Systems) The transmission
lmensed

Para 14 Among the different lands of software are termunal-cmulanon, file-
transfer, bast, and network software Termunal-emulaton software makes 1t
passible for a device to perfarm the same funchions 2s a termunal File-transfer
software1s

Para 16 Three mayjor categeries of telecommunication applications can be
discussad bere  host-termunal, file-transfer, and compuer-netwark commumnt-
cations

Para 32 An mformanon-retneval service leases nme on a host computer to
termunaly, so that these tecrnunals are able to remeve snfonmation from the host
computer An example 13 CompuServe Information Services To gain access
w0

Para 38 Certain telecommumcation methods have become standard 1n the
telscommunications industry as a whale, because 1f tvo devices use difierent
standards they are unable to commumeste properly Standards are developed
m

Table 3 Text for segmented bushy path for arucle
Telecommunications

paragraphs based upon the length requirements of the
summary

Figure 3 shows a 20% global bushy path and a global
depth-first path constructed for the article on telecommu-
nications The corresponding texts for these paths are
shown 1n Tables 1 and 2 Note that the bushy path does
not include any material from the last two segments {on
telecommunication services and standards) The depth
first path msses out the segment on standards On the
other hand, the segmented bushy path (see Figure 4 and
Table 3) does include a paragraph from each of the last
two segments and 1s more indicaiive of the contents of
the article than exther of the global paths But the seg-
mented bushy path picks paragraphs from the nmddle of
a segment, for example paragraph 5 1n the first segment
and paragraph 32 in the segment on telecommunications
services Presenting a paragraph from a topic without
itroducing the topic 1s once again detnmental to the
readability of the summary This could be fixed by aug-
menting the segmented bushy paths by forcing them to
select the introductory paragraph from every segment
The augmented segmented bushy path for this article (see
Table 4) 1s actually a very good indicative summary for
the article

3 Experiment

Several automatic extraction schemes, mcluding the
above, have been proposed earlier (Salton et al , 1996b,
Salton et al, 1996a) General features of the extracts
produced by lhese dafferent algorithms have been noted,
based on manually examining some of the extracts How-
ever, abjective evaluation of these algonithms has always
been problematic In (Salton and Singhal, 1995), an
altempt was made to evaluate the summanes based on
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20% Augmented Segmented Bushy Path

Para 3 Telecommunicanons, broadly speziang, the process of ransmuting

nforration 1n an electronic form between any two devices by using any kind

| of transmussion ime  More speaifically, however, teleconmumeatons refers
to the process '

Para 14 Among the different lands of software are termunal-emulation file-
transfer, host, and network software Termunal-emulation sofrware makes 1t
possible for a devioe to perform the same functions as a termunal File-transfer
software 15 . .

Para 16 Three major categones of telecommunication applicatrons can be
discussed here host-terminal, file-transfer, and computer-network commun-
calons

Para 28 Public telecommunicanon services are a relanvely recent devel-
opment in telecommurucations The four kinds of services arc network,
nformatton-remeval, electromc-masl, and bulletn-board services

Para 3% Ceriain telecommumcation methods have becorne standard 1n the
telccommunications induswy as a whole because 1f two devices use different
standards they are unable to commumicats properly Standards are developed
1n

Table 4 Text for augmented segmented bushy path for
article Telecommumcations

ranked retnieval Since relevance judgments were not
available for passages or extracts, the available relevance
Judgments for full documents were extrapolated to the
extracts However, the portion of a document that 1s rele-
vant to a query may well get left out of a passage, and so,
results obtamned from such an evaluation are unreliable
Since the goal of our summanzation schemes 1s to
autoenate a process that has traditionally been done man-
ually, a companson of automatically generated extracts
with those produced by humans would provide a rea-
sonable evaluation of these methods We assume that
a human would be able to 1dentfy the most important
paragraphs mn an article most effectvely If the set of

paragraphs selected by an automatic extractton method -

has a mgh overlap with the human-generated extract, the
automatic method should be regarded as effective Thus,
our evalnation method takes the following form a user
submuts a document to the system for summanzation, 1n
one case, the system presents a summary generated by
another person, in the other, it produces an automatically
generated extract The user compares the two summanes
— manual and automanc — to his/her own noton of
an 1deal extract To evaluate the automatic methods, we
compare the user’s ‘sansfaction’ m the two cases Such

an evalvation methodology has 1ts shortcomings, for ex- -

ample 1t dees not account for the readability aspect of a
summary, it also 1gnores the fact that user satisfaction
15 related to whether a user has seen the full-article or
not Unfortunately, grven the lack of a good testbed for
evaluating automatic summarization, 1t 1s the best we can
do

Fifty articles were selected from the Funk and Wag-
nalls Encycloped:a (Funk and Wagnalls, 1979) Foreach
article, two extracts were constructed manually One of
these extracts was used as the manual summary The

other one, which then becomes a user’s (ideal) summary,
. 15 used as the oracle to compare the performance of the
_ manual summary and an automatic summary The fol-
lowing nstructions were given to those who constructed
the manual extracts '

Please read through the articles Determine

._whuch n paragraphs are the most tmportant for
sufnmanzing this aricle n = MAX(5, 1/5th
the total number of paragraphs (round to the
next higher number for fractions)) Mark the
paragraphs which you chose

The resulting database of 100 manual summanes (two for
each of the fifty articles) was used n the final evaluation
of the automatic methods Summanes were then auto-
matically generated for the articles, using each of the four
methods described above Ineach case, the antomatic and
manual extracts had the same number of paragraphs®

In manual summanzation by paragraph extraction,
there are certain paragraphs in a text that certamly belong
1n 4 summary extract, but then there are many paragraphs
whose 1mportance 1s subjectively judged by the individ-
ual downg the extraction To reduce the effect of the ar-
bitrariness ntroduced by individual’s subjective notions,
for very short articles, we asked our subjects to extract .
at least five paragraphs, hoping that the intersection of
the two manual summanes will mndeed yield the most
mmportant paragraphs in an article The articles used 1n
our evaluation had anywhere between thiteen and forty
eight content paragraphs The current implementation of
the Smart system also considers the section headings, etc
as individual paragraphs Such paragraphs were marked
as non-content and were ignored 1n the summanzation
process

4 Results and Discussion

The following scenarno was assumed for evaluation of
the automatic summaries

o Auser walks up to the system and presents an article
for summanzation :

& In the first case, the system asks another human to do
the summanzation and presents 1t 1o the user The
user compares this summary to his/her own notion
of an deal summary

 In the second case, the system automancally gener-
ates a summary and returns 1t to the user The user
again compares this summary to his/her own notion
of an 1deal summary

» The user satisfaction 1n the above two cases 1s mea-
sured by the “degree of overlap” between the sum-
mary presented by the system and the user’s notion
of an 1deal summary

*Dafferent users could count Pparagraphs differently Thus,
for a few articles, the lengths of the two manually generated
summanes were different In such cases, the automatic proce-
dures took the average of these two lengths as the target length
for the extract
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If the user’s sansfaction 1s about the same in the above

two cases, then our automatic summanzation schemes
are summanzing as well as a human would summanze
by paragraph extraction

For ¢ach automatic summanzation algomhm four
quantities were computed

1 Opnimistic evaluanon Smce the two manual ex-
tracts for an article are different, the amount of
overlap between an automatic and a manual ex-
tract depends on which manual extract 1s selected
for companson The opumustc evaluation for an
algorithm 1s done by selecting the manual extract
with which the antomatic extract has a higher over-
lap,-and measuring this overlap This 1s the same as
using the human whose notion of an 1deal extract 13
‘closer to the automatic extract as our user

2 Pessumisnc evaluanon Analogously, a pessimistc
evaluation 1s done by selecting the manual extract
with which the automatc extract has a lower over-
lap Thas 1s the same as using the human whose
notion of an 1deal extract 1s more disstmilar to the
automatic extract as our user This, in some sense,
18 the worst case scenaro

3 Intersection For each article, an imtersection of
the two manually generated summaries1s computed
The fact that the paragraphs in this intersection were
deemed 1mportant by both the readers suggests that
they may, 1n fact, be the most important paragraphs
in the aricle  'We compute the percentage of these
paragraphs that 1s included in the automatic extract

4 Umon We also calculate the percentage of auto-
matically selected pamagraphs that 1s selected by at
least one of the two users Thus 13, 1n some sense, a
Precision measure, smce 1t provides us with a sense
of how often an automatically selected paragraph 1s
potentially important

In our expenmentation, we observed that many sub-
jects tend to select paragraph 3 m the summanes Ths
15 because this paragraph 1s the first content paragraph in
an article and tends to be a dictionary-style definitien for
the article For example, for article 15930 (Monopoly),
this paragraph reads

Monopoly, economuc situation in which there 1s
only a smgle seller or producer of a commeodity
or a service For a monaopoly to be effective,
there must be no practical substitutes for the
product or service sold, and no senous threat
of the entry of 2 competitor into the market
This enables the seller to centrol the price

Such dicttonary-style definitrons are generally liked by
readers and thus are usually included 1n a summary by
our subjects

In general, in written texts, the first content paragraph
tends to be an mntroductory paragraph and 1s a good start-
ing paragraph for summanization For the encyclopedia
articles, we use this mformation and we always mclude
paragraph 3 1n the bushy and the depth-first summaries

This paragraph might be missed by the segmented bushy -
paths but is recaptured by the angmented segmented
bushy paths In case such collection specific informa-
tion 15 not available, we use the first paragraph wath a

- reasonable number of hinks to the rest of the paragraphs

as the introductory paragraph (Salton and Singhal, 1995)
Table 5 shows the overlap for the two manual extracts,

and the different evaluatton measures averaged over all
fifty articles, for the bushy, depth-first, segmented bushy,
and augmented segmented bushy extracts In addition
to usmg these four methods, extracts were also gener-
ated for the articles by selecting the required nuinber of
paragraphs at random To ehmunate any advantage that
the bushy, depth-first, and augmented segmented bushy
extracts might have due to the presence of the introduc-
tory paragraph, paragraph 3 1s always included in the
random paths The evaluation results for these mndom
extracts are also shown 1n the table Random selection
of paragraphs serves as the weakest possible baseline If
an algonthm does not perform noticeably better than a
random extract, then 1t 18 certainly doing a poor job of
summarnization Also, Brandow, Mitze, and Rau found
n (Brandow et al , 1995} that simply selecting the first
few sentences (the lead sentences) produced the most
acceptable summaries To test their findings m our envi-
ronment, we also selected the first 20% paragraphs of an
article and used 1t as yet another automatic summary

Manual Extracts

The most unexpected result of cur experzment was the
low level of agreement between the two human subjects
The overlap between the two manual extracts 1s only
46% on an average, 1€, An extract gencrated by one
person 1s likely to cover 46% of the information that 1s
regarded as most important by another person This ratio
suggests that two humans disagree on more than half the
paragraphs that they consider to be ciical Inaddition, as
indicated above, the first paragraph of these encyclopedia
articles 1s a general introduction to the article and 1s often

" selected by both subjects — 1n 50% of the cases m which

the itersection between the two users’ extracts 15 a single
paragraph, this paragraph 1s the first one This increases
the chances of overlap between the two manual extracts
If we exclude this special paragraph from the article, the
overlap figures for two humans will be even worse

The lack of consensus between users on which para-
graphs are important can be explamed as follows Ona
first reading, users earmarked certan paragraphs as 1m-
portant Some of these paragraphs were then elimmated,
1n order to reduce the extract to the stipulated size Of-
ten, the choice between which paragraphs to keep and
whuch 10 exclude was a difficult one, and m such situa-
tions, some arbitrariness 1s bound to creep in Thas facts
casts some shadows on the utihty of automatic text sum-
manzation by text extraction It 1s possible that the user
satisfaction might be lugher in reality when the true user
does not read the portion of an article not presented to
him/her by the summanzation system and doesnot get an
oppormunity to form hs/her own ideal view of an extract
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Overlap between manual extracts: 46% |

Algonthm Ophrmustic (%) | Pessumishic (Je) | Intersection (%) | Union (%)
Global bushy 45 60 - 3074 47 33 5516
Global depth-first 4398 2776 4233 5248

" Segmented bushy 4548 26 37 3817 5295
Augmented seg_ bushy | 46 66 2759 41 83 3544
Random 3916 2207 38 47 4424
Initial (Lead) 4799 2950 5000 5597

Table 5 Evaluation measures for automatc extraction methods
Automatic Extracts summaries are a forced concatenation of paragraphs dis-

Table 5 indicates that global bushy paths and aug-
mented segmented bushy paths produce the best extracts
among the four paths considered in this study 55% of
the paragraphs selected by the process were considered
mmportant by at least one user Optimustically speaking,
a global bushy or an augmented segmented bushy path
may be expected to agree approxunately 46% with auser
This number 1s at par with the agreement between two
humans (45 81%) This result 1s reassurng in terms of

" the method’s viabihty for generating good extracts, since
the scheme performs as well as 2 human
- About 47% of the paragraphs deemed 1mportant by
both users are mncluded m the bushy extract for an article
Thas figure 1s somewhat disheartemng  We expected a
better coverage of these vital paragraphs by our extracts
A further study of these paragraphs mught reveal some
properties that users look for in a paragraph to decide
its importance It might then be possible to antomate
this selection process We also 1dentified the articles
for which the intersection of the two user summaries
1s a single paragraph For 78% of these amicles, this
paragraph was included mn the bushy path
Segmented bushy paths perform worse than expected
This 15 because the first paragraph of an article 15 very
often selected by users, and segmented bushy paths oc-
casionally omut thss paragraph Ths results in a decrease
n the overlap between automatc and manual extracts
In contrast, the other paths are guaranteed to mclude
the first paragraph, and perform betier But, 1n general,
the performance of segmented bushy paths was satis-
factory (45 48% overlap with the user in the optimistic

method) Smmlarly, the performance of the depth-first

path was also satisfactory AH paths achueved the mn:-
mum requurement of performing significantly better than
a random exfract

But more mterestingly, we observe that extracts pro-
duced by selecting the first few paragraphs of the arucles
also performed comparably to the best paragraph extrac-
ton scheme Admttedly, our evaluation methodology
lacks the evaluation of the readability aspect of a sum-
mary which was one of the main motivations of moving
from a sentence-based extraction strategy to paragraph-
based extraction Wath very lagh chances, the lead sum-
mary will outperform all other automatic summanes in
terms of readabihty We believe this because automatic

tributed all across a document, whereas a lcad summary
15 a nicely coherent sequence of paragraphs, as written
by the author Overall, the lead summanes are compa-
rable to the best summanzation strategy and could be
more readable than all other summanes This truth 1s
rather discouraging for the feasibility of automatic sum-
manzation by text extraction but agrees with the obser-
vations 1 (Brandow et al , 1995) News reporis, nsed
m (Brandow et al , 1995), frequently contain a leading
paragraph that summanzes the story contaned i the rest
of the report Likewtse, 1n the encyclopedia articles used -
m thus study, the first paragraphs usuaily define the topic,
and provide a general outline about it
To sumup

o The good news 1s that interpreted in light of the fact
that the overlap between the two manual extracts 1s,
on an average, 46%. and given the enormous reduc-
tion 1n the amount of resources required?, our results
indicate that automatc methods for extraction com-
pare very favorably with manual extraction

e But the bad news 1s that a summary formed by
extracting the 1mual paragraphs of an article 15 as
good as the best automantc summary and might just
be more readable from a user’s perspective This
brings into question the overall unlnty of atomatic
text summanzation by text (sentence or paragraph)
extraction ’

It 15 possible that the nature of the articles used m

- this study (encyclopedia articles) and m (Brandow et al ,

1995) (news articles) have a structure that yields very
good summaries, simply by extracting the imtial part of
anarticle It will be interesting to see 1f observations from
this study and from (Brandow et al , 1995) carry over to
other, more non-encyclopedia hike and non-news like do-
mams (for example legal documents or US Patents)

In our studies with text summanzation (by text extrac-
uon), we have always felt a very strong need for a good
evaluation test-bed Lack of good objective evaluation
techmques for text summanzaton has always been the
biggest problem 1n all our work, and has consistently

“The system took about 15 minutes to generate 3 sammaries

foreach of 5Qarticles A human would require about 10 minutes
to produce a summary for a typical article from this set
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'dlsc;ouragcd more expenmentation and exploration of -
teresting research possibiities (hike the one mentioned
above regarding articles from other domains)

5 Conclusion

In thus study, we have tried to evaluate automatic sum-
manzation methods proposed earlier If a good testbed
for evaluating summanes were available, the evaluation
methodolegy adopted in this study could be improved,

but we believe 1t 1s the best we can currently do Under-

our evaluation scheme, the four extractton algonthms
exaruned perform comparably, but they produced srgnaf-
icantly better extracts than a random selection of para-
graphs The absolute performance figures are not hugh,
but gtven the low overlap between two human-generated
extracts, they are eminently satusfactory However, this
wide vanation between users brings us to the question of
whether summanzation by automatic extraction 1s feasi-
ble If humans are unable to agree on which paragraphs
best represent an article, 1t 18 unreasonable to expect an
automatc procedure to 1dentify the best exiract, what-
ever that rmght be We also find that presenting the user
with the mtial part of an article 15 as good as employing
any “imntelligent” text extraction scheme In summary,
automatic summanzation by extraction 1s admittedly an
mmperfect method However, at the moment, 1t does ap-
pear to be the only domain-independent technique which
performs reasonably
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