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Abstract
T h e  fram ew ork  o f  fin ite state  in tersection  gram m ars is d irected  tow ards 

p ractica l representation  and parsing  o f  running tex t. A  p rob lem  in pars­

ing  has been  th at in tersection  w ith  successive rule a u tom a ta  can p rod u ce  

p roh ib it ive ly  large in term ediate  sentence a u tom a ta . See (K osk en n iem i, 

T ap an ain en  and V ou tila in en  1992) and (K osk en n iem i 1990) and (V ou ti- 

la inen  and  T ap an ain en  1993).

T h is  paper sketches a d a ta  structu re and parsing  m eth od  th at m ay 

help  to  co m p u te  the in tersection  o f  a sentence au tom a ton  w ith  all rule 

a u to m a ta  w hile keeping the size o f  in term ediate  sentence a u tom a ta  under 

con tro l.

1 Representation of sentence readings
Sentence readings are fin ite sequences o f  w ord form s, m orp h osy n ta ctic  labels and 

b ou n d a ry  labels (V ou tila in en  1994, V ou tila in en  and  T ap an ain en  1993). T h e  struc­

ture o f  a sentence reading is such th at each w ord fo rm  reading contains the w ord 

fo rm , a base form , a  few  m orp h o log ica l labels and on e or tw o sy n tactic  labels, and 

w ord  fo rm  readings are separated  by  bou n d ary  labels . For ex am p le , the correct 

read in g  o f  the sentence ‘ A n d  tim e began  seriously  to  p a ss .’ in  figure 1 identifies 

‘ t im e ’ as a su b je ct  CSUBJ, and ‘ b e g a n ’ as a  m a in  verb in a m a in  clause 8NV MAIHC8 , 

an d  so  on . O th er readings m igh t m isiden tify  ‘ t im e ’ as a  verb or ‘ t o ’ as a p rep osition , 

or correctly  id en tify  ‘ t im e ’ as a noun  bu t m isiden tify  it syn tactica lly  as an o b je c t  

or an ap p os it ion . A n  in correct ch oice  for  a  w ord  bou n d a ry  label w ou ld  in d ica te  the 

presence o f  m ore  than  on e fin ite verb form .

T h ere  are five a lternative  w ord  bou n d ary  labels; QQ beg in s and ends a sentence, 

em b ed d ed  fin ite clauses are en closed  betw een  ®< and #>, a b ou n d ary  w here a finite 

clause ends and  a new  on e starts is labeled  w ith  ® /, and  ® is used for  others.

A  fin ite  set o f  readings is represented as an a cy clic  fin ite state au tom aton  

ca lled  a sentence a u tom a ton . W ord  form s in the sentence have all lex ica lly  possib le  

m o rp h o sy n ta ctic  readings as alternatives, and each w ord  b ou n d ary  is m a d e  fou r 

or som etim es five ways am bigu ou s. T h e  in itia l n um ber o f  readings in a  sentence 

a u tom a ton  is the p rod u ct o f  the lex ica l and w ord bou n d ary  am bigu ities in the 

sentence.
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F igure 1 A  sentence reading

T h e  gram m ar is represented as a n u m ber o f  fin ite  state  a u to m a ta  ca lled  rule 

au tom ata . Each rule au tom a ton  is con stru cted  to  a ccep t all readings th at are to  be  

gra m m a tica l and to  reject som e readings th at are to  b e  u n g ra m m a tica l. In oth er 

w ords, the gra m m a r is taken to  b e  the in tersection  o f  in d iv id u a l rules.

Sentence a u to m a ta  w ill b e  draw n w ith  the the start sta te  on  the le ft, the 

d irection  o f  edges from  left to  right, an d  the final state  as a d ou b le  circle  on  the 

right.

2 The problem
T h e  task is to  com p u te  the in tersection  5 n i i o n -  • n i 2 „ _ i  o f  a sentence a u to m a to n  S' 

w ith all rule a u tom a ta  iio i • • •, f i n - i -  T h e  m ain  p ractica l p ro b le m  is th at som etim es 

in tersection  w ith  successive rule a u to m a ta  p rod u ces  p roh ib itive ly  b ig  in term ediate  

sentence au tom ata . A n y  m eth od  th at com p u tes  the sam e final result can b e  used 

instead o f  the stra ightforw ard  in tersection ; this paper p rop oses on e  such m e th o d .

T h e  num ber o f  readings represented by  the sentence a u to m a to n  decreases 

m on oton ica lly  during the parsing process. T h e  num ber o f  states in the sentence 

a u tom a ton  tends to  increcise at first; the in itial au tom a ton  can b e  very co m p a ct  

precisely becau se it contains all a lternatives, and  a sm aller set m ay  b e  represented 

by a  b igger a u tom a ton .

T h e  rem oval o f  the dashed edges in figure 2 leaves tw o m in im al a u to m a ta  o f  

w hich the b igger represents the sm aller set o f  readings. T h is  show s h ow  rem ova l o f  

readings can require a d d ition  o f  states and edges.

T h e  tw o a u tom a ta  in figure 2 represent a set o f  fou r readings. T h e  upper 

au tom aton  is m in im al and the low er au tom a ton  is (a lm o st ) m a x im a l. C on sider 

now  a rule that rejects the sequence ( x , a , y , a , z )  and accep ts the oth er three. N o 

edge can be rem oved  fro m  the m in im al a u tom a ton  since every edge be lon g s to  on e 

o f  ( x , a , y , b , z )  and { x , b , y , a ,  z )  and ( x , b , y , b , z ) .  In the m a x im a l a u to m a to n , the 

dashed edges and the state betw een  th em  b e lon g  on ly  to  the re jected  sequen ce and 

can be rem oved .

T h e  final sentence au tom a ton  5  PI i io  0  ■ • • PI i in _ i  represents the set o f  correct 

readings for the sentence. I f  the g ra m m a r is accurate , this a u tom a ton  is again  qu ite 

sm all because it represents a  very sm all set o f  readings.
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F igure 2 A  m in im al au tom a ton  and a m a xim al a u tom a ton

3 New representation of sentence automata
T h is  section  in trod u ces a  new  representation  for  sentence a u tom a ta . T h e  new  d ata  

stru ctu re is designed to  fa cilita te  sep aration  o f  tw o op era tion s  that intersection  

w ou ld  com b in e , nam ely  rem oval o f  readings and expan sion  o f  the sentence a u tom a ­

ton . T h is  sep aration  sh ou ld  help keep the size o f  in term ediate  a u tom a ta  under 

con tro l.

E dges and  states can  b e  rem oved  i f  th ey  are n ot parts o f  any reading that 

sh ou ld  rem ain . In a  tree-shaped  a u tom a ton , all rem ov ab le  readings can  be rem oved  

by  rem ov in g  such  edges and states. S ince it is s trictly  im p ra ctica l to  m ake the w hole 

sentence a u to m a to n  tree-sh ap ed , the au tom a ton  is m a d e  tree-shap ed  on ly  locally . 

In itia lly , the lo ca l trees span  readings o f  w ord  fo rm s, b u t they  can  b e  expan ded  to  

span  lon ger intervals.

T h ere  m ust be states w ith  m ore  than on e  im m ed ia te  predecessor. T hese are 

im m ed ia te  successors o f  the leaves o f  lo ca l trees. S ince the trees in itia lly  span w ord 

form s, the w ord  bou n d aries corresp on d  to  co llection s  o f  the states th at m ay have 

several im m ed ia te  predecessors. T h ese  co llection s  w ill be  ca lled  slices.

E ach  slice o f  a sentence a u tom a ton  con ta in s ex a ctly  on e state  o f  every path  

betw een  the start state  and  the final state . T h e  first slice con ta in s the state that 

im m ed ia te ly  fo llow s the start state, and the last slice con ta in s the final state. Ini­

tia lly  slices con ta in  on ly  on e state.

T h e  tw o a u to m a ta  in figure 3 represent a  set o f  a  few  readings o f  the sentence 

‘T im e  p a ssed ’ . P u n ctu a tion  and som e labels, n o ta b ly  MAINC8, are o m itte d  to  save 

sp ace. T h e  u pper au tom a ton  is lo ca lly  tree-shap ed ; the low er au tom a ton  is an 

ord in ary  m in im a l a u tom a ton .

T h e  rectangles in the u pper a u tom a ton  represent the three slices corresp on d in g  

to  the three w ord  bou n d aries in  the sentence.

Each state  in a  slice  is a ro o t  o f  a lo ca l tree. T h e  leaves o f  the tree are im m ed ia te  

predecessors o f  som e  ro o ts  in  the n ext slice. N ote  th at a  state th at is p roperly  

betw een  slices has on ly  on e im m ed ia te  predecessor, so th at the trees d o  n ot share 

structure.

T h e  d a ta  stru ctu re representing a sentence a u tom a ton  shou ld  g ive  easy access 

to  the in form a tion  needed in the a lgorith m s to  be  described , in a d d ition  to  the 

u n derly in g  a u tom a ton  structure. F irst, the con ta in in g  slice, i f  any, sh ou ld  be avail­

ab le  g iven  a state . S econ d , the prev iou s state  or states shou ld  be availab le  g iven  a
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F igure 3 L oca lly  tree-sh ap ed  vs. m in im al

state. T h ird , the states in slices and im m ed ia te  predecessors o f  states in slices will 

be  assigned sets o f  rule states th at sh ou ld  be  available g iven  such a state . It sh ou ld  

be easy to  iterate over all edges that leave a  state.

4 Operations on the new data structure
T h e  new  d a ta  structure is designed so  th at rem oval and ad d ition  o f  states and  edges 

are separate op era tion s . T h is  is in contrast to  in tersection  that n ot on ly  rem oves 

readings but a lso expan ds the sentence au tom a ton  in a  way th at is d ifficu lt to  

con trol.

In contrast to  sentence a u tom a ta , next to  n oth in g  is assum ed a b o u t the rep­

resentation  o f  rule au tom ata . A ll th at is required is th at it is p ossib le  to  co m p u te  

the state  w here a  given  state takes a g iven  sy m b o l, and  to  d ecid e  w hether there is 

any way to  reach a final state fro m  a given  state.

A  state is ca lled  a  sink if  there is n o way to  reach a final state  fro m  it. A  rule 

can  fa il by  g o in g  in to  a sink lon g  b efore  reach ing the end o f  an in p u t sequence.

4.1 Initialization and propagation
In the new representation , sentence a u tom a ta  con ta in  tw o specia l k inds o f  states, 

nam ely  the roots  o f  the loca l trees and the leaves o f  the lo ca l trees. T h e  ro o ts  are 

in slices, and each  lea f is an im m ed ia te  predecessor o f  a ro o t . (T h e  start sta te  is 

also th ou gh t o f  as a lea f.) R ead in gs are rem oved  in tw o steps ca lled  p rop a g a tion  

and rem oval.

T h e  p rop ag ation  step assigns sets o f  states o f  a rule a u to m a to n  to  the roo ts  

and leaves o f  the loca l trees. In itially , a  set con ta in in g  the start sta te  o f  the rule 

a u tom a ton  is assigned to  the start state  o f  the sentence a u tom a ton . T h ere  is on ly  

on e path  from  the start state o f  the sentence a u tom a ton  to  the first r o o t , the one 

labeled  88 ; the set con ta in in g  the state  to  w hich  the start state  o f  the rule au tom a ton  

takes the label 88 is assigned to  the first root.

O n ce  in itia lized , the p rop a g a tion  step  continues by assignm ent o f  sets o f  rule 

states to  the roo ts  and leaves o f  each loca l tree in  turn. For ex am p le , a  certa in  rule
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a u to m a to n  goes to  a sink state w hen it en counters the label ®MV after it has already 

en cou ntered  fiMV bu t n ot yet encou ntered  a clause bou n dary . Let state  1 be  the start 

state , sta te  2 b e  the state after the first ®MV and state  5 be  the sink state. In the 

u pp er a u tom a ton  in figure 4, the ro o t  has been  reached th rough  paths th at contain  

on e  ®MV and p ath s that d o  n ot contain  ®MV. T h erefore , the ro o t  is assigned the set 

o f  tw o rule states { 1 , 2 } .  W h en  th is set is p rop ag ated  further, the rule au tom aton  

stays in these tw o states until it en cou nters the ®MV label; then the state  set w ould  

be { 2 , 5 }  bu t the sink state  5 is s im p ly  ignored .

In the low er a u tom a ton  in figure 4, the ro o t  has been  reached on ly  through  

p ath s that con ta in  on e ®MV. T h e  state  set after the secon d  ®MV contains on ly  the 

sink state  and becom es effectively  em pty.

F igure 4 P rop a g a tion  o f  a  rule state  set

T h e  first r o o t  has been  assigned in the in itia lization  step . T h ere  is a unique 

p a th  from  the ro o t  o f  a loca l tree to  a lea f o f  that tree. T h is  path  and the rule 

states in the ro o t  determ ine the set o f  rule states th at are assigned to  the leaf. R u le 

states in the lea f are those to  w hich  som e rule state in the ro o t  takes the path  from  

the ro o t  to  the leaf, ex clu d in g  sinks. W h en  all the rule states w ou ld  be  sinks, this 

set is em pty.

U nlike leaves, the roo ts  in a slice can  have several predecessors. A  roo t is 

assigned the set o f  rule states that are reachable  fro m  som e rule state in som e o f  its 

predecessors by  som e  p ath  fro m  the lea f to  the root.

4.2 Removing paths that block propagation
T h e  sets o f  rule states in  the leaves help to  rem ove states and edges. First, i f  a lea f 

is assigned the em p ty  set o f  rule states, there is n o  way for the rule to  reach this 

leaf. T h e  lea f can  be rem oved , and edges and states preceding  it can be rem oved  

back to  the first state  w ith  m ore  than on e im m ed ia te  successor. A ll bou n d ary  

edges forw ard  can be rem oved , and i f  the fo llow in g  ro o t  had n o oth er im m ed ia te
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predecessor, rem oval can continu e forw ard . T h is  m eans that the edges la be led  V 

VFIH (OMV QO in the low er au tom a ton  in figure 4 can be  rem oved .

Secon d , if  all the rule states in som e le a f take som e  b ou n d a ry  edge to  a sink, 

the edge can be rem oved . I f  all the edges fro m  the lea f to  a ro o t  are rem ov ab le  this 

way, rem oval can con tinu e backw ard  and forw ard .

T h ird , a n on-fin al state  in  the last slice  can  b e  treated  as i f  it w ere a sink. 

T h ere  is n o  w ay to  reach another final state  fro m  the last sta te  in the sentence 

au tom aton .

O n ly  such readings are rem oved  as w ou ld  be rem oved  by  in tersection . H ow ever, 

n ot all such readings can b e  rem oved  this way. T o  allow  rem oval o f  fu rther readings, 

the sentence a u tom a ton  m ay need to  be expan ded .

4.3 Expanding the sentence automaton locally

In the new m eth od , the sentence a u tom a ton  can n ot grow  w hile readings are re­

m oved . A  separate op era tion  o f  lo ca l exp an sion  is p rov id ed  to  op en  up rem oval 

opp ortu n ities .

O bserve th at the in itial sentence au tom a ton  is tree-shaped  betw een  any pair 

o f  successive slices. T h e  exp an sion  m akes it tree-shaped  (rather forest-sh a p ed ) 

betw een som e given  pair o f  slices. Each state  th at is p rop erly  betw een  the tw o 

slices w ill have ex actly  on e im m ed ia te  predecessor.

T h e  exam ple  sentence ‘T im e  passed ’ is so sh ort th at there is on ly  on e  way to  

choose a pair o f  slices for  expan sion . T h e  in itia l a u tom a ton  is sh ow n  in figure 3; 

the expan ded  au tom a ton  is show n in  figure 5. For lon ger sentences, such  m a x im a l 

expan sion  is n ot feasible.

T h e  first w ord fo rm  ‘ t im e ’ is three w ays am big u ou s and the w ord  bou n d a ry  

after it is fou r w ays am bigu ous; togeth er ‘ t im e ’ and  the b ou n d a ry  are tw elve ways 

am biguous. E xpan sion  m akes tw elve cop ies o f  the state in the slice betw een  the 

readings o f  ‘ t im e ’ and ‘ passed ’ , and the tree o f  ‘ passed ’ is turned in to  a forest o f  

tw elve identica l trees.

M uch  o f  the new structure is easy to  rem ove. P articu larly  in teresting are the 

three trees o f  ‘ passed ’ th at fo llow  the bou n d ary  sy m b o l f l / .  T h is  b ou n d a ry  sy m b o l 

separates fin ite clauses: there sh ou ld  b e  the label VFIN b o th  b e fore  and after it. 

T h is  constrain t is n ot en ough  to  rem ove an yth in g  in the a u tom a ton  o f  figure 3 since 

VFIH occu rs in on e o f  the readings o f  ‘ t im e ’ , bu t in the a u tom a ton  o f  figure 5, tw o 

o f  the three trees can  be rem oved . For exam p le , after QQ < tim e>  t im e  N NOM SG 

OSUBJ 0 /  the rule sh ou ld  be in a sink state.

A n oth er im p oss ib ility  is to  have 0< and (0(D or  0< and (0< as successive b o u n d ­

aries. T h e  form er constra in t w ou ld  allow  rem oval o f  m uch  o f  the stru ctu re  in the 

expan ded  a u tom a ton : the label OA w ou ld  take a rule to  a  sink.

P arts o f  the low er fou r trees o f  ‘ p a ssed ’ are rem ovable  by  the con stra in t that 

the bou n d ary  sy m b o l betw een  tw o fin ite verb fo rm s VFIH can  n o t b e  8 , so  th a t the 

secon d  VFIH w ou ld  take a rule to  a sink.
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F igure 5 A n  expan ded  sentence a u tom a ton

5 Computation strategies

T h e  h igh level strategy  to  use is an open  qu estion . T h e  op era tion s  o f  p rop ag ation , 

rem oval and exp an sion  can be used in different orders. In this m eth od , rules need 

to  be used m ore  than on ce , and the order o f  expan sion s and rem ovals m ay  affect 

effic iency  sign ificantly .

T h e  sim p le  m in d ed  bu t p roh ib itive ly  expensive strategy  w ou ld  be to  first m a x ­

im ize  the sentence au tom a ton  and then ju s t  use every rule in  turn.

A n oth er  stra tegy  w ou ld  be  to  exercise all rule a u to m a ta  on  a  short interval 

in the beg in n in g  o f  the sentece a u tom a ton  first, and  then lengthen  the interval. A  

th ird  stra tegy  w ou ld  be to  exp an d  sh ort intervals and  then prop ag ate  and rem ove.

M ore  in telligent strategies m igh t take in to  a ccou n t specia l p roperties o f  each 

sentence a u to m a to n , or sp ecia l p rop erties o f  som e rules. O r such intervals m igh t be  

exp an d ed  th at contain  relatively  few  readings.

K im m o  K oskenniem i (person a l c o m m u n ica tio n ) suggested first p rop ag atin g  a 

rule in to  the sentence au tom a ton  and then stu d y in g  the sets o f  rule states to  see 

w hether th is rule can allow  rem ovals after exp an sion . In the pos itiv e  case, expand 

an d then p rop a g a te  again.
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6 Some details
T h is  section  g ives a  m ore  deta iled  descrip tion  o f  the op era tion s  on  the lo ca lly  tree­

sh aped  a u tom a ta  than was g iven  before . A ll a u to m a ta  here are d eterm in istic  fin ite 

state  au tom ata .

A n  a u tom a ton  is a fin ite set o f  un iqu ely  labeled  states, p a rtition ed  in to  final 

and non-final states, w ith  on e state designated  as the start state.

A ll states w ill be  seen as to ta l fu n ction s  tak in g  sequences to  states, as fo llow s . 

W h en  s and t are states and a  p a th  from  s to  t is labeled  by  a  sequence o f  a lp h a b et 

sy m b o ls  w , the n ota tion  s w  designates the state  t .  T h e  set o f  all prefixes o f  such 

sequences w  that s takes to  a final sta te  is ca lled  the d om a in  o f  s .  A  state  w ith  

em p ty  d om ain  is called  a sink; i f  w  is n ot in the d om a in  o f  s , then  s w  is a  sink.

E ach state s satisfies the equ ation s s  Q — s  and  s (a , 6, . . . )  =  (s  (a ) )  ( 6, . . . )  

for all a, 6, . . .  in the a lp h abet. In a m in im al a u tom a ton , a sink s  is a  n on -fin a l state  

that satisfies s w  =  s  fo r  all sequences w .

I f s  {a )  =  t fo r  som e sy m b o l a , then s  is sa id  to  b e  an im m ed ia te  predecessor 

o f  t ,  and t is sa id  to  be  an im m ed ia te  successor o f  s.

In the process to  be  specified , a  sentence a u tom a ton  S  is represented as a se­

quence o f  slices ( 5 o , . . . ,  <S„_i). It m ust b e  rep laced  by  successive sen tence a u to m a ta  

so that the final result represents the in tersection  o f  the orig in a l sen tence a u to m a to n  

w ith  a num ber o f  rule a u tom a ta  R q , . . . ,  R t ^ i .

6.1 Propagation

R ule states can be  p rop ag ated  fro m  S i to  . A n  in term ed iate  step  is to  p rop ag ate  

them  to  the leaves o f  each loca l tree w ith  ro o t  in S i . W h en  a p a th  fro m  a  ro o t  to  a 

lea f is labeled  w  and the set o f  rule states assigned to  the ro o t  is R ,  the set o f  rule 

states in  the lea f w ill be  { r t u | r G i i }  exclu d in g  sinks.

A fter  p rop ag ation  to  the leaves, an im m ed ia te  predecessor p  o f  a  sta te  t in 

contains the correct set R '  o f  rule states. I f  D  is the d om a in  o f  p , the set o f  

rule states in t w ill be  a superset o f  {  r  (d ) | r  G R ' and {d )  E D  }  ex clu d in g  sinks. 

O ther im m ed ia te  predecessors o f  t p rod u ce  oth er states.

R u le  states can be p rop ag ated  fro m  the start sta te  to  each  slice  in  turn. I f  

the start state o f  a  rule is r o , the state in  the first slice w ill con ta in  ju s t  the state 

To {®#).

6.2 Removal

W h en  rule states have been  p rop ag ated  fro m  So  to  S i , it m a y  b e  p ossib le  to  rem ove 

edges and states that precede states in <S,-.

I f  p  is an im m ed ia te  predecessor o f  som e state  s  in Si and the set o f  rule states 

in p is em pty, then the rule takes to  a  sink all sequences th at label p a th s fro m  the 

start state  to  p. T h e  state  p can be rem oved  togeth er w ith  preced ing  edges and 

states back to  the first state  th at has m ore  than on e edge in its d om ain .
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I f  the set o f  rule states in p  is n ot em p ty  b u t there are several edges from  p 

to  s ,  all the rule states can take som e  o f  the edges to  a sink. Such edges can be 

rem oved .

6.3 Expansion
W h en  the sentence a u tom a ton  is expan ded  betw een  S i  and 5 i+ 2i and  som e state s  in 

<Sj+i has k  im m ed ia te  predecessors, the state s and its loca l tree are replaced w ith  k  

cop ies, each  w ith  its ow n  im m ed ia te  predecessor ou t o f  the im m ed ia te  predecessors 

o f  the orig ina l s.

7 Summary
In tersection  o f  fin ite state  a u tom a ta  reduces readings but m ay  ad d  structure in the 

a u tom a ta . S ep aration  o f  the tw o effects m ay  help to  keep the size o f  a sentence 

a u to m a to n  under con tro l. K eep in g  the sentence au tom a ton  lo ca lly  tree-shaped 

m akes th is sep aration  possib le.

Future w ork w ill in volve im p lem en ta tion  o f  the parser and em p irica l stud y  o f  

various prasing  strategies.
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