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Abstract

The paper describes the Swedish language components used in the Spo-
ken Language Translator (SLT) system. SLT is a multi-component sys-
tem for translation of spoken English into spoken Swedish. The language
processing parts of the systemn are the English Core Language Engine
(CLE) and its Swedish counterpart, the S-CLE. The S-CLE is a general
purpose natural language processing systems for Swedish which in the
SLT project was tuned towards the register of the air travel informa-
tion (ATIS) domain. The peculiarities and the coverage of the resulting
Swedish grammar are the main topics of the paper, even though the
overall SLT system also is briefly described.

1 Introduction

The Swedish Core Language Engine (or S-CLE for short) (Gamback and Rayner,
1992) is a general purpose natural language processing system for Swedish developed
by the Swedish Institute of Computer Science from its English counterpart, the SRI
Core Language Engine (CLE) (Alshawi, 1992). The key idea behind the system is
indicated by the word “core”: the S-CLE was intended to be used as a building
block in a broad range of applications and has already been tested as part of a
database query systern (Gamback and Ljung, 1993) and as a text-to-speech front-
end (Gamback and Eineborg, 1995). The two copies of the CLE have also been
used together to form a machine translation system for a car-hire domain (Alshawi
et al., 1991).

In the Spoken Language Translator, described in the next section, the English
CLE performed as a back-end to a speech recognition system, the S-CLE as a front-
end to a speech synthesis system, and the two CLEs together formed a (text) trans-
lation system in the air travel information domain. In the course of the project, the
previous Swedish system was completely redesigned and the general-purpose gram-
mar expanded, but also tuned to cover the peculiarities of the register (sublanguage)
of a particular domain.
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The present paper starts out by describing the overall SLT system architecture in
Section 2 and briefly introduces the different components of the system. Section 3 is
the main focus of the paper, describing the different modules of the present Swedish
language processing component in detail by giving examples of the rules used for
the treatment of some specific phenomena.

Section 4 details the coverage issues and how the Swedish coverage was improved
during the first year of the project. The final section of the paper looks into the
future, describes the ongoing work on making the system completely bidirectional,
and sums up the previous discussion.

2 The SLT system

The Spoken Language Translator (SLT) is a system prototype which can translate
queries from spoken English to spoken Swedish in the domain of air travel plan-
ning (ATIS). The system was developed as a joint effort by the Swedish Institute
of Computer Science, SRI International (Menlo Park, US and Cambridge, UK),
and Telia Research AB (Haninge, Sweden). Most of the first-year prototype was
constructed from previously existing pieces of software, which were adapted for use
in the speech translation task with as few changes as possible. The overall archi-
tecture of the current version of SLT system is described shortly in this section, for
a complete description see (Rayner et al., 1993) or (Agnas et al., 1994).

English speech Swedish speech

S];(;e[(]:h re;oglfiéign Speech synthesis
SRIUS (Dl CIPHER) Telia (Prophon)
Speech hypotheses Swedish sentence(s)
Analysis Generation
SRI UK (CLE) SICS (§-CLE)
English QLF (s) —— Transfer > Swedish QLE(s)

Figure 1: Top-level architecture of the Spoken Language Translator

The main components of the SLT system are connected together in a pipelined
sequence as shown in Figure 1. The input signal is processed by SRI Menlo Park’s
DECIPHER(TM) (Murveit et al., 1991), a speaker-independent continuous speech
recognition system based on Hidden Markov Model technology. It produces a set
of speech hypotheses which is passed to the English-language processor, the SRI
Cambridge Core Language Engine (Alshawi, 1992).
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The CLE grammar associates each speech hypothesis with a set of possible
quasi-logical forms, QLFs (Alshawi and van Eijck, 1989), typically producing 5
to 50 QLFs per hypothesis. In order to allow fast processing of a large number
of hypotheses, a scaled-down version of the grammar induced with the machine-
learning technique “Explanation-Based Learning” (Samuelsson and Rayner, 1991)
is first invoked and parsed with an LR-parser (Samuelsson, 1994). Only if this
restricted-coverage grammar fails is the general-purpose grammar tried on the (by
the speech recognizer) most preferred hypothesis.

A preference component is then used to give each QLF a numerical score re-
flecting its hinguistic plausibility (Alshawi and Carter, 1994). When the preference
component has made its choice, the highest-scoring logical form is passed to the
transfer component, which uses a set of simple non-deterministic recursive pattern-
matching rules to rewrite it into a set of possible corresponding Swedish represen-
tations (Alshawi et al.; 1991; Gamback and Bretan, 1994).

The preference component is now invoked again, to select the most plausible
transferred logical form. The result is fed to a second copy of the CLE, which uses
a Swedish-language grammar and lexicon developed at SICS (Gamback and Rayner,
1992) to convert the form into a Swedish string and an associated syntax tree. Fi-
nally, the string and tree are passed to the Telia Prophon speech synthesizer, which
utilizes polyphone synthesis to produce the spoken Swedish utterance (Backstrém

et al., 1989).

The SLT system’s current performance figures measured on previously unseen
data (the 1001-utterance December 1993 ATIS corpus) are: 78.8% of all utterances
are such that the top-scoring speech hypothesis is an acceptable one. If the speech
hypothesis is correct, then an acceptable translation is produced in 68.3% of the
cases and the overall performance of the system is 53.8%. Limiting the test corpus
to sentences of 10 words or less (688 utterances), these figures move up to 83.9%
for speech recognition and 74.2% for language processing, with a 62.2% overall
performance.

For about 10% of the correctly recognized utterances, an unacceptable transla-
tion is produced. Nearly all of these are incorrect due to their containing errors in
grammar or naturalness of expression, with errors due to divergence in meaning be-
tween the source and target sentences accounting for less than 1% of all translations.
SLT performance is discussed at length in (Rayner et al., 1994).

3 Swedish Language Processing

As noted above, the S-CLE is a general purpose natural language processing system
for Swedish. The main object of the system is to map certain natural language
expressions into appropriate predicates in quasi-logical form. The system is based
completely on unification and has a fairly large bidirectional phrase-structure type
grammar (i.e., the grammar can be used both for analysis and generation) covering
most of the common Swedish constructions. There is a good treatment of inflectional
morphology, covering all main inflectional classes of nouns, verbs and adjectives.

The S-CLE has been developed from the original English CLE by replacing
English-specific modules (grammar, morphology, lexicon and lexicon acquisition)
with corresponding Swedish-language versions, exploiting the large overlap between
the structures of the two languages. Most of the Swedish grammar is thus completely
equivalent to the English one; this section will concentrate on the parts that differ

Pr oceedi ngs of NODALI DA 1995

39



for interesting reasons. (So, even though the grammars indeed differ in several ways
not described here, most of the differences are for rather uninteresting reasons more
reflecting different tastes on the side of the grammarians than real grammatical
differences and will thus be left out from the discussion here.)

A previous version of the Swedish grammar and how it was developed was de-
scribed in (Gambick and Rayner, 1992). There we also went into some detail on the
(at least for a translation task) most vital differences between English and Swedish,
both at the morphology and syntax levels. The present paper will thus refrain from
recapitulating that discussion and only give an overview of the most important
phenomena and their present treatment in the system.

First, however, we should note that the simple methodology outlined for devel-
oping a system for a new language has also been shown to be successful for other
languages. A full-scale version of the CLE for French has recently been developed
by ISSCO, Geneva. It has a coverage at roughly the same level as the Swedish
one (Rayner and Bouillon, 1995) and is also used as a part of a spoken language
translation system (English-to-French), which was demonstrated at the CeBIT fair
in Hannover, March 1995.

Small-scale versions of the CLE are also under development by the University
of Cambridge: for German (Parkinson, 1992), mainly for testing the grammar for-
malism on a language with a different word order; for Polish (Stys, 1995), testing
the morphology component on the intricacies having to do with case, gender and
number variation on nouns, as well as the noun phrase part of the grammar on some
of the problems associated with a “free” word order; and for Korean.

The rest of this section will in turn go through the different processing steps
used when forming a QLF in the S-CLE and describe the rule sets used in each of
them: first the morphological processing where the rulebase is divided into mor-
phophonological “spelling” rules and morphosyntactic “production” rules. Then
the grammatical processing which in turn is divided into two steps, syntactic pars-
ing and semantic analysis. The rules of the grammar proper are thus divided into
two different rule sets, one with the syntax and another with the (compositional)
semantics. The main processing chain is as shown in Figure 2.

NL sentence

morphological analysis

1

syntactic parsing 4—( syntax rules )

1

semantic analysis |« semantic rules )

!

QLF

< spelling rules )
«(production rules)

Figure 2: The analysis steps of the S-CLE
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3.1 Morphology

Given that Swedish is an inflectional language, the treatment of the inflectional
morphology by simple affix-stripping used in the original English CLE was far from
sufficient. A “lazy” version of the two-level morphology (Koskenniemi, 1983) was
thus implemented (Carter, 1995). This version is “lazy” in that it does not account
for general changes of the stems of words.

A typical spelling rule is the following which shows that when the affix er is
added to a stermn ending with an o or an e followed by an 1 or an r, the stem
vowel may be dropped unless it is stressed (i.e., formler = formel + er, mandvrer
= manover + er, etc.):

spell(plur_LRer_eLR,
nl Iu’ =>’ “|2|1+9r",
[2/"06" , l/ulrn] R
[stresslast=n]).

In all the rule formalisms of the CLE, the first argument (here, plur_LRer_eLR)
is simply a rule name mainly used for debugging. The main parts of the rule
appear on the different sides of the arrow (=>): these are the surface and lexical
forms, respectively. The vertical bars (1) indicate which letters may be changed
in the rule. If the arrow is bidirectional (<=>), the rule must apply; here it may
optionally apply. The final two lists put restrictions on the “variables” 1 and 2 in
the rule, and on possible feature settings on the stem.

In the current version of the Swedish morphology (which is still under devel-
opment), 58 such spelling rules appear and are complemented by another set of 4
interword rules used in the derivational morphology, which in Swedish is also quite
complex; however, since the current version of the system cannot handle derivational
morphology in general, we will not go into too much detail here, but concentrate
on the — for the task at hand — most important part of it, namely the production
of noun compounds, which are extremely common in the ATIS domain.

While noun compounds in English are formed simply as groups of words, the
Swedish compounds are formed by actually compounding the words together. In
general, this can be done in a wide variety of fashions, but in present-day Swedish
mainly in two ways only: either by just “gluing” the words together, or by inserting
an -s- between the words in the compound, as described in for example (Kiefer,
1970). Compounds can in general be of almost all word-classes, but the most
common ones are noun compounds, in which the last word of the compound is a
noun; the other words in the compound can be of other classes (e.g., adjectives or
adverbs), but are normally nouns, as well.

As a rule-of-thumb, noun compounds are formed first without inserting an infix
s, but if the compound consists of more than two words, an s will be inserted for
every second word added to the compound, so for example the following sequence
would give the words for “father”, “grand-father” (father’s father), “great grand-
father”, etc.:

far, farfar, farfarsfar, farfarsfarfar, ...

Whether a particular noun will form compounds by inserting an s or not depends
on the word in question and is thus lexicalized.
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To implement the noun compound formation, a feature nn_infix on an N (nouns
are lexicalized as Ns) indicates whether or not it can be post-modified with a com-
plex N compound. The feature can currently take the values s (for an infix *-s-")
or n (for no infix, in practice *--’, i.e., just a hyphen) and is lexicalized on the
N, thus indicating the fact that some lexicon Ns take an s-infix when forming a
compound, and some do not.

The following morphological production rule for noun-noun compounds (there
are similar rules for other types of noun compounds) show together with the two
rules for infixes (’-s-’ or '--’) how the nn_infix feature propagates as 00+01=01,
01+10=00, i.e., an N that takes no infix has nn_infix(0,0) as its lexicon value and
meets the ’-~’-infix which has nn_infix(0,1) to produce an N withnn_infix(0,1),
which in turn can produce an N that takes the null-infix if it meets the *~s-’-infix
(nn_infix(1,0)), etc.

nbar: [nn_infix=(I,0), simple=n, ...]
—-—>

nbar:[nn_infix=(I,N), ...]
+

'INFIX’: [nn_infix=(N,0)]
+

nbar: [simple=y, ...]

lex(’-s-’,[?INFIX’:[nn_infix=(1,0)]]).
lex(’—-’,[?INFIX’: [nn_infix=(0,1)]]).

The setting of the feature simple force complex compounds to form in a left-
branching fashion; the right-most daughter may not itself be a compound (must
have simple=y).

Production rules like the one above currently number 27 in the system, only
4 of which are used for forming compounds. These production rules are actually
used by the syntactic morphological processing and are more or less paralleled by
33 semantic morphological derivation rules.

3.2 Syntax

On the syntactic side, the English and Swedish grammars differ on many accounts.
Firstly, several extra rules appear in the Swedish system, mainly to capture different
kinds of movements, in particular the fact that Swedish allows for topicalization of
just about any type of constituent. Space considerations prevent a full account of
these rules from being included in this paper; they will be reported on elsewhere
(Gamback, 1995). Here, we will thus only concentrate on some prototypical cases.

Secondly, a number of new features had to be added or the value ranges or rele-
vant rules for old features had to be extended. Most notably since the more complex
agreement structure of Swedish means that the features indicating agreement and
definiteness must be propagated to many more constituents.

An example is the three-valued definiteness feature, which ranges over values
for “indefinite”, “definite” and “possessive”, the last one being used on genitive
NPs. These are treated as forming complex determiners, so that ‘en mans fru’
(a man’s wife), ‘mannens fru’ (the man’s wife), and ‘Kalles fru’ (Kalle’s wife) are
all interpreted as having the structure [NP [DET N] ] as examplified in Figure 3.
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NP (def=poss,gen=n]

DET [def=poss] N [def=poss,gen=n]

NP [def=n,gen=y] fru
DET [def=n) N [def=n,gen=y]
eEn mans

Figure 3: The tree structure for the noun phrase ‘en mans fru’

This is obtained by using the following two rules (here quite simplified with most
features removed):

syn(det_np_Genitive,
[det: [def=poss],

np: [def=_, gen=y]
1.

syn(np_det_nbar,
[np: [def=D, gen=G],
det: (def=D],
nbar: [def=D, gen=G],
1).

The first rule specifically forms determiners from genitive NPs (with the feature
setting gen=y) regardless of the NP’s definiteness (def=_), giving the newly formed
determiner a possessive definiteness. The second rule forms NPs from determiners
and nouns as long as the definiteness values on the daughters unify. This rule may
be used on a wide range of determiner and noun types, including genitives.

3.3 Semantics

Most of the differences between English and Swedish syntax is only mirrored at the
(QLF, i.e., compositional) semantic level without any interesting additions. The
most notable exception is the verb-phrases. Already at the syntax-level, most word-
order differences stem from the strongly verb-second nature of Swedish: formation of
both YN- and WH-questions is by simple inversion of the subject and verb, without
the introduction of an auxihary. This is illustrated in the following examples:
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Han sig Maria. He saw Mary.
Sag han Maria? Did he see Mary?
Vem sag han? Who did he see?

This difference of verb syntax can actually be factored away. However, we will
not dwell in too much detail on the rather special unification-based treatment of
verb-phrases used in the system — for that, the reader is referred to (Gamback,
1993a; Gamback, 1993b) — but will note that the main trick used is lezicalization:
information regarding for example verb subcategorization schemes (i.e., the number
and type of verbal complements, such as objects, particles, etc.) is removed from the
grammar and put in the lexicon instead. Syntactically, this enables us to treat both
English and Swedish verb-phrases of different kinds with a rule like the following:

syn(vp_v_comp_Normal,
(vp: [tense_aspect=TA],
v: [aux=_, tense_aspect=TA,
subcat=Complements]
| Complements

D.

where the value of the subcat feature of the verb has to unify with the rest of the
verb-phrase. The value of subcat is specified for a particular verb in its lexical entry
and can of course be empty (for intransitives, etc.). Our current Swedish grammar
treats 48 different main verb complement patterns plus copulas and auxiliaries.
Without claiming this to be the absolute number of Swedish verb types in any sense,
it is easily understandable that without the strategy outlined above, we would have
been forced to state specific instances of the verb-phrase formation rule for a vast
number of cases.

In the CLE, each syntactic rule is paralleled by (at least) one semantic rule.
For all English verbs and for Swedish main verbs, the verb-phrase rule above has
a simple counterpart, but even for Swedish auxiliaries the treatment causes no
problems, even though an extra case of the semantic rule had to be added in order
to pass tense and aspect information properly, given that for main verbs, the tense
information of the verb-phrase is the same as the one of the daughter verb and
is simply unified up together with the other semantic information, while in the
auxiliary case, the semantic interpretation of the mother verb-phrase still is the one
of the daughter verb-phrase, but the tense is to be taken from the auxiliary.

Thus we get the following two (indeed very simplified!) semantic rules:

sem(vp_v_comp_Normal, mainv,
[(V,vp:[tense_and_aspect=TA],
(v,v:[aux=n, tense_aspect=TA,
subcat=Complements])
| Complements

1.

sem(vp_v_comp_Normal, aux,
[(V,vp:[tense_and_aspect=TA],
(Aux,v:[aux=y, tense_aspect=TA,
subcat=(V,vp:[1)1),
(v,vp:[1)
1.
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Note that each constituent in the semantic rules is a pair with the first part hold-
ing the semantic logical-form fragment and the second part holding the (basically)
syntactic information.

3.4 Negation

A specific case where the English and Swedish grammar differs significantly is in
the treatment of negation. Negation in Swedish is expressed with the particle ‘inte’
(not), which is placed after the main verb in a main clause, but before it in a
subordinate clause, thus:

Han snarkade inte. He did not snore.
...all han inle snarkade. ...that he did not snore.

Similar considerations also apply to a number of other common adverbials (so-
called “mobile adverbs”), including ‘ofta’ (often), ‘alltid’ (always) and ‘troligen’
(probably).

Even though negation tends to be used to a very small degree in the ATIS
domain, a serious natural-language processing system must of course treat it, how-
ever, it does cause some problems both for English-Swedish transfer and for the
QLF-formalism as such. The design choice in the English CLE was to treat nega-
tion semantically as an operator on the sentence structure which at the syntactic
level pre-modifies a verb-phrase forming a new verb-phrase, the rule thus being
schematically:

VP -> not VP

In Swedish such a treatment does not suffice; negation is still viewed as an
operator at the semantic level, but instead of modifying verb-phrases, it is taken as
modifying the verb itself in the syntax. Since whether the modification is pre- or
post- depends on the type of clause, this has been treated by adding a subordinate
feature to S, VP and V.

Three rules for verbs are needed, the first treating main clause negation, the
second treating subordinate clause negation and the third treating a special case of
main clause negation with a pronoun as object:

1. mannen [gillade inte] Maria/mig the man did not like Mary/me
v:[subordinate=n, ...]
-->
v:[...]
+
neg: []

2. att mannen [inte gillade] Maria/mig that the man did not like Mary/me

v: [subordinate=y, ...]
-—>

neg: []
+

v:[vtorm=(\(att)), ...]
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3. mannen [gillade mig inte] the man did not like me

v:[subordinate=n, subcat=Rest, ...]
-—->

v:[subcat=[Pro|Rest], ...]
+

Pro
+

neg: []

At the semantic level, treating negation as an operator causes some problems.
Mainly since all mobile adverbs ought to be treated in the same way, but introducing
QLF-operators for all of them would hardly be feasible. Thus negation is actually
the only mobile adverb treated by the present version of the Swedish grammar.
This problem and the fact that while modification of English verb phrases occurs
external to the VP, Swedish modifiers are internal can be taken as an argument
against having a VP node at all in Swedish, or as basis for introducing a V node.
The above treatment goes a bit along the way of the second alternative.

4 Swedish grammar coverage

Without going into more details of the Swedish grammar, we should note that its
coverage on the ATIS task was increased substantially during the project.

%A

100 ¢+
L " (96)

90 4 * (89) * (91)

80 1 (84)° (84). 1)

70 +
60 + * (63)

50 1

40 T ¢ (41)
30 +
20 4

101 g

A Y re e i i " .
>

Dec Jan Feb Mar Apr May Jun Jul Aug Sep Month

Figure 4: Transfer and generation coverage increase
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Tests on a representative 281 sentence corpus showed an increase in coverage
of the transfer and generation components combined from a mere 9.6% in mid-
December 1992 to 96% in mid-September 1993, as can be seen in Figure 4.

As could be expected the main coverage increases were obtained early on in the
project. After awhile, the coverage stabilized around 80%; to further increase the
coverage, some major changes had to be undertaken, changes which at first actually
lead to a slight coverage drop (as shown by the figure for mid-June).

Note that the figures in the graph refer to sentences that obtained a translation,
any translation. For a discussion of the translation quality, see (Agnas et al., 1994).

5 Future Work and Conclusions

In the paper, the Swedish language processing component of the SLT English-to-
Swedish spoken language translation system has been described. The main emphasis
has been on the grammar and its coverage, but the other modules of the language
processing part have also been described. The overall SLT system prototype and its
coverage after the first year of the project has only been briefly discussed, while the
paper has focused on the different modules of the Swedish processing component.
These have been described mainly on a pro-example type level, showing the various
rule formalisms at work.

At the date of writing, work has just begun on a second phase of the SLT project.
We intend to reverse the system, so that translation of spoken Swedish into spoken
English will be possible. Even though the main part of the work needed for that
will be on producing a Swedish speech recognition system, the language processing
components will be extended quite a lot at the same time. Partly because the
Swedish part of the system has not been extensively tried for language processing
as opposed to just generation for awhile, partly because the new version of SLT also
will include extended processing in a new spoken language database query task,
as well as allowing for some translations in a computer mediated person-to-person
dialogue setup.

In parallel, work will be undertaken on systematically testing how the grammar
coverage of the Swedish system can be tuned towards a new domain (Berglund and
Gamback, 1995) and whether the system is robust enough to be used as the basis
for building a tree-bank of Swedish analyses (Santamarta et el., 1995). Both these
tests will use the representative Swedish “Stockholm-Umea corpus” (SUC) (Ejerhed
et al., 1992).
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