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Abstract

Computational models of morphology are best seen not as morphologi­
cal models but rather ets natural language processing frameworks which can 
express descriptions in the style of one morphological model or the other, 
and even go further, but without necessarily being bound by “purely” 
theoretical considerations. Criteria for their adequacy can be derived by 
treating them (together with the linguistic descriptions that are expressed 
in their formalisms) as NLP systems, for which a number of goals can be 
stated, among which are sufficient coverage, efficiency, augmentability and 
flexibility. The two-level model (TW OL) of Kimmo Koskenniemi is the 
main object of attention in this article and examples of its applicability to 
Bulgarian morphology are presented.

1 Introduction
T h e  criteria  for  w hat a  “ m orp h olog ica l m od e l” should  be  able to  accou nt for, 
and th e  m anner in w hich  this shou ld  be  don e , have risen high during the past 
few  years in a ccord a n ce  w ith  the situation  in the n eighbouring linguistic “ levels” 
o f  syn tax  and  sem antics. A pa rt from  the trad ition al requirem ents for linguistic 
fe l ic ity  ( “ cap tu rin g  the generalizations” ), rigour, and sim plicity, op in ion s are 
b e in g  expressed  that a  m orp h olog ica l m odel should  be  general, (u n d erstood  as 
universa l), exp lan atory  and even psychologica lly real. N ow  far from  d ou btin g  the 
p lau sib ility  o f  these requirem ents, I feel that th ey  tend to  p lace the m odels o f  
hum an language p rov ided  b y  the field o f  com pu tation a l linguistics in a  rather 
unfavourable  light. T h is  is especia lly  relevant for  com pu tation a l m orphology, 
w h ich  on ly  during th is decad e  seem s to  have “ stepped  ou t from  the cradle” , as 
for  exam p le  L ars B orin  (p .c .)  has im plied . A n d  inste^ui o f  being b lindly  critical 
and  scep tica l tow ards its poten tia ls, (w hich  “ linguists p roper” often  tend to  be
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tow ards com pu tation a l linguistics in general, as a  form  o f  se lf-defen ce), isn ’ t it 
best to  w atch its first steps carefully, w ith  a  helpful hand w here it can  b e  lent?

I f  in the previous paragraph  I have suggested the p icture o f  com p u tation a l 
m orphology, and  m ore con crete ly  o f  it ’s best know n representative, the tw o- 
level m odel, (first presented in (K oskenn iem i 1983) and  m ost o ften  abbrev iated  
T W O L ), as a  clum sy, stum bling baby, then I have gon e  to o  far in  m y  m anner 
o f  expression . N oth in g  can  be  further from  the tru th  con siderin g  the en orm ou s 
am ount o f  attention  and subsequent w ork  that K osken n iem i’s d issertation  un­
leashed. H axdly a  con ference can  g o  b y — including this one— w ith ou t a  few  con ­
tributions poin ting  ou t T W O L ’s achievem ents— or deficiencies, and  in the best 
case offering im provem ents or  a lternatives, e .g . (S proat and  B run son  1987, B ear 
1988, K a ta ja  and  K oskenniem i 1988, C a lder 1989). B u t even these can  w ith ou t 
d ou bt fall at the hand o f  the th eoretica l linguist w h o  will n ot fail t o  see the 
inadequacy o f  B ea r ’s rein trodu cin g  the n otion  o f  “negative rule features” , or  
o f  C a lder ’s “string equ ation s” . A s the last au th or h im self carefu lly  states: “ . . .  
one m ay ju stifiab ly  have reservations a b ou t in trod u cin g  string equations in to 
ling -’ -^tic descrip tion s.”  (C a lder 1989:62).

In this paper I wish to  p rop ose  w hat I th ink is a  m ore  “ con stru ctive” v iew  
o f  the aim s o f  com p u tation a l m orph ology , w hich  is a lso  m ore or  less app licab le  
to  the field o f  (com p u ta tion a l) natural language processin g  in general. I w ill 
argue that there are a  num ber o f  p roperties , w hich  can  help us com p are , evalu­
ate and develop  m odels in a  m ore  sh ort-term  perspective  so  that on e  need not 
necessarily be  overw helm ed b y  the “ th eoretica l argum ent” from  the beginn ing. 
In m y op in ion  a  com pu tation a l m od el that finds the best com bin ation  o f  these 
properties, has also the best chances o f  be in g  th eoretica lly  significant as well, 
though  this is a  som ew hat controversial m atter. A  v iew poin t that is at least le s s  
controvercia l is that the goa ls o f  com p u ta tion a l and th eoretica l linguistics differ. 
Shieber (1987), for exam ple, has cla im ed that these differences, especia lly  con ­
cerning “ restrictiveness” , are so  essential that from  a  com p u ta tion a l perspective  
on e is m ore interested in w h a t  the linguistic theories say than h o w  they  say it 
and that it is m eaningful to  try  to  separate theories ( “ how ” ) from  their analyses 
( “w hat” ) and con cen trate  on  the latter in com p u tation a l m odels.

I w ould  like to  continue on  this line o f  thought w ith  on e  substantial difference: 
w hile Shieber discusses m odels in their p rop erty  o f  be in g  “ com p u ter  too ls  for 
linguistics” , I regard them  as poten tia l candidates for b ecom in g  language theories 
on  their ow n. T h is  d ifference is illustrated in the ch oice  o f  m od el to  exem plify  the 
issues under d iscussion: in Sh ieber’s case this is the form alism  o f  P A T R -II , w hile 
I w ill use the tw o-level m odel. I will be  presupposing  at least s o m e  previou s 
know ledge o f  it.

2 Computational Models as NLP Frameworks

I believe that on e cou ld  say that the aim s o f  com p u tation a l and th eoretica l 
linguistics eventually  converge, nam ely to  gain  a  b etter u nderstanding o f  the 
nature o f  hum an language and o f  its user. Still they  differ in their m ethods.
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C om p u ta tion a l linguistics (partly  becau se o f  utilitarian reasons) is m uch m ore 
inclined  to  use the tria l-an d-error approach , starting w ith  a  fragm ent and then 
augm enting it; tak ing som e categories for  granted, (phonem es, for exam ple) as 
“w ork ing  h ypoth eses” , i f  they  facilita te  the overall w ork o f  the system . T h is  is so 
becau se the sh ort-term  g oa l o f  com p u ta tion a l linguistics is the con stru ction  o f  a 
natural language processin g  system , n o  m atter i f  it does or  does not m odel human 
language processin g  at a  sufficiently th eoretica l level. O n  the oth er hand it is 
th eoretica l linguistics that shou ld  stand  for  the “con cep tu a l insights” , the new 
ideas and  the quest for  lingu istic universals. O f course, the closer the connection  
betw een  com p u tation a l and th eoretica l linguistics, the b etter, but at least to  
begin  w ith , this is n o t  a  necessity.

W h a t I ’m  aim ing at is to  say that com pu tation a l and  theoretica l m odels 
sh ou ld  not b e  con sidered  on  a par. A  com pu tation a l m od el is b o th  less and 
m ore  than a  th eoretica l one. Less, becau se it is the b a ck bon e  o f  a  system  and 
thus is su b jected  to  the lim itations I m entioned  above, i.e. w ork ing hypotheses, 
fragm ents e tc . M ore , becau se i f  it is flexible enough it cou ld  perm it s e v e r a l 
th eoretica l m odels  to  be im plem ented  (sim ulated) w ithin  it. S o the question 
w hether T W O L  is a  m orph olog ica l m odel or  n ot, is not all that relevant. A s to  
w hether it is “general” and in w hat sense, I will com e to  that later. R igh t now 
an im p ortan t (in  m y  op in ion ) question  arises, nam ely:

I f  at least the short term  aim s o f  com pu tation a l and theoretical linguistics 
sp lit, then w hat are to  b e  the criteria  for, let us say “evaluating” , com p u ta ­
tional m odels  (theories, form alism s— the term in ology  varies) for m orp h ology  in 
particu lar, and  natural language in general? T here  is n o  sim ple answer to  this 
qu estion . A s a  h a lf yea r ’s survey o f  the relevant literature, reported  in (Z la tev  et 
al. 1989) and (Sagvall-H ein  et al. 1989), has m anaged to  con v in ce  us— opin ions 
differ. W e cam e to  believe that in order to  com e to  m ore  abstract th ings such 
as desiderata , requirem ents e tc . for  the m odels, on e  shou ld  start w ith  som ething 
m ore  con crete . T h e  key lies in w hat I m entioned  a b ove  was on e o f  the first aims 
o f  com p u ta tion a l linguistics, and  defin itely  the first o f  its m ore practica lly  ori­
ented  su b -bran ch . N atural L anguage P rocessin g  (N L P ): the creation  o f  an N L P  
system .

N ow  w hat kind o f  anim al is th a t? T h is  need hardly be  defined for “ insiders” , 
bu t fo r  som eon e unfam iliar w ith  the ja rg on  in the field, it should be enough  to  
say that an N L P  system  can  be  regarded as a  unity o f  (a t least) the follow ing 
elem ents: (1 ) an im plem entable  form alism , (2 ) a  processing m echanism , and (3 ) 
lingu istic k n ow ledge expressed in the form alism . (1 ) and (2 ) togeth er m ake up 
the com p u ta tion a l m od el o r— using a  term  m ore neutral to  the com p u tation ­
a l/th e o re tica l d ich otom y  w hich  I m yself in trodu ced— an N L P  fram ew ork. (3 ) is 
the language d escrip tion . T h e  three are as I said interdependent, but to  different 
degrees in d ifferent system s.
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3 Viewing TW OL as an NLP Framework
T h e  m ain advantage in  v iew in g  com p u tation a l m odels o f  natural language and 
o f  m orp h ology  in particu lar as N L P  fram ew orks com es from  the fa ct that it is 
possible to  form ulate relatively  clearly  w hat goa ls N L P  system s shou ld  aim  at. 
T hen  one cou ld  con tin u e “ b o tto m -u p ” to  state  “ criteria”  on  how  the m odels  
should be  shaped  in ord er to  correspon d  to  these goals. C onsequ en tly  these are 
criteria o f  a  p ractica l nature w hich  are n ot “ th eoretica lly  b o u n d ” to  begin  w ith . 
M ost interestingly, how ever, they  have im plication s w hich  are h igh ly  com p a tib le  
w ith lingu istically  m otivated  considerations. I w ill com e  to  this in the last section .

A  com p u ta tion a l m od el such as T W O L  m ay be  seen as p rov id in g  the fram e­
w ork for  an N L P  system . It still rem ains to  b e  “ filled”  w ith  the con crete  linguistic 
know ledge. N ow  the first question  that arises is: how  m uch k now ledge can  be  
expressed in the fram ew ork? T h e  first goa l fo r  an N L P  system  is that this know l­
edge is sufficient for current purposes, or  a lternatively  form ulated , that it has 
sufficient coverage.

3.1 Sufficient Coverage

I f  a  description  o f  a  certain  fragm ent o f  on e or  several languages can  b e  m ade 
so that the system  “ w orks”  as intended w ith  respect to  this fragm ent, then the 
fraonework can  be  regarded as expressive enough  in relation  to  this fragm ent. 
T hus on e m ay say that an N L P  fram ew ork  is weakly com plete  (in  S h ieber ’s 
term in ology ) if  and on ly  i f  it prov ides a  system  w ith  the lingu istic coverage 
necessary for  the given purposes.

T W O L  has been applied  to  substantial fragm ents o f  the in flectional m orp h ol­
o g y  o f  a  num ber o f  languages ranging from  Finnish  (1983) to  Japanese (A lam  
1983) and O ld  C hurch S lavonic (L in dstedt 1986). N ow  w hile this im plies that 
the T W O L -fram ew ork  is general in the sense that it has a  p o t e n t i a l ly  large 
coverage, it does not m ean that T W O L  is “general” in  the sense that it can  be  
applied to  all o f  the w orld ’s languages and  their m o rp h o log y  - in flectional and 
derivational (w here this d istin ction  ex ists), i.e. that it is a  universal m orp h o log ­
ical m odel. It is rather a  m atter o f  degree: T W O L  is “ b etter”  than m ost o th er 
m odels because it has been  applied  to  larger fragm ents o f  single languages, e.g. 
“an (a lm ost) full descrip tion  (o f  all the form s o f  all in flectional ty p e s )” (K osk en - 
niem i 1983:125) and becau se it has been applied  to  m ore  languages. B u t then, 
w hat m ore is n eeded? T h e  fa ct that the m orp h ology  o f  for  exam ple K u b a ch i (cf. 
Johannessen, this vo lu m e) y ields difficulties, d oesn ’ t m ake T W O L  a less su itable 
fram ew ork for the descrip tion  o f, le t ’s say, B ulgarian in flection . T h is  on ly  m eans 
that the m orph olog ies o f  the tw o languages are different— the op p o s ite  w ou ld  be  
surprising. H ow ever, i f  on e  b y  a  “general” fram ew ork  m eans on e  that can  p rov ide  
adequate descriptions for all language types: agglu tinating, isolating, in flecting, 
etc. then m ore is to  be  desired. T h is  falls, in m y op in ion , n ot under the g oa l o f  
coverage but o f  flexibility, w hich  will b e  discussed further on .

L et us be  m ore con crete . In (Z la tev  1988) I have given w hat I th ink is a  
com plete  description  o f  B ulgarian  nom inal in flection  in term s o f  the orig inal
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T W O L , i.e. as presented in  (K oskenn iem i 1983). B ulgarian m orp h ology  is very 
w ell deve lop ed  and  poses som e n on -triv ia l problem s for  any linguistic descrip ­
tion , com p u ta tion a l o r  n o t, such as extensive a llom orph y and m orph oph onem ic 
a lternations w ith in  the stem s. T W O L  has proved  qu ite satisfactory  in describing 
b o th , w ith  its fin ite-state  lex icon  and  tw o-level rules, respectively. T h e  dem on ­
strative p ron ou n s, how ever, d ispay an “ irregular” internal in flection , w hich in the 
orig ina l (Pasced) form at o f  the lex icon  gives n o  oth er op p ortu n ity  for  description  
than  the fo llow in g , w hich  is far & om  elegant.

o-a-ov-e/P "PRON DEM IDENT"

w ith  ‘ t ’ as the “ invariant stem ”  (I have sticked to  the princip le: “ O ne entry per 
S tem ” so  as to  avoid  m asking som e prob lem atica l areas through  listing) and 
the con tin u ation  class o - a - o v - e / P  w hich  is the nam e o f  a  m in i-lex icon  w ith the 
fo llow in g  content:

LEXICON o-a-ov-e/P ozi # "MASC SING";

azi # "FEM SING";

ova # "NEUTR SING"

ezi # "PLUR"

I f  this had  been  th e  regular pattern  for  in flection  in B ulgarian, then a  possible 
com p u ta tion a l descrip tion  in the form  o f  a  system  o f  intersecting lex icons— as 
th ose  presented in (K a ta ja  and  K oskenniem i 1988) for  the n on -con caten ative  
m orp h o log y  o f  S em itic languages— w ould  have been necessary (an d  p robab ly  
su fficient). H ow ever, since the num ber o f  m ini-lexicons o f  the k ind show n above 
is 5 a ltogeth er and all o th er  types fall neatly  in to the fin ite-state pattern , a 
com p rom ise  seem s to  b e  the best solu tion : I consider T W O L  expressive enough, 
i.e. sufficient for  current pu rposes, and  decide to  leave the descrip tion  at that.

W h a t i f  I d ecide  to  treat derivational m orp h ology  as well? F ive classes o f  
B ulgarian  pro -form s seem  to  b e  readily  describable  as a  derivational pattern 
w hich  is som eth ing  o f  the sort:

INTERROGATIVE I + to = RELATIVE

INDEFINITE = nA + 1 kakyv

NEGATIVE = ni + 1 koga

GENERALIZING = vsA + 1 
1

kak

A
1

B

T h a t is, the in terrogative pro-form s (B ), act as the “ base” , w hich  together 
w ith  the ap p rop ria te  “ prefix” , bu ild  respectively  indefinite, negative and general­
izing pro -form s (A ) , and  w ith  the “suffix”  ‘ t o ’ (w hich  is actually  the p ostpon ed  
defin ite article  for  nouns and ad jectives o f  neuter gen der)— relative p ro fo r m s  
(C ). H ow ever, i f  w e try  to  express this sim ple pattern  in a  fin ite-state lexicon  
then we w ill a lso  derive u ngram m atica l w ord -form s such as *nAkakto, *nikakyvto 
e tc ., i.e. overgeneration . T h e  reason is that i f  a  fin ite-state m echanism  allows
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A B  and B C , then it m ust a lso  allow  A B C , w hich  in this case w e w ant to  forb id . 
Similar problem s w ith  the E nglish  prefix u n-, are d iscussed  in (K arttu n en  and 
W itten bu rg  1983).

N ow  does this m ean that w e have fou n d  a  p oin t w here T W O L  is n ot sufiBcient 
in term s o f  coverage and  an  argum ent that it is in app licable  to  B ulgarian  as well 
as possib ly  the derivational m orp h ology  o f  m ost languages?

T o  som e exten t— yes. F or practica l purposes we m ay d ou b le  the entries o f  
typ e  B  in the lex icon , so  that we have B ’ an d  then con n ect the m in i-lex icon s, to  
get A B  and B ’C  (fo r  exam ple). B u t this is a  kind o f  “solu tion ”  that w ou ld  lerid 
us back  to  w here w e started, and it is in som e sense even w orse than  listing the 
different w ord -form s— it is absurd that w e shou ld  have to  g o  all this w ay on ly  to  
start du p lica tin g  entries. (H ere I ’m  n ot con cern ed  w ith  m atters o f  e fficiency— but 
these are o f  course m ore than relevant as w ell.)

T h ere  are, however, tw o oth er m uch b etter w ays ou t. O n e w ou ld  b e  to  rep lace 
the fin ite-state lexicon  com p on en t w ith  a  phrase-structure on e , w hich  further­
m ore can use a feature-m atch ing (u n ifica tion ) m echanism  w hich  w ou ld  guarantee 
that on ly  the gram m atica l form s are generated. F or exam ple  the p rob lem  I m en­
tioned above can be  resolved the fo llow in g  way:

(1) PRO(IND) — > nÅ + PRO(INT)

PRO(NEG) — > ni + PRO(INT)

PRO(GEN) — > vsA + PRO(INT)

PRO(REL) — > PRO(INT) + to

A n alternative— w ith ou t increasing the expressive pow er o f  the form alism —  
is to  use the m od e l’s tw o-level rules in ord er to  b lo ck  ou t u ngram m atica lities. 
In the case a bove  on e m ust use at least tw o “d iacritic  characters” , let us say, 
Q and #  (w hich  m ust b e  clearly  defined as bearers o f  m orp h olog ica l features 
and have noth in g  to  d o  w ith p h on o log y ) and  associa te  them  w ith  the entries 
o f  typ e  A  and  C , respectively. T h en  a rule can  b e  stated  w hich  w ou ld  prevent 
their co -occu rren ce , (th e  op era tor / < -  m eans “ is d isa llow ed”  and w hat fo llow s 
is the con text w hich  characterises all B ulgarian  interrogatives, fo llow ed  b y  the 
“relative sign” ):

(2) 0 /<= _ k V C (V) (C) #

B oth  (1 ) and (2 ) shou ld  have the sam e effect, and w hich  on e  w ou ld  b e  preferred 
is largely a  m atter o f  h ow  th ey  influence the goa ls to  b e  d iscussed be low , nam ely 
efficiency and  augm entability .

3.2 Efficiency

E fficiency is som ething  that con cern s n ot on ly  N L P  system s for  p ractica l p u rp os­
es, but theoretica l ones as well, since all in teresting app lica tion s o f  com p u tation a l 
techniques to  natural languages in volve fragm ents that g o  b eyon d  vocabu laries 
o f  several hundred w ords and  a predeterm ined  num ber o f  sentences.
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It is n ot hard to  believe that it is ju st this criterion  that has been the main 
reason  fo r  T W O L ’s p op u la rity  rather than its linguistic characteristics. T h e  re­
s tr ic tiv en ess  o f  the form alism  gives the op p ortu n ity  o f  extrem ely  efficient im ­
p lem entations in w hich  the lex icon  has the form  o f  a  w ord  tree and the rules—  
fin ite-state  transducers. T h is  has brou ght abou t the possib ility  o f  constructing  
system s w ith  lex icon s o f  tens o f  thousands o f  stem s w hich  can  process text cor­
p o ra  and return analyses w ith  m orph olog ica l features at a  spend o f  up to  100 
w ord -form s a  m inute (F red K arlsson  p .c .)

I d o n ’ t in tend  to  indu lge in this m atter since I ’m  n o  exp ert. Still, the interde­
p en den cy  o f  system  efficiency and oth er  goals m ust be  poin ted  ou t. For exrimple, 
w hen  it com es to  ch oosin g  betw een the tw o solutions to  the coverage problem  
w hich  I d iscussed  above , on e  w ou ld  p rob a b ly  adopt the secon d  alternative— that 
w ith  the d isa llow ing rule— if  aban don in g  the finite-state form at o f  the lexicon  is 
likely to  slow  dow n  im plem entations drastically . A n d  this w ould  be  a  reasonable 
m ove— as lon g  as it d o e sn ’ t get in the way o f  the next goal.

3.3 Augm entability

A n  N L P  system  is said to  be  augm entable  i f  it can be  im proved  w ith  regard 
to  each  o f  its su bcom p on en ts— form alism , processing m echanism  and linguistic 
descrip tion . E ven if  the first tw o are far from  unchangeable, th ey  are neverthe­
less m ore  stable  than  the th ird , the developm ent o f  w hich  is b y  its nature an 
increm ental and  inter^lctive process, w hich  goes through  loop s , dead  ends, par­
tia l solu tion s, gradu al generalizations e tc ., until it reaches a  provisionally  stable 
level, a jid  then  again  m ust be  such that it is possib le  to  develop  it w hen the need 
arises. F or this reason  it is central that the form alism  is persp icu ou s— a quite 
in form al criterion , bu t nevertheless an im portan t one.

I have a lready  d iscussed  questions pertain ing to  the T W O L  lex icon  co m p o ­
nent so  I w ill take a  few  exam ples from  the “ heart”  o f  the m odel— the tw o-level 
rules. B e fore  a  com piler  fo r  them  existed , it was a  cu m bersom e affair to  trans­
la te  in to  transducers even the sim plest rules. T h e  T W O L  com piler (K arttunen  
et al. 1987) was a  great advance in this respect. It gives the op p ortu n ity  for a 
qu ite  general m orp h op h on em ic rule to  be  form ulated  as sim ply as this, (F ron tV  
is defined as I ,E . ) :

(3) "Palatalization of Velars"

Cx:Cy <=> _(V:0) FrontV:
where Cx in (k g x)

Cy in (c z s) 

matched ;

T h e  reading is (fo r  on e  unfam iliar w ith  the n ota tion ): “ lexical k is realized as 
surface c ; lex ica l g  as surface z and lex ica l x  as surface s, i f  and on ly  i f  they 
are fo llow ed  b y  an op tion a l lex ica l vow el w hich  is realized as n oth in g  (because 
o f  an oth er ru le), and  a lex ica l fron t vow el (realized as anyth ing on  the surface 
lev e l)” . It w ill a ccou n t fo r  exam ple  for  the fo llow in g  pairs. (T h e  second  exam ple 
show s how  p rod u ctiv e  the rule is!)
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L exica l representation : r  y  k a E (h an d  + PL)
Surface representation: r y e  e

L exica l representation : h o t d o g  I  (h o t d o g  + PL)
Surface representation : h  o  t  d  o  z  i

O ne o f  the reasons w hy such rules axe m ore  persp icuous than for  exam ple  
rules o f  generative p h on o log y  is that th ey  are purely  declarative  statem ents w hich  
need not take in to  con sideration  any requirem ents o f  orderin g  and  the com p lex  
interactions th at g o  w ith  it. It is first after com p ila tion  (in to  fin ite-state trans­
ducers) that th ey  gain  their p rocedu ra l in terpretation .

A n oth er fa ctor  that m akes it easier fo r  a  T W O L  system  to  be  augm ented 
is the lex ico n /ru le s  d istin ction  itself, w hich  is an  exam ple  o f  the p ositive  co n ­
sequences o f  modularity. F or exam ple even i f  new  in flectional and  derivational 
types are eventually  d iscovered , the lex icon  can  be  chemged, but i f  a  rule— as 
the on e a bove— is general enough , then  it need not b e  “ tinkered w ith ” at all, 
but can  safely app ly  on  the new  lex ica l in form ation .

N ow , the rule as I stated  it a b ove  is actu ally  different from  that in (Z la tev  
1988) in that it does n ot use any d iacritic  characters w hich  have the fu n ction  
o f  “m orphem e bou ndaries” , “ triggers” , “ b lockers”  e tc . T h e  poin t is that such 
characters w ork against th e  persp icu ity  o f  the form alism  and thus against the 
augm entability  o f  the system . F or exam ple in (Z la tev  1988:33) I w rote : “T h e  
operational lex icon  can  be  augm ented  w ith  new  lex ica l stem s w hich  on ly  have 
to  be given the appropria te  con tin u ation  classes (an d  i f  necessary to  use the 
d iacritics in the right p os it ion s )” . It is ju st these “ right p osition s” , w hich  w ou ld  
m ake it so  hard for anyone else than m yself to  d evelop  the system .

3.4 Flexibility

T h e  goa l o f  flexibility  is close  to  that o f  au gm en tab ility  d iscussed above , but 
concerns the ability  o f  change not on ly  for  the sake o f  im provem ent, bu t as a 
value in itself.

T here  £ire different levels o f  flexibility. O n e is the hardw are d im ension : a 
system  should  preferably  be  independent o f  any particu lar typ e  o f  m achine. T h e  
recent “em an cipation ”  o f  the T W O L  com piler  from  the dem an din g  environm ent 
o f  L isp-m achines, i.e. the existence o f  a  com piler  running on  the m ore  pow erful 
m odels o f  A pp le  M^lcintosh (K im m o K oskenn iem i p .c .)  m ay be  con sidered  in 
this respect as a  step  in the right d irection .

A n oth er aspect o f  flex ib ility  is w ith  regard to  softw are: a  system  shou ld  not 
in any m a jor  degree depen d  on  a  particu lar p rogram m ing  language. T h e  fact 
that m odern  program m ing languages have equivalent a bsolu te  expressive pow er, 
i.e. that they axe T uring equivalent, d o e sn ’ t m ean that th ey  are fu n ction a lly  and 
notationally  so  (cf. Sh ieber 1987) and  it is som etim es easy to  fall for  th e  “ p ro­
cedural sedu ction ”  o f  com pu tation a l linguistics th at K ap lan  (1987) discusses, 
e.g . to  depend on  P R O L O G ’S backtrack ing m echanism  o r  on  L isp ’s evaluation  
procedures. T W O L  has been  im plem ented  in P ascal (K oskenn iem i 1983), C om ­
m on L isp  (G a je k  et al 1983), Interlisp-D  (D a lrym ple  et al 1987) and  C  (K im m o
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K oskenniem i p .c .)  w hich  is a  sign that the m odel is m ore  or  less independent 
o f  p rogram m in g  environm ent. B oth  these aspects o f  flex ib ility  call for treating 
hard- and softw are in d ependence  as a  criterion  in itself.

M atters o f  im plem en tation , how ever, are not o f  p rim ary  interest for  us here. 
I w ou ld  actu a lly  w ant to  “ stretch”  the con cep t o f  flex ib ility  o f  an N L P  system  
and interpret is as linguistic flexib ility , o r  in other w ords: the property  o f  al­
low in g  different styles o f  descrip tion . It is here that th e  relevance o f  theoretical 
con siderations is greatest. L et us lo o k  again  at T W O L  in a  little  m ore detail.

A s fam iliar, T W O L  cein p rov ide  m orph olog ica l descrip tions in the style o f  
b o th  o f  the trad ition a l m orph olog ica l m odels “ Item  and A rrangem ent”  ( lA )  and 
“ Item  and P rocess” (IP ). F or exam ple considering rule (3 ) and the exam ples 
in 3 .3 . on e  can  describe  th e  singular and plural form  o f  the B ulgarian lexem e 
‘ h o td o g ’ in the fo llow in g  w ay (assum ing the feature-value form at o f  the lexicon 
presented as an op tion  in (D a lrym p le  et al 1987), though  w ith ou t the facilitating 
dev ice  o f  “ tem plates” ):

(4) hotdo [[semantics: [meaning: ‘hotdog’]]

[syntax: [cat: n]

[continuation: G/Z]]].
LEXICON G/Z

g [[semantics: [num: sg]]

[syntax: [continuation: #]]].

z [syntax :[continuation: /i]].

LEXICON /i

i [[semantics: [mm: pi]]
[syntax: [continuation: #]] .

and a lternatively :

(5) hotdog [[semantics: [meaning: ‘hotdog’]]

[syntax: [cat: n]
[continuation: /I]]].

LEXICON /I

I [[semantics: [num: pi]]
[syntax: [continuation: #]].

W h ile  (4 ) m akes use on ly  o f  the lex icon , (5 ) relies on  the “P alata lization  o f  
V elars” -ru le  as well (p lus a  default m echanism  statin g  that num  recieves the 
value sg, i f  unspecified ).

I f  we have to  com p a re  th e  tw o alternatives, (5 ) seem s to  be  b etter in al­
m ost all respects. It is n o t on ly  m ore  “elegant” , it is shorter, sim pler and as I 
a rgu ed  in the previou s section  this ty p e  o f  descrip tion  is m ore persp icuous and 
m od u lar, thus a  system  based on  it w ou ld  b e  m ore  easily augm ented. From  a 
lingu istic p erspective  (4 ) w ou ld  sim ply describe ‘h o td o g /h o td o z ’ as allom orphs
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in com plem en tary  d istribu tion  w here on ly  the secon d  takes plural w hich  is ob lig ­
a tory  w hile (5 ) w ould  furth erm ore in corp ora te  the process o f  pa la talization  in 
the description  and thus “exp la in ”  the allom orphy.

T his cou ld  possib ly  im p ly  that B ulgarian  m orp h o log y  (and  p ro b a b ly  any 
m orph ology  w ith  m orp h op h on em ic a lternations) is m ore  readily  d escribab le  in 
term s o f  IP  than lA . T h is  is equivalent to  saying that it cou ld  b e  associa ted  
w ith a  “ typ o log ica l param eter”  w hich  determ ines the m ost ap p rop ria te  style o f  
description  (cf. M atthew s 1974:163).

H ow ever, the fa ct that this is an op tion  in T W O L , w hich  also perm its descrip ­
tions o f  ty p e  (4 )— su pposed ly  sufficient for  purely  agglu tinating  languages— is 
an obv iou s advantage in term s o f  flexibility.

So T W O L  can  in pr^lctice fu lly “ m od el”  b o th  IA  and IP. T h e  exten t to  w hich  
this is so  is som etim es overlook ed  becau se o f  the fa ct that all im plem entations 
that I know  o f  have used input such as b o o k  + s , instead o f  b o o k  + PL during 
generation , i.e. neglelected the in form ation  in the lex icon . T h is  shou ld  n ot be 
considered a  disadvantage o f  the m od el itself, since the on ly  reason w hy it h asn ’ t 
been im plem ented is that up  to  now  T W O L  has not been  used for  w ord -form  
p rod u ction  in any larger app lica tion . M orp h olog ica l con d ition s  are furtherm ore 
expressible (and  are expressed all the tim e) in the con tex ts  o f  the rules through  
the di^lcritic signs and “ m orph oph on em es” — ^just as in IP.

W h at abou t “ W ord  and  P arad igm ” (W P )?  T h e  fa ct is that i f  T W O L  w ou ld  
also be  flexible enough  to  perm it descrip tion s o f  ty p e  W P , this w ould  im prove  
the m odel in term s o f  persp icu ity  to  a  con siderab le  extent. I m en tioned  in the 
previous section  that for  the sake o f  the latter, d iacritic  characters are best 
avoided. H ow ever, in elim inating the “ m orph em e b ou n d a ry ” (e .g . + or  - ) ,  I had 
to  specify  that the front vow els the suffixes start w ith  d o  n ot be lon g  to  the stem  
and I d id  that in usual m anner— b y  using u ppercase letters (i.e. I  and  E), w hich  
under the popu lar term in ology  usually g o  as “ m orph oph on em es” . N ow  as for  
exam ple N ym an (1988) poin ts ou t, these are n ot internal to  the m od el in any 
theoretica l aspect, but sim ply express a  convenient w ay o f  en cod in g  m orp h o log ­
ical in form ation  in segm ents (e .g . I  = i  + PL e tc .) and  are necessary becau se 
the tw o-level rules, or  rather the fin ite-state  transducers th ey  are com piled  in, 
operate on ly  on  segm ents.

N ow  look in g  at (5 ) above , we can  furtherm ore see that this in form ation  is 
redundant, since I  is specified  as a  plural suffix in the lex icon  as well. Further­
m ore there m ust b e  an “ord inary i” plural suffix for ad jectives such as “ p la x ” 
(frightfu l), w hich  d o  n ot u ndergo palatalization  in plural form  (p la x /p la x i ) .

A  possible way to  preserve the efficiency that processin g  segm ental represen­
tation  provides, w hile avoid ing  inconsistencies and im provin g  clarity  w ou ld  be  
to  in corpora te  a  W P  elem ent in the T W O L  form alism . T h is  cou ld  p ossib ly  lo o k  
the follow ing way:
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(6) hotdog {[[semeoitics: [meaning: 'hotdog']] 

[syntax: [cat: n]
[continuation: /i]]] 

(paradigm: 'HOTDOG')}.

LEXICON /i
i [[semantics: [num: pi]] 

[syntax: [continuation: # ] ] .

T h e  idea  is that ‘H O T D O G ’ can  be  defined (for exam ple  under the heading 
P A R A D IG M S ) as a  p ro to ty p ica l en try  for a  paradigm  w hich  undergoes an 
a lternation — it need n ot b e  specified  w hich , the in form ation  for  this is contained 
in the rule— in p lu r a l  f o r m . N ow  the sim plest w ay to  im plem ent this w ould be 
som eth ing  like:

(7) TRANSFORM(entry (continuation))

IF (num (continuation)) = p i

O n  th e  o th er  hand the set w hich  th e  palatalization  rule referred to  cou ld  be 
redefined, so  that it says instead:

( 8 )  FrontV = i + p i ,  e + p i .

N ow  i f  these can  b e  com piled  togeth er, then on e should b e  able to  (though  
I haven ’ t figured ou t a  general m echanism  y et) associate the value o f  T R A N S ­
F O R M  w ith  the value o f  respectively  i + p i  and e + p i .  A  trivial w ay to  d o  
this w ou ld  b e  to  express the first after com p ila tion  as I ,  the secon d  as E and 
T R A N S F O R M  w ou ld  then on ly  have to  b e  a  fu n ction  such as U P P E R C A S E . In 
this w ay th e  result w ou ld  b e  the sam e as w ith  “ m orph oph onem es”  but on  a  level 
that m ore  clearly  be lon gs to  th e  “m achinese”  (cf. N ym an  1988) than the present 
form alism . T h e  m a jor  gain  from  such a  strategy  w ou ld  be  that on e w ould not 
have to  w orry  a b o u t using uppercase letters “ in the right position s” , o r  to  assign 
different con tin u ation  classes for  the sam e suffix— as lon g  as on e gives the right 
“ parad igm ” , w hich  seem s in tu itively  a  m uch easier th ing to  d o  and, at the sam e 
tim e, is m ore  lingu istica lly  m otivated .

I f  th is, o r  som e sim ilar m echanism , existed  at least as an op tion  in T W O L  
(w hich  as yet it does n o t), then m ost p rob a b ly  the flex ib ility  o f  the overall system  
w ou ld  b e  increased  in a  w ay w hich  w ou ld  also perm it faster developm ent. T his 
cou ld  b e  d escribed  as a  m atter o f  econ om y, w hich  m ay also be  considered  as a 
g oa l in itself, a lbe it m ain ly  fo r  p ractica l system s.

3.5 Economy

I f  b y  “e co n o m y ”  we m ean th at b o th  the con stru ction  and  the running o f  a  system  
sh ou ld  n ot b e  t o o  expen sive in term s o f  tim e and  w ork then on e cou ld  say that all 
the criteria  I have discussed in  the previous sub-sections, i.e. sufficient generality, 
persp icu ity , m od u larity  e tc . can  be  regarded as relevant. O ne m ay further point 
o u t that for  th e  sake o f  econ om y  is is m uch m ore p ractica l to  have a  system
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that analyses and generates ( i f  b o th  are required, o f  cou rse) w ith  the sam e 
program , than to  use tw o different ones, and  this can  on ly  b e  ach ieved  i f  the 
N L P  fram ew ork is bidirectional.

In this respect, to o , T W O L  “scores a  p o in t” , becau se the fin ite-state  trans­
ducers are actu ally  c o r r e s p o n d e n c e s ,  not transform ations, and it is as easy to  
g o  from  lexical to  surface form , as in the o p p os ite  d irection . O ne draw back  in all 
im plem entations up  to  now , as I m entioned  above , is that the lex icon  has on ly  
been equ ipped  for  recogn ition , bu t this should  b e  am endable.

3.6 Psychologic£j Plausibility

F inally I com e  to  the controversial m atter o f  w hat it m eans for  a  m od el t o  be 
“p sych olog ica lly  plausible” , and since so  m uch has been  w ritten  and  said on  the 
m atter, (e .g . L inell 1979) I will try  to  say as little  as possib le . E xpressed  w ith  
precaution , a  m odel m ay be  regarded as plausible i f  it adheres— on  som e feasible 
level— to  the psych olog ica l ev iden ce we have o f  hum an verbal behaviour.

O bviou sly  psych olog ica l plausibility, as a  goa l for an N L P  system , is quali­
tatively  different from  the o th er goals d iscussed above . F irstly  it con cern s on ly  
system s w hich  exp lic itly  try  to  m odel hum an verbal beh aviou r. A  great m any 
o f  them — op en ly  or  n ot— d o  n ot aspire to  d o  so , b e  it for  p ractica l o r  theoreti­
cal reasons ( “ com p eten ce  m odels” e tc .) . T h en  it seem s that such a  g oa l w ould  
take us back to  the vagueness that o ften  characterises approaches to  th eoretica l 
linguistics and that we in d irectly  tried  to  avoid  b y  settin g  up  all “goa ls” and 
“criteria” up  to  now.

T h is is n ot qu ite so. W h en  I said at the begin n in g  that I was scep tica l to  
such m axim um  goals as exp lan atory  adequ acy  and  psych o log ica l reality in the 
field o f  com pu tation a l linguistics, I tried  to  stress— “ to  begin  w ith ” . T h e  poin t 
o f  laying dow n  alternative goals was rather to  g ive an idea  o f  w hat properties 
form alism s or m odels should  have in ord er to  g o  b eyon d  the lim itation s inherent 
in m ost current com pu tation a l w ork  w ith  natural language. W h en  the N L P  
fram ew orks have been  developed  to  the degree th at it b ecom es m eaningful to  ask 
questions perta in ing m atters such as p lausibility  and  exp la n a tory  adequ acy—  
then o f  course on e shou ld  ask them .

T W O L  seem s to  have been  a breakthrough  for  com p u ta tion a l m orp h ology  
in this respect as well. O n e can still b e  critica l tow ards it— for  exam ple con ­
cerning its stress on  eflBciency while som ew hat neglecting  perspicu ity, but on  
the w hole— as the d iscussion  o f  properties 3 .1 -3 .5  in d irectly  d em on strated— it 
provides reliable ground to  bu ild  on .

P rob a b ly  it has also been  the first com p u ta tion a l m od el o f  m orp h o log y  to  
make an interesting hypothesis abou t hum an processin g  o f  m orp h olog ica l in for­
m ation . T h e  ev iden ce that K oskenniem i (1983) discusses is based on  perform an ce 
errors. It concerns the fa ct that speakers— m ainly  ch ildren  and  aphasics— tend to  
m ake m istakes in that th ey  p rod u ce  w ord -form s o f  m ore  p rod u ctive  in flectional 
patterns instead o f  less p rod u ctive  ones. B u t errors that corresp on d  to  “a u to ­
m atic alternations” , i.e. p h on olog ica lly  m otivated  ones, are extrem ely  rare. So 
if  on e describes on ly  this typ e  o f  a lternations w ith  tw o-level rules, the fo llow in g
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“error m od el”  can  be  stated: “ T h e  perform an ce errors in p rodu cin g  w ord  form s 
are m ostly  fau lty  ch oices in the con stru ction  o f  the lexical level— there are hardly 
any errors in the app lica tion  o f  the tw o-level rules” (K oskenn iem i 1983:132). T h e 
s im p licity  and  directness o f  the tw o-level rules in contrast w ith the interm ediate 
stages and  orderin gs o f  generative p h on o log y  rules m ake it possible to  say that 
the T W O L  fram ew ork  actu ally  p r e d i c t s  this error m od el. In this sense T W O L  
is m ore  plausible than  e.g . generative phonology .

4 Conclusions
In the p reced in g  I have presented in a  som ew hat specu lative w ay a  num ber o f  
goa ls fo r  natural language processin g  system s. T o  m ake this less specu lative I 
have con cen tra ted  on  com p u tation a l m orp h o log y  and m ost o f  all on  on e sin­
gle representative— the tw o-level m odel. T h e  exam ples o f  B ulgarian  m orph ology  
have been  prov id ed  in th e  b e lie f that “ m etath eoretica l”  studies in linguistics can 
n ot b e  carried  on  successfu lly  w ith ou t “ anchorings”  in particular languages. T h e 
ch o ice  o f  B ulgarian  has been  d icta ted  b y  the fact that on ly  there cein I claim  
som e originality.

T h e  goa ls w h ich  I have brou gh t up are o f  course not absolu te, bu t I have held 
th at th ey  p rov id e  a  g o o d  startin g  poin t for  settin g  “standards” in com pu tation a l 
linguistics and m ore  specifica lly— in com p u tation a l m orphology. For each o f  these 
goa ls  I have discussed properties  o f  the fram ew orks that the system s are based 
on , w h ich  are necessary o r  s im ply  desirable for the sake o f  these goals. T h e  
fo llow in g  tab le  show s these on ce  m ore,

G O A L S  o f  N L P  S Y S T E M S  P R O P E R T IE S  o f  N L P  F R A M E W O R K S

SuflScient coverage
EflSciency
A u gm en tab ility

F lex ib ility

E con om y

W eak  com pleteness
R estrictiveness
P ersp icu ity
D eclarativeness
M odu larity
H ard- and  softw are independence 
L in gu istic  flexibility  
B id irection a lity

P sy ch o log ica l p lausib ility  ?

It is th e  goa ls that are th e  m ore  stab le  part. D ifferent system s can  lay stress 
on  som e as op p o se d  to  oth ers bu t still system -goals are less controversial and  less 
co n tra d ictory  to  on e  an oth er. T h e  properties , how ever, can interact in com plex  
w ays an d  som etim es w ork  against som e oth er goa l than the on e  w hich  has called 
for  them  in th e  first p lace. S o  there is n o  exa ct relation  betw een goals and 
p rop erties , bu t rather a  d yn a m ic  process g iv ing  priority  to  som e instead o f  others 
in particu lar cases.

D esp ite  th at, I believe th at these p roperties  can  b e  regarded as guidelines for 
w ork  in th e  field  o f  com p u ta tion a l m orp h o log y  and  p rob a b ly  in com pu tation a l
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linguistics as a  w hole, w hich  is even m ore  im portan t in the absense o f  clear cr ite ­
ria for w hat should  be  con sidered  as psych olog ica l p lausib ility  and  exp lan atory  
adequ acy  in the field o f  th eoretica l linguistics and the n eigbou rin g  disciplines. 
T h e  question  m ark in the table  a b ove  shou ld  sign ify  th at. W h a tev er  its answer, I 
think that on e cou ld  say that it is not “ lingu istic fe licity ” . W h a t is m eant b y  this 
is as controversial as an yth in g  in linguistics now adays. U n le s s , it is equivalent 
to  w hat I have ca lled  (in  3 .4 .) “ linguistic flex ib ility” , i.e. the possib ility  o f  ex ­
pressing language descrip tion s a ccord in g  to  different typ es  o f  th eoretica l m odels. 
H owever, I see this as a  m eans for ach ieving the aim , n ot as the aim  itself.

T h e  w hole poin t o f  w orking in depen den tly  o f  th eory  is on ly  to  return  to  the­
ory, but w ith less sectarianism  and greater insight. O n ly  this w ay will com p u ta ­
tional linguistics con tribu te  to  the u nderstanding o f  w hat a  p sych olog ica lly  p lau ­
sible m odel sh ou ld  be , w hich is a  prerequisite fo r  a p p ro2u:bing a  m o d e l/th e o ry  o f  
natural language that is “p sych olog ica lly  real” . In do in g  so , com p u tation a l lin­
guistics is b ou n d  to  com e closer and  p rob a b ly  m erge w ith  the broader paradigm  
o f  cogn itive  science.
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