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1 . Int roduc ti on

De pendency gra mm ars  have not been in the m a i n s t r e a m  of 
gr am ma rs w h e ther we cons ide r "tradi ti ona l"  gra mm ars  or 
gr ammars used in c o m p u tational linguistics. In recent 
years, however, inter es t in d e p e n d e n c y - o r i e n t e d  grammars 
has grown consid er ab ly . Text book write rs  and res ea rch er s 
even outside the de pendency gramm ar tra dition have laid 
more interest in d ependency relations (cf. e.g. Lyons 1977, 
Ma tt hews 1981, Mill er  1985, Somers 1984)*

Much work in d ependency an aly si s seems to have been done in 
Slav on ic  and Germ an  langu ag es  and Japanese, which are all 
(highly) inf le ctional. Quite re cen tl y res ear ch ers  of 
non- i n f l e c t i o n a l  la nguages have also become inte re ste d in 
depe n d e n c y - o r i e n t e d  models. It is pro bab le  that dep en dency 
an al ys is is su itable for both kinds of languages.
Cu rrently there is active work going on in some sort of 
au to ma tic  de pen dency ana ly sis  or formal m o d elling of 
de pe ndency analysi s at least in C z e c h o s l o v a k i a  (e.g. Sgall, 
ed. 1984), Japan (Muraki & Shunji & Fuk umochi 1985), BRD 
(Hellwig 1 9 8 5 ), GDR (Kunze 1982), Great Brit ai n (Hudson 
1985, Fras er  1985), in the USA (S tarosta 1985), Soviet 
Union (Urutyan & Si monyan 1983)* EC's machin e tra nsl at ion  
project, EUROTRA, uses de pendency relat io ns in its sentence 
analysis (Johnson & King & des Tombe 1985)*

This paper de scr ib es some basic lingui sti ca l 
characteristics of the parser, DADA, that has been 
implemented as a part of a datab as e inter fa ce system for 
writt en  Finni sh  qu eries (Neli mar kk a et al 1983, 1984, 
Lehto la  et al 1985)* The pa rser is gen eral and it is by now 
capable of an alyzing a no ntr ivial subset of Finnish 
clauses. The basic idea of the pars er is to provide 
an alyzed sent en ce s with s y n t a c t i c o - s e m a n t i c  structure. The 
struct ur e that is given to an input clause is a functional 
case-la be led  d e p endency structure. Depen d e n c y  is stated and 
interpr et ed in fun cti on al labels which are then further 
in te rp ret ed usi ng sem an tic  roles. Therefore a supe rf ici al  
semantic r e p r e s entation is given to the ana ly zed  sentence.

The fo ll ow in g set lists salient features of our parser;
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1 ) s trength in g r asping wor d - o r d e r  variati on s of an 
inflectional language. This is due to the dep en dency 
gr ammar and to the i m p l e m e n t a t i o n  that emp loys two-way 
autom at a (cf. Lev el t I9 7 4 ).

2 ) M u l t i d i m e n s i o n a l  analysis: full advanta ge  of the rich
i n f lectional morpho l o g y  of Fin nis h is obtained. Rules of 
gra mm ar  are stated so that morpho l o g i c a l  knowledge as well 
as k n owledge from hi gher strata may appe ar in them.

3 ) Para lle l sy nta ct ic and c ase-semantic ana ly sis  or only 
synt ac ti c an aly si s may be obt ai ned  as one wishes.

4 ) Se mi-strict s e p aration of lin gui st ic  knowledge and 
par si ng  me ch anism. This is due to the hig h-level gra mmar 
de scription language, DPL, in which the gra mm ar is written. 
The gra mm ar and the parse r in their present version have 
some 30 pages of D P L - d e s c r i p t i o n . That makes about 5500 
lines of com pi le d el ementary LISP-code.

5 ) The pars er  is str on gly  da ta-driven. P arsing proceeds 
bo ttom-up and is lex ico n- bas ed . St ructures are built from 
words to larger c o n s t ituents (cf. Winogr ad  1983)»

6) All the time the pars er  has only a few rules that must 
be checked. The only h ypothesis made are those, which come 
with expectations of the current stack. Whe n rules are 
act iv ate d like this, the size of gramm ar  will not affect 
the e f f iciency of the parser.

2. A sketch of the par sin g process

Firs tly  we shall brief ly sketch the overall par sin g 
process. A m o r p h o l o g i c a l  ana ly sis  prece de s the parser. We 
have a m o r p h o l o g i c a l  pr ocessor that analyzes the infle ct ed 
words and gives the basic word forms and inf le ctional 
categ ori es  (cf. J a ppinen et al 1983)* This is, of course, 
a prerequisite for par sin g a high ly  infle ct ed language, 
such as Finnish. The parse r gets m o r p h o l o g i c a l l y  analyzed 
words with their lexical in formation. Lex ica l des cr iptions 
come from the parse r' s own lexicon.

A d i s a m b i g u a t o r  for amb igu ou s m orphological output should 
also exist somewhere. One place for it could be after 
m orphological ana ly sis  (cf. Karls s o n  1985b) or the 
d i s a m b iguation could be done duri ng  the parse. So far we 
have none. For each m o r p h o l o g i c a l l y  amb ig uou s token of a 
word form the pa rser tries to find dependents. This leads 
to mu lt ip le work and possi bl e misparses.
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The DADA parser proceeds w o r d - b y - w o r d  in the input clause. 
The basic met hod  of the pars er  is that it tries to rec og niz e 
possi bl e dep endents for each token of a word cat egory 
moving out from the nearest neighbour. As the parser is 
mo delled with two-way automata, it can recognize 
subordinates both from the left and right context of the 
current input word. For each word cat egory possible 
de pe ndents are descri bed  in autom a t o n  networks.

We may ge ner alize that duri ng  the parse local dependencies 
are sought first: each word cat eg ory gathers dep en dents of
its own type. When each no n-verbal cat egory has finished 
gathering its de pen dents and it is labeled as +Phrase (i.e. 
it go verns > 0 dep en den ts ), it may be mat ch ed to the global 
struc tur e of the clause. In non-el l i p t i c  sentences 
(s entences c ontaining a finite verb) the pars in g is always 
finished when some global de pen de nt (de pendent of the main 
verb) is att ac he d and the wor k i n g  stack is empty.

Word (Cati) 4-

J Rn R n

 ̂ ( (
START -> ?X (WCati) -> X?(Wcati)

■ L> XFin (Wcati) -> New input word is read

F i g . 1 : a simpli fi ed descri p t i o n  of the flow of parsing

Here ?X and X? refer to left and ri gh t-hand states, 
respect iv el y.  START is the initial state that sends the 
analys is  to the proper a u tomaton network. Rn's are 
de pendency relations.

De pendency is stated in two steps: for each word-class a
set of poss ib le  depen den ts  is de termined by funct io n names 
in states. Po ssible orde ri ngs  of depe nd ent  and 
regent are stated in left and rig ht-si de  aut om aton 
descripti o n s .

D ependency relat io ns  are the only rules that are used. A 
d ependency relation co ncerns a pair of words (C, D) which 
have to fullfill the re quirements stated in the rule. Rules 
are written as con dit io ns or co nstraints that have to hold 
betw een  C and D. Sche m a t i c a l l y  rules are stated as follows:
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( (C  = < MorphC SyntCat ConstFeat SyntFeat SemCat SemF^at
Fr am eCat F r a meFeat >

->

((D = < MorphC Synt Ca t Co nstFeat SyntF ea t SemCat SemFeat
Fr am eCat F r a m eFeat >)))

where

MorphC = i n f l e ctional kn owledge
Synt Cat  = synt ac tic  categ or y
Sy nt Fe at = a bundle of sy nta ct ic featu res
Se mCat = name of the sem an tic  class
SemF eat  = a bundle of d i stinctive seman ti c fea tur es  
Cons tF ea t = knowledge that is figured out duri ng the parse and 

is stated in binar y fe atures 
Fram eC at  = frame ca teg or y of the verb 
FraraeFeatc= frame fe atures of the verb 
C = regent ca ndidate 
D = depe nd ent  ca ndi da te

Feat ur es  and ca teg ories can be wr itten in dis junctive and 
co njunctive sta tem en ts to form rules of grammar. When a 
match betwee n C and D su cceeds D is att ac hed  to C and 
labeled with the prope r syntac tic  fun ction label and 
(possibly) with se mantic case role label.

Our kind of descr i p t i o n  is rather far from the Hays i a n  
cl as sical d ependency notation. Whe rea s Hays descr ib es order 
and re st ri ctions in the same fo rmula (Hays 1964), we have 
differ en t d e s c r iptions for each. E s p ecially the word order 
re st rictions are curr ent ly  de scribed rather clumsily. 
Po ss ib le word orders are blurred into paths of the 
a u tomaton network. As a ling ui sti c d e s c r i p t i o n  this is not 
sa tisfying and a new way for d escribing the word order 
should be found. The second majo r proble m is that lexical 
knowle dg e is stated in two places. At pre sent a u tomaton 
d e s criptions work as a kind of val enc y lexicons which give 
the poss ible  de pen dents of each w o r d - c a t e g o r y . But it is 
obvious that this inf o r m a t i o n  should be given sep arately in 
the lexicon.

3 . As si gned stru ct ure s

The parser builds labeled d ependency trees which have the 
fo ll owing chara cte ri sti cs :

- the linear order of the surface clause is prese rv ed in the 
trees

- heads and their modifi ers  are attached direc tl y withou t any 
n o n - t erminal symbols
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- de pendency trees have labels of two kinds: syn tactic
fu nc ti on labels and case role labels. Synta ct ic 
functions are the main objects that are created by the 
de pendency relations. Case role labels are further 
i n t e r p r etations of these functi ona l relations.

4 . D ependency

As we know two ele me nts  of a se ntence are dir ec tly  related 
in a de pendency c h a r a c t e r i z a t i o n  if one DEPENDS on 
(conversely, is GO VERNED by) the other. The relationship is 
transitive, ir reflexive and antisymme tr ic.  A depende nc y 
relation is said to hold betw ee n two ele men ts  in 
certa in  cir cum st anc es . One me mber of this relation is 
called the GO VERNOR (or head or regent), the other the 
DEPEND EN T (or modifier) (cf. e.g. Hud son 1930a, 1984,
Mel'cuk 1979, Kunze 1975)•

Two intuit iv e ideas dete rmi ne  the exis ten ce  of a dep en dency 
relati on  bet we en  the gover nor  and the dependent:

i) The go vernor ex pects to find certa in  types of dep en dents 
in its neighb ou rho od . This e x p e ctation is inherent to the 
element that constitutes the governor, and may be a piece 
of di ctionary kncfwledge.

ii) The g o vernor is felt to be mo dified by the depen de nt 
(not vice v e r s a ).

John son  & King & des Tombe (1985) have discu ss ed some basic 
probl em s c o n cerning the d ependency cons tru ct ion . It is 
useful to bri ef ly state their points and consid er  our 
fo rm alism in those respects.

The basic repre s e n t a t i o n a l  p rinciples may be stated 
fo llowingly (cf. also Robin s o n  1970):

i) There is on e-to-one corres p o n d e n c e  bet ween leaves of the 
tree and prim it ive  ele me nts  of the c o n s t ruction 
rep re se nte d by the tree.

ii) There is on e-t o-one cor r e s p o n d e n c e  bet we en non te rminal 
nodes of the tree and constr u c t i o n s  of the text.

iii) La bellings on the nodes express the cat eg ories of 
pr im itive elements, cons tru ct ion s,  and dep endency 
r e l a t i o n s .
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As Jo hnson & King & des Tombe point out, this is elegant 
but e m p i rically wron g and must be augmented. There are two 
classes of pr oblems to the basic r e p r e sentational theory. 
Fi r s t l y  it im plies that no unit can be a memb er  of more 
than one con st ruction. Secon d l y  it implies that 
every unit must be a me mber of at least one c o n struction 
(except the text itself). But this is not the case. In a 
sente nc e like "John tried to swim" "John" is memb er of two 
co nstructions (Hudson calls this m o d i f i e r-sharing) and this 
cannot be re pre sented in a tree form. A c c o r d i n g l y  in the 
sentence "Tom went to Paris and Hanna to Lon don" "went" is 
a go ve rnor for two c o n s t r uctions (h e a d - s h a r i n g ). The 
Eur ot ra  f o rmalism has in troduced a speac ia l noti on of EMPTY 
ELEM ENT S to handl e these ph enomena. These are shadow 
elements of their antece de nt s,  i.e. the elements that 
pa rticipate in more than one co nst ruc ti on.  The empty 
el ements in trees are leaves that do not corres po nd to any thing 
at all in the text (the on e-to-one corres p o n d e n c e  is no longer 
v a l i d ).

There are some furt he r problems. In some c o n structions 
there exist ele me nts  that are not depe nd ent  on any thing in 
the clause. In "Frankly, I do not care a bit" "frankly" 
does not seem to be depend ent  on any word in the clause. For 
these situa tio ns  a no tion of T R A N S C O N S T R U C T I O N A L S  is intr od uce d 
in the E urotra formalism. These are han dl ed in a way that 
makes them as if they were de pen dents in the c o n s truction 
they are related to int ui tiv el y. A special label, 
pseudodep end en cy,  is at tac he d to them.

Such probl em s are of course exi st ent  also in Finnish. 
E s p ecially the p roblem of m o d i f i e r - s h a r i n g  is common in 
rather simple cl auses already. Di fferent kinds of 
infin it ive  c o n s t r uctions are typical exa mp les  of the 
ph en omenon. Cla use s such as "Poika halu aa  a n a lysoida kivia" 
("The boy wants to ana ly ze stones") cannot be pro pe rly  
han dl ed  in our par se r at present. Some new meth od s for 
h a ndling these phenomena should be added eith er to the 
parser  or at least in post par ser  analy si s of sentences.
At present the c o n s t r uctions of the pars er are based only 
on the nai ve ly elegant on e-to-one corres p o n d e n c e  principle.
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