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Abstract 

Neural machine translation (NMT) was 

shown to produce more fluent output than 

phrase-based statistical (PBMT) and rule-

based machine translation (RBMT). How-

ever, improved fluency makes it more diffi-

cult for post editors to identify and correct 

adequacy errors, because unlike RBMT and 

SMT, in NMT adequacy errors are fre-

quently not anticipated by fluency errors. 

Omissions and additions of content in oth-

erwise flawlessly fluent NMT output are 

the most prominent types of such adequacy 

errors, which can only be detected with ref-

erence to source texts. This contribution ex-

plores the degree of semantic similarity be-

tween source texts, NMT output and post 

edited output. In this way, computational 

semantic similarity scores (cosine similar-

ity) are related to human quality judgments. 

The analyses are based on publicly availa-

ble NMT post editing data annotated for er-

rors in three language pairs (EN-DE, EN-

LV, EN-HR) with the Multidimensional 

Quality Metrics (MQM). Methodologi-

cally, this contribution tests whether cross-

language aligned word embeddings as the 

sole source of semantic information mirrors 

human error annotation. 

1 Introduction 

The most recent advances in artificial intelligence 

have brought substantial improvements to ma-

chine translation (MT). Systems based on artificial 

neural networks are able to produce more fluent 

and readable translations than most state-of-the-art 

phrase-based statistical (PBMT) and rule-based 

(RBMT) systems. The significant and highly 

promising advances notwithstanding, neural ma-

chine translation (NMT) still suffers from im-

portant shortcomings. Several lines of research ad-

dress these shortcomings, most notably research 

on post-editing (PE) effort, on the evaluation and 

error annotation of NMT output and on (semi-)au-

tomated approaches to translation quality estima-

tion.  

Numerous studies in various language pairs and 

subject domains (see Section 2) have shown that 

NMT outperforms other types of MT in terms of 

fluency, while at the same time being more prone 

to adequacy errors such as omissions, additions or 

mistranslations. Adequacy errors are problematic 

from the perspective of the integration of NMT into 

translation workflows, because the identification 

and correction of adequacy errors is possible only 

by comparing NMT output to source segments, 

which arguably entails a higher cognitive load for 

post editors. Thus, participants in PE studies re-

ported that NMT errors are more difficult to iden-

tify as compared other types of MT (Castilho et al. 

2017). A phenomenon that is particularly difficult 

to handle for post editors and end users of NMT 

systems are invisible adequacy errors, first and 

foremost omissions in flawlessly fluent output that 

contains no traces of missing content, which means 

that they cannot be identified without the source 

text (van Brussel et al., 2018). 

In view of these difficulties, the evaluation of se-

mantic adequacy in NMT output and PE is indis-

pensable to further advance the development of 

cutting-edge translation technology. Traditionally, 

the evaluation of MT output is performed by hu-

man annotators or post editors, but automated ap-

proaches have gained momentum as well (e.g. 

Moorkens et al., 2018; Specia et al., 2018). Seman-

tic vector space models have become a cornerstone 

of present-day natural language processing (NLP) 

and as such, they play an important role in transla-

tion quality estimation, too. Cross-language em-

beddings trained in an unsupervised fashion (Ar-

tetxe, Labaka and Agirre, 2018; Joulin et al., 2018) 

are one of the most recent developments in distri-
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butional semantics, holding the potential to im-

prove the performance of numerous multilingual 

NLP tasks. 

Against this background, the present paper ex-

plores to what extent cross-language aligned word 

embeddings can be used to inform semantic analy-

sis in NMT output evaluation. More specifically, 

the correspondence between human adequacy 

judgments and automatically generated semantic 

similarity scores is assessed. The main goal is to in-

vestigate whether publicly available, pre-trained 

cross-language embeddings as the sole source of 

semantic information (i.e. used in isolation without 

any other resources or features that capture the se-

mantic relation between source and target seg-

ments) are reliable estimators of translation ade-

quacy. The analyses are performed at the sentence 

level for three language pairs: English-German 

(EN-DE), English-Latvian (EN-LV), and English-

Croatian (EN-HR), using publicly available error-

annotated NMT and PE datasets.  

2 Related Work 

A number of error analysis studies have shown that 

NMT is prone to adequacy errors, i.e. deficiencies 

with regard to the semantic transfer of content from 

the source to the target language. Castilho et al. 

(2017) compared NMT to statistical MT and ob-

served increases in fluency but at the same time 

there were more errors of omission, addition and 

mistranslation. For instance, in NMT omission er-

rors accounted for 37% of all errors found in 100 

Chinese-to-English translation segments from the 

patent domain, thus being the most frequent of 

seven error types, while for PBMT omission errors 

accounted only for 8% of all errors. Similar results 

were observed for four other language pairs in the 

domain of MOOC translations. Van Brussel et al. 

(2018) also observed numerous omission errors 

(13.1% of all adequacy errors) in a comparative 

evaluation of 665 English sentences translated by 

NMT, PBMT and RBMT into Dutch. The majority 

of omissions in NMT (85.5%) were due to missing 

content words, while for PBMT and RBMT these 

ratios were 70.0% and 0.1% respectively. As a con-

sequence, most omission errors in NMT (69%) are 

invisible, i.e. not indicated by flawed fluency, 

whereas in the other two MT types, annotators 

deemed only 23% and 7% of omissions to be invis-

ible without source text comparisons. The study 

concludes that due to their frequency and often in-

visible nature, adequacy errors are a major chal-

lenge to NMT and its users. Finally, Klubička, 

Toral and Sánchez-Cartagena make similar obser-

vations for the EN-HR pair, concluding that “NMT 

tends to sacrifice completeness of translation in or-

der to increase overall fluency” (2018, 209). All 

these reviewed studies employ manual human error 

annotation to assess the quality of MT output. From 

a more technical perspective, Tu et al. (2016) argue 

that NMT’s tendency to produce over- or under-

translation is because conventional systems do not 

maintain a coverage vector. 

A complementary line of research is concerned 

with the automated estimation of MT output qual-

ity at run-time without the use of reference transla-

tions (Specia et al., 2018). Translation quality esti-

mation usually requires (a certain amount) of su-

pervision and thus human-annotated training data. 

Given this interdependence of human and auto-

mated approaches to quality estimation, the present 

contribution sets out to relate automatically gener-

ated semantic similarity scores at the sentence level 

with human error annotation. 

3 Materials and Methods 

3.1 Datasets 

The analyses are based on three publicly available 

datasets that provide fine-grained error annotation 

of NMT output according to the Multidimensional 

Quality Metrics (MQM) framework (Lommel et 

al., 2014). For EN-DE and EN-LV, two datasets de-

veloped within the QT21 project (Specia et al., 

2017) were used, each containing 1800 source sen-

tences paired with the corresponding error-anno-

tated NMT outputs and post-edited versions, 200 of 

which were annotated by two annotators. For EN-

HR, the dataset by Klubička, Toral and Sánchez-

Cartagena (2018) was used; it contains 100 source 

sentences together with error annotations of NMT 

output performed by two evaluators. Instead of 

post-edited target language versions, it contains hu-

man reference translations for 93 out of 100 source 

sentences. 

From the original datasets, the raw text as well 

as error counts per sentence for each error type 

were extracted. Since the EN-HR dataset employs 

a customized, slightly extended version of the 

MQM error typology, the union of both typologies 

was used in this study. The two typologies are de-

scribed in detail in Specia et al. (2017) and 

Klubička, Toral and Sánchez-Cartagena (2018). 
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For each dataset, only the annotations of the first 

evaluator were considered; however, to assess the 

quality of annotation, Cohen’s kappa scores for in-

ter-rater agreement on the annotation of omission 

errors were computed, indicating weak to moderate 

agreement. Summary statistics of the extracted data 

are shown in Table 1. 

 

3.2 Cross-Language Aligned Word Embed-

dings 

All sentences under investigation were represented 

as 300-dimensional word embedding vectors. To 

enable semantic analyses across source and target 

languages, pre-trained cross-language aligned 

fastText1 word embeddings based on Wikipedia 

(Joulin et al., 2018) were used. In addition, for the 

EN-DE pair, custom cross-language aligned 

fastText embeddings we trained by aligning mono-

lingual fastText Wikipedia embeddings2 with the 

help of the VecMap toolkit3 for cross-language 

word embedding mapping (Artetxe, Labaka and 

Agirre, 2018). For the mapping, the supervised 

mode of VecMap was used, based on the 5000-

word EN-DE training dictionary from Artetxe, 

Labaka and Agirre (2018). Since both the pre-

trained and custom embeddings are based on 300-

dimensional fastText embeddings trained on Wik-

ipedia, they are comparable irrespective of differ-

ent mapping algorithms. 

For each sentence in the dataset, the mean of the 

embeddings of each token in the sentence was cal-

culated. The vector representations of the sentences 

in the datasets were built with the flair NLP library4 

implemented in Python (Akbik, Blythe and Voll-

graf, 2018).  

Subsequently, cosine similarity was computed 

between each source sentence and the following 

sentences: 
                                                      
1 https://fasttext.cc/docs/en/aligned-vectors.html 
2 https://fasttext.cc/docs/en/pretrained-vectors.html 
3 https://github.com/artetxem/vecmap 

(1) the corresponding NMT output; 

(2) the corresponding PE target sentence (in the 

case of EN-DE and EN-LV) or the human 

reference translation (for EN-HR); 

(3) a truncated copy of the NMT output, ob-

tained by randomly removing 15% of its to-

kens; 

(4) a truncated copy of the PE/reference transla-

tion sentence, obtained by randomly remov-

ing 15% of its tokens; 

(5) two different sentences from the set of target 

sentences, randomly selected among the re-

maining target sentences in the given lan-

guage (post-edited sentences for DE and LV, 

reference translation for HR); 

(6) two different target language sentences, sam-

pled from completely unrelated text collec-

tions: for DE and HR, sentences were sam-

pled from the Universal Dependencies cor-

pus (Nivre et al, 2016) included in the flair 

library, whereas for Latvian the W2C corpus5 

(Majliš and Žabokrtský, 2012) was taken as 

a source. 

The inclusion of the sentences (3) to (6) was moti-

vated by the need to test whether the combination 

of aligned word embeddings and cosine similarity 

adequately captures cross-linguistic similarity be-

tween sentences of varying degrees of semantic re-

latedness. 

4 Results and Discussion 

4.1 Similarity between Related vs. Unrelated 

Sentences 

The comparison of similarity scores between 

source sentences and their machine-translated or 

post-edited equivalents on the one hand and ran-

domly selected unrelated target sentences on the 

other provides insights into the general validity of 

the tested approach. The assumption is that the sim-

ilarity between sentences in a translation relation – 

no matter whether machine-translated or post-ed-

ited – is higher than between unrelated pairs of 

source and target language sentences. What is 

more, it can be expected that among non-translated 

cross-lingual sentence pairs the similarity is higher 

when data is sampled from the same text collection, 

4 https://github.com/zalandoresearch/flair 
5 https://ufal.mff.cuni.cz/w2c  

Pair N Tok 
Errors 

Kappa 
Tot Flu Acc 

EN-DE 1800 18.7 1.9 0.7 1.1 0.60 

EN-LV 1800 22.2 1.9 0.9 1.0 0.52 

EN-HR 93 20.5 1.4 0.8 0.4 0.39 

Overall 3693 20.5 1.9 0.80 1.0 - 

Table 1: Summary of datasets. Means are 

given for number of tokens and of total/flu-

ency/adequacy errors per sentence. Cohen’s 

kappa for agreement on omission annotation. 

https://fasttext.cc/docs/en/aligned-vectors.html
https://fasttext.cc/docs/en/pretrained-vectors.html
https://github.com/artetxem/vecmap
https://github.com/zalandoresearch/flair
https://ufal.mff.cuni.cz/w2c


125

 

 

as opposed to data taken from a completely differ-

ent corpus. Indeed, the results in Table 2 confirm 

this assumption, showing that the mean cosine sim-

ilarity scores for translated source-target pairs 

(NMT and PE) are higher than for randomly 

aligned text pairs from the same dataset (MQM1, 

MQM2). The latter, in turn, are more similar to the 

source language sentences than sentence pairs ob-

tained by assigning random sentences from unre-

lated corpora (X1, X2). The results are very similar 

for all three language pairs, suggesting the stability 

of cross-lingual word embeddings. It can also be 

seen that for EN-DE, the pre-trained and custom 

embeddings behave the same way, although the 

VecMap-aligned custom embeddings yield higher 

similarity scores. Both embedding types capture 

the differences between the semantically diverging 

sentences to the same extent. 

4.2 Similarity between Closely-Related Sen-

tences 

To test whether the method is capable of detecting 

minor differences in meaning, NMT and PE out-

puts were juxtaposed with artificially truncated 

copies of these sentences by randomly removing 

15% of tokens from the target sentences, not con-

trolling for parts of speech, which means that punc-

tuation may have been among the removed tokens. 

The truncation procedure is to simulate omissions 

in NMT output by creating semantically closely re-

lated sentences. 

As shown in Table 3, the similarity scores be-

tween full vs. truncated sentences are almost iden-

tical, indicating that the method in isolation is not 

capable of capturing subtle semantic differences. 

Unlike the pre-trained embeddings, the VecMap-

aligned embeddings do capture differences be-

tween full and truncated sentences, but the scores 

differ only marginally. 

As shown in Table 3, the similarity scores be-

tween full vs. truncated sentences are almost iden-

tical, indicating that the method in isolation is not 

capable of capturing subtle semantic differences. 

Unlike the pre-trained embeddings, the VecMap-

aligned embeddings do capture differences be-

tween full and truncated sentences, but the scores 

differ only marginally. 

It would be insightful to test whether truncations 

by more than 15% yield different results, and 

whether the removal of content words has a differ-

ent impact on similarity and adequacy than the re-

moval of function words or punctuation tokens. 

Preliminary exploration suggested that truncations 

by 30% do result in lower similarity scores, albeit 

only to a moderate extent. This might be due to the 

part-of-speech-insensitive nature of the employed 

truncation procedure, as well as to the use of con-

text-insensitive word embeddings, as opposed to 

contextualized embeddings, such as ELMo (Peters 

et al., 2018), BERT (Devlin et al., 2019) or flair 

(Akbik, Blythe and Vollgraf, 2018) embeddings. 

Systematic analyses of the impact of truncation on 

similarity scores are left for future work. 

The (almost) nonexistent differences between 

full and truncated sentences further suggest limita-

tions as to the detection of omissions or additions 

as one of the most relevant types of NMT adequacy 

errors. Table 3 also shows that no tangible differ-

ences between NMT and PE were detected by ei-

ther embedding type. This issue is discussed in 

more detail in the following subsection.  

 Emb NMT PE MQM1 MQM2 X1 X2 

DE pre 0.22 0.22 0.16 0.16 0.07 0.07 

DE cust 0.84 0.84 0.74 0.74 0.61 0.61 

LV pre 0.30 0.31 0.25 0.25 0.17 0.17 

HR pre 0.15 0.14 0.06 0.06 0.04 0.03 

Table 3: Mean cosine similarity between 

source language sentences and the respective 

NMT and PE output, as well as randomly 

chosen target language sentences from the 

same corpus (MQM) and from different cor-

pora (X). For DE, similarity scores were ob-

tained from pre-trained (pre) and custom 

(cust) fastText embeddings. 

 Emb NMT NMT_Short PE PE_Short 

DE pre 0.22 0.22 0.22 0.22 

DE cust 0.84 0.82 0.84 0.82 

LV pre 0.30 0.30 0.31 0.30 

HR pre 0.15 0.14 0.14 0.14 

Table 2: Mean cosine similarity between 

source language sentences and the respective 

NMT and PE output, as well as copies of tar-

get sentences randomly truncated by 15% of 

tokens (NMT_Short, PE_Short). Scores pro-

vided for pre-trained (pre) and custom (cust) 

fastText embeddings. 
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4.3 Correspondence between Cosine Simi-

larity Scores and Human Error Annota-

tion 

Any valid computational metric should mirror hu-

man ratings, irrespective the fact that agreement 

between human raters is not always unanimous, es-

pecially in cognitively and intellectually demand-

ing tasks. In the context of MT evaluation, it can be 

assumed that output containing adequacy errors, as 

assessed by human annotators or post-editors, ex-

hibits lower degrees of semantic similarity accord-

ing to vector space models. However, this observa-

tion was not made in this study. 

Table 4 relates cosine similarity to the presence 

or absence of certain errors in NMT output: the first 

group compares machine-translated sentences that, 

according to human annotators, are free of ade-

quacy errors (the left column of each block, desig-

nated with F for ‘false’) with sentences that contain 

at least one adequacy error (the second column of 

each block, designated with T for ‘true’). The mean 

cosine scores for this group do not reveal any dif-

ferences for NMT sentences that do and do not con-

tain adequacy errors. Similar results were obtained 

for NMT output with and without omission errors 

(second group), for NMT output that does and does 

not contain only adequacy errors (third group), as 

well as for output that does and does not contain 

only fluency errors (fourth group). This lack of ob-

served differences holds for both types of cross-

language aligned embeddings used in the analyses, 

as shown in Table 4. 

It was also tested whether the absence or pres-

ence of other error types and combinations thereof 

(e.g. output that contains mistranslations but no flu-

ency errors) have an influence on cosine similarity 

scores, but no important differences were observed. 

In sum, the results clearly show that when used in 

isolation without any other resources or features, 

aligned cross-language word embeddings are 

hardly helpful to inform cross-linguistic similarity 

judgments in cases of subtle adequacy deviations 

typical of NMT.  

5 Conclusion 

The measurement of cross-linguistic similarity is a 

highly complex problem with relevance not only to 

translation, but also, among other things, to seman-

tic textual similarity (Agirre et al., 2016) or compa-

rable and parallel corpus building (Sharoff, Rapp 

and Zweigenbaum, 2013). Recent advances in em-

beddings-based vector space representations have 

brought significant advances to cross-linguistic se-

mantic problems, which can be useful in the con-

text of translation quality estimation and MT eval-

uation. 

The present study attempted to explore the use-

fulness of cross-language aligned word embed-

dings in isolation, i.e. without further resources or 

features. In doing so, the correspondence of cosine 

similarity scores has been related to human similar-

ity judgments of NMT output and PE. It was ob-

served that cross-language embeddings used in iso-

lation are only able to differentiate between sen-

tences related by translation on the one hand and 

unrelated in-domain and out-of-domain sentences 

on the other, which means that the analysis of sub-

tle adequacy issues frequently observed in NMT, 

such as omissions or additions, requires more elab-

orate approaches. The results from the EN-DE lan-

guage pair suggest that it makes no difference 

whether pre-trained fastText or custom VecMap-

aligned cross-language embeddings are used, be-

cause both types do not capture subtle semantic dif-

ferences. Analogous comparisons for other lan-

guage pairs may yield more insights into the com-

parability of different types of cross-language word 

embeddings. 

The methodology employed in this study could 

be improved in several ways. On the one hand, the 

embeddings in this study were used without any pa-

rameter tuning. On the other hand, contextualized 

word embeddings, such as ELMo (Peters et al., 

2018), BERT (Devlin et al., 2019) or flair (Akbik, 

Blythe and Vollgraf, 2018), which were shown to 

yield state-of-the-art results in several NLP tasks, 

could be used as an alternative to the context-insen-

sitive embeddings used in this study. However, 

  Adq Err Omission Only Adq Only Flu 

 Emb F T F T F T F T 

DE pre 0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22 

DE cust 0.84 0.84 0.84 0.84 0.84 0.83 0.84 0.84 

LV pre 0.30 0.31 0.30 0.31 0.31 0.30 0.30 0.30 

HR cust 0.16 0.14 0.15 0.14 0.15 0.15 0.15 0.14 

Table 4: Mean cosine similarity between source 

language sentences and the respective NMT out-

put, grouped according to the absence and pres-

ence of four error types. Scores shown for pre-

trained (pre) and custom (cust) fastText embed-

dings. 
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since the cross-language alignment of contextual-

ized embeddings is a very recent and therefore still 

relatively unexplored line of research (e.g. Aldar-

maki and Diab, 2019; Schuster et al., 2019), the use 

of contextualized cross-language aligned embed-

dings for the detection of subtle adequacy devia-

tions is left for future work. A further potential im-

provement of the present methodology relates to 

the fact that in this study, sentences were repre-

sented as means of the embeddings of all words in 

the sentences. There are other approaches to com-

pute sentence- or document-level embeddings from 

individual word embeddings (Chen, Ling and Zhu, 

2018), and the flair library, for instance, imple-

ments various methods, such as minimum and 

maximum pooling or recurrent neural networks6. 

Similarly, there are alternatives to the traditionally 

used cosine similarity, for instance the word 

mover’s distance (Kusner et al., 2015). 

Given that monolingual embeddings are already 

being successfully employed in translation quality 

estimation (Specia et al., 2018), the unsupervised 

nature of cross-language embeddings may further 

promote this line of research. Yet, its application to 

translation quality estimation and error analysis re-

quires more thorough benchmarking. This also 

means that human evaluation is still to be seen as 

pivotal to research into adequacy errors in NMT. 

Datasets that focus explicitly on omissions and ad-

ditions might become an asset in this regard, since 

the datasets used in the present study are much 

wider in scope. While they do contain useful infor-

mation about adequacy, complementary and more 

focused datasets might contribute to the develop-

ment of new approaches to the automated detection 

of adequacy errors, including the problematic in-

visible omissions and additions. 
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