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Abstract

Neural abstractive document summarization
is commonly approached by models that ex-
hibit a mostly extractive behavior. This be-
havior is facilitated by a copy-attention which
allows models to copy words from a source
document. While models in the mostly ex-
tractive news summarization domain benefit
from this inductive bias, they commonly fail to
paraphrase or compress information from the
source document. Recent advances in transfer-
learning from large pretrained language mod-
els give rise to alternative approaches that do
not rely on copy-attention and instead learn
to generate concise and abstractive summaries.
In this paper, as part of the TL;DR challenge,
we compare the abstractiveness of summaries
from different summarization approaches and
show that transfer-learning can be efficiently
utilized without any changes to the model ar-
chitecture. We demonstrate that the approach
leads to a higher level of abstraction for a simi-
lar performance on the TL;DR challenge tasks,
enabling true natural language compression.

1 Introduction

Abstractive summarization, the challenge of gen-
erating text that captures the content of a longer
document, has been successfully approached by
many recent deep learning systems (e.g., Rush
et al., 2015; Nallapati et al., 2016). However,
the most common testbed for such methods, news
summarization, provides mostly extractive refer-
ence summaries which reuse long phrases from the
source document. This property gave rise to exten-
sions of neural summarization models that extract
text from a source document in addition to gener-
ating new words (Vinyals et al., 2015; Gu et al.,
2016). As a side-effect, many of the abstractive
summarization models have an inductive bias to
almost always extract text from the source docu-
ment verbatim instead of paraphrasing it.

To encourage research on models that can gen-
erate summaries that are not extractive, Völske
et al. (2017) developed the TL;DR corpus which
comprises over three million posts and associated
user-written summaries from reddit. Because of
the social media nature of the dataset, the user-
written summaries copy long sequences from the
source much less frequently than common news
summarization corpora, resulting in a truly ab-
stractive dataset. This dataset offers the oppor-
tunity to investigate the performance of common
summarization models in an abstractive setting.

In this work, which is part of the TL;DR chal-
lenge, we evaluate and analyze a number of com-
mon summarization approaches on both the stan-
dard news summarization corpus CNN-DM and
the TL;DR dataset. We investigate whether the
ability to copy from the source document leads to
the same learned extractive behavior, even when
the target summaries are mostly abstractive. We
additionally evaluate whether neural summariza-
tion models can take advantage of pretrained lan-
guage representation to generate more abstractive
text. To measure the abstractiveness of gener-
ated summaries, we identify a general “abstrac-
tiveness” metric and compare the approaches to
the ground truth data for both datasets.

Our results demonstrate that the ability to copy
leads to improvements in terms of automated per-
formance evaluation even on the TL;DR dataset,
even though it leads to a significantly lower level
of abstractiveness. Furthermore, we find that all
models without pretraining exhibit a significantly
higher level of extractiveness than the reference
summaries, while language model pretraining al-
lows for more abstractive behavior. Overall, these
results suggest that standard summarization ap-
proaches learn an easier extractive shortcut than
true natural language compression, and that this
phenomena occurs even in highly abstractive data.
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2 Problem and Related Work

Throughout this study, we consider the supervised
summarization problem, which aims to compress
a source document of tokens x1, . . . , xm of length
m. The aligned summary y1, . . . , yn has a length
n� m, and aims to convey a compressed version
of the source document.

Sequence-to-sequence models (S2S, Sutskever
et al., 2014) are the de-facto standard for neural
abstractive summarization (Rush et al., 2015; Nal-
lapati et al., 2016). The development of models
that incorporate a copy-attention mechanism for
models to copy word from source documents, has
further improved the performance (Gu et al., 2016;
Vinyals et al., 2015; See et al., 2017).

However, most summarization tasks use data
from news domains which have mostly extractive
summaries. Among others, See et al. (2017) and
Gehrmann et al. (2018) found that models learn to
replicate this latent extraction behavior, and that
the resulting summaries of copy-attention based
models are over 95% extractive. To address this
issue, related approaches have used reinforcement
learning objectives to prevent the model from re-
using longer phrases from the input and to be more
concise (Paulus et al., 2017; Chen and Bansal,
2018; Li et al., 2018). However, these methods
often suffer from ungrammatical output or much
slower training while also requiring task-specific
loss functions. To avoid this problem, Kim et al.
(2018) and Völske et al. (2017) created reddit-
based corpora with more abstractive target sum-
maries that enable the evaluation of supervised
models instead.

Since the generation of abstractive summaries
requires a powerful representation of language,
we investigate the use of transfer learning. Large
language models based on the neural Trans-
former architecture (Vaswani et al., 2017) have
shown promising results in language understand-
ing tasks (Houlsby et al., 2019; Devlin et al., 2018;
Chronopoulou et al., 2019), but so far have had
limited success in generation tasks (Zhang et al.,
2019). Most recently, the pseudo-self attention
method for fine-tuning language models to gen-
eration tasks has been introduced which may al-
low the application of transfer-learning to abstrac-
tive summarization (Ziegler et al., 2019). In this
work, we compare this approach to strong base-
lines that rely on minor modifications of the Trans-
former (Gehrmann et al., 2018).

3 Methods

3.1 Models

We consider the following models for neural ab-
stractive summarization. All models are sequence-
to-sequence models with attention (Bahdanau
et al., 2014), but differ in architecture, use of a
copy mechanism, and language model pretraining.

LSTM As a baseline we consider a bidirectional
LSTM encoder and uni-directional LSTM decoder
with attention from Luong et al. (2015).

LSTM+Copy We additionally consider the
same LSTM model equipped with the copy at-
tention mechanism from See et al. (2017). At
each time step the approach reuses the normal
alignment distribution as a distribution over source
words to copy. This copy distribution is com-
bined with the standard target vocabulary distri-
bution from the decoder via a binary switch zt that
is predicted at each time step t.

Transformer(+Copy) For the transformer base-
lines, we replace the LSTM architecture in the
encoder and decoder with transformers (Vaswani
et al., 2017). As in the LSTM case we consider
version with and without the copy mechanism.
Similarly to Gehrmann et al. (2018), we randomly
select one of the attention heads as the source
of the copy distribution and otherwise follow the
same procedure as for the LSTM+Copy.

Transformer+Pretrain Pretrained language
models lead to significant performance im-
provements across a wide range of natural
language understanding tasks (Devlin et al.,
2018). The recently introduced pseudo self
attention method (Ziegler et al., 2019) has also
demonstrated strong performance across different
generation tasks. The pseudo self attention model
follows the same architecture as the original
transformer, with minor modifications to inject
the context information into the decoder while
keeping the structure of the decoder similar to
that of an unconditional language model. Most
importantly, on the decoder side the context-
attention block is removed and the self-attention
block is modified to use the source information
via pseudo self attention. The normal transformer
self-attention computation from Vaswani et al.
(2017) can be written most generally as
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where Y ∈ T ×D is the input and Wk,Wv,Wq ∈
D×D′ are parameters. In comparison, the pseudo
self attention computation is
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]
where X ∈ S × D is the output of the trans-
former encoder representing the source document
and Uk, Uv ∈ D ×D′ are additional parameters.

As in Ziegler et al. (2019), We use the “small”
GPT-2 (Radford et al., 2019) as a pretrained unidi-
rectional transformer-based language model. All
parameters of the decoder, including the input em-
beddings, self-attention weights Wk,Wv,Wq for
each head and layer, feed forward weights, and
layer normalization weights are initialized with
the weights from the pretrained language model.
The rest of the weights, including those that make
up the encoder and the context projections Uk, Uv

for each head and layer are randomly initialized.
The model is then trained end-to-end on the su-
pervised dataset without fixing any parameters.

Compared to a fully randomly initialized model,
the pretrained model has a strong inductive bias
towards abstractive generation. Whereas the de-
coder in a randomly initialized model can learn
a generative procedure that largely extracts se-
quences from the source, the pseudo self attention
decoder is initialized with a decoder that already
generates coherent language. It may thus be easier
for the model to learn to use the source as “inspira-
tion” for the generated text, rather than to learn an
entirely different extractive generative procedure.
Our experiments aim to quantify this intuition.

3.2 Metric

% novel n-grams One metric used in the litera-
ture as a proxy for abstractiveness is the percent of
n-grams in the summary that are not found in the
source document (See et al., 2017). We report this
metric for comparison to previous work.

n-gram abstractiveness While % novel n-
grams approximately captures the correct trend, it
is poorly normalized: consider a source document

The dog runs around. A cat jumps up. The brown
horse stands and the corresponding summary The
dog runs around. The brown horse stands. The
4-gram novelty score would identify 4-grams such
as around. The brown horse as novel, yielding a 4-
gram novelty score of 60% even though the sum-
mary is composed entirely of copied 4-grams (i.e.
a true novelty score should measure 0%). To rem-
edy this, we propose an alternate metric denoted
“n-gram abstractiveness”:

n-gram abstractiveness =

1− # summary words part of n-gram copied
total # summary words

To calculate this, we first generate the set of n-
grams in the source and summary. All words in the
summary which are part of n-grams in the inter-
section of the two sets are counted as “# summary
words part of n-gram copied”. Since this (normal-
ized) quantity gives an indication of the fraction
of the summary that is copied in n-grams from the
source, 1 minus this quantity gives an indication
for the abstractiveness of the summary at the n-
gram level.

4 Experiments

We compare the presented methods on the non-
anonymized CNN-DM dataset (Hermann et al.,
2015) and the TL;DR challenge dataset (Völske
et al., 2017). CNN-DM comprises roughly
290,000 training examples, which are pruned at
a maximum length of 400 words. The corpus is
highly extractive, as only 14.0% of tokens in the
output do not appear in the corresponding input.
Even when we ignore all stopwords, only 17.7%
of tokens are novel.

The TL;DR challenge dataset is composed of
over three million examples, mined from com-
ments across reddit. We apply the same 400
word pruning to the dataset.The corpus exhibits a
much more abstractive behavior, as 53.6% of to-
kens in the target are novel. After excluding stop-
words, this number increases to over 71.4%. That
means that this dataset requires a much better text-
generating model than CNN-DM.

First baseline models trained on the TL;DR data
exhibited a problem that is commonly seen in con-
versational models in that it defaults to the most
simple answer. The simplest answers were a com-
bination of This is not a problem; edit: thank
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CNN-DM TL;DR
Model R1 R2 RL R1 R2 RL

LSTM 30.8 11.8 28.5 16 4 13
LSTM+Copy 39.0 16.8 35.7 20 5 15

Transformer 39.9 17.8 36.6 21 6 16
Transformer+Copy 39.9 17.7 37.1 22 6 17
Transformer+Pretrain 30.5 7.2 28.0 22 5 17

Table 1: The ROUGE results on the CNN-DM test set and the blind TL;DR test set.

you for the gold; and a number of insults. We
thus filtered the dataset by excluding examples in
which the target included the following phrases
in any capitalization and including common mis-
spellings: I don’t know; edit:; good idea; what
I am talking about; worth it; upvote; downvote;
you’ll be fine; source:; and ten different profani-
ties. We further excluded all examples in which
the target was shorter than 25 characters to bias
the model towards longer generated texts. In total,
this procedure excluded 516,000 examples.

Consistent with previous work (Paulus et al.,
2017; See et al., 2017; Gehrmann et al., 2018), we
find that the LSTM baselines are strongly biased
towards short and repetitive summaries. To avoid
this, we apply the inference-time loss functions
suggested by Gehrmann et al. (2018); a coverage
penalty, a length penalty, and a mechanism that
prevents repetition of trigrams. We additionally
set the minimum length for TL;DR to 25 tokens,
which we found to works best on the validation
set1 It is not necessary to apply the same mecha-
nisms to the Transformer-based models. For a bet-
ter comparison, we only set the minimum length
of TL;DR to 25.

5 Automated Evaluation

Table 1 presents the ROUGE scores on the test
set for each model on the two datasets2. For the
LSTM, adding the copy mechanism significantly
improves the performance on both the CNN-DM
and TL;DR datasets across R1, R2, and RL. De-
spite the added inference-time loss functions, the
LSTM models consistently perform worse than

1We note that an increased length of generated summaries
has been found to increase ROUGE scores which make com-
parison to other systems with different length outputs chal-
lenging (Sun et al., 2019).

2The TIRA system (Potthast et al., 2019) used for evalu-
ating the TL;DR task presents scores only with the presented
precision.

the Transformer models. For the Transformer
model, adding the copy mechanism yields a nearly
identical performance on CNN-DM and slightly
improved performance on TL;DR. Thus, even
though the TL;DR dataset is inherently abstrac-
tive, copy-attention still improves or is at least no
worse in terms of empirical performance.

Using the pretrained representations in the form
of pseudo self attention without copy-attention
hurts performance considerably on CNN-DM, but
slightly improves performance on TL;DR. We hy-
pothesize that this effect can be explained by the
abstractiveness of the dataset. Since CNN-DM is
mostly extractive, it benefits from the extractive
approaches. At the same time, the inductive copy-
ing bias has only a minor positive effect on the
ROUGE score of the abstractive TL;DR dataset
and, thus, a more fluent abstractive summary leads
to better performance. Note that here, for the sake
of simplicity, we do not consider the Transformer
with pseudo self attention and a copy mechanism
which was reported to give strong performance in
Ziegler et al. (2019).

6 Analysis

To validate our hypothesis that pretraining leads
to higher abstractiveness, we evaluate the two ab-
stractiveness metrics described in Section 3.2. The
results are presented in Figure 1 for all models
and the ground truth data on both CNN-DM and
TL;DR.

Metric comparison Comparing the overall re-
sults for all datasets and models between the pro-
posed n-gram abstractiveness metric and the %
novel n-gram metric we find that both metrics
present identical trends. The major difference is
that the n-gram abstractiveness accounts for the in-
crease in % novel n-grams as n increases, which
reduces the noise and leads to a more interpretable
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Figure 1: The n-gram abstractiveness and % novel n-gram metrics for increasing n show the gap between standard
abstractive approaches and the human references. For both corpora, our approach closes this gap.

result. The rest of the analysis will thus focus on
the n-gram abstractiveness.

Dataset comparison Comparing the abstrac-
tiveness metrics for the reference data between
the two datasets provides further evidence that
TL;DR is a more abstractive dataset than CNN-
DM. While the 4-gram abstractiveness of CNN-
DM is only 63%, for example, the 4-gram abstrac-
tiveness of TL;DR is 94%. Still, at the higher n-
gram levels CNN-DM becomes more than 80%
abstractive, suggesting that less than 20% of to-
kens are part of very long sequences that were
copied verbatim.

Randomly-initialized models All randomly
initialized models show considerably more ex-
tractive behavior than the reference data, for all
values of n. This trend exists even for the variants
without an explicit copy mechanism and is found
in both datasets. This pattern suggests that models
trained from scratch may exploit an extractive
shortcut which is easier to learn than abstractive
data compression.

The addition of a copy mechanism decreases
the abstractiveness for all pairs studied expect
for the Transformer on CNN-DM. This general
trend aligns with the intuition that an explicit copy
mechanism allows the model to exploit this easier-
to-learn extractive behavior.

Pretraining Compared to the other models, the
pseudo self attention pretraining approach leads to
a much higher level of abstractiveness. This pro-
vides evidence that unlike the randomly initialized
models which learn an extractive shortcut, the pre-
trained model has a strong inductive bias toward
abstractive behavior. It is unclear whether this
is an artifact of the specific pseudo self attention
method or a more general consequence of pretrain-
ing for conditional generation.

7 Conclusion

In this paper we study the summarization perfor-
mance and abstractiveness of summarization mod-
els with and without copy attention and pretrain-
ing. Combining these two sets of evidence, we
find that often the models which perform better
are less abstractive, even when the dataset itself
is highly abstractive. It is thus challenging to at-
tribute value to abstractiveness when a model is
evaluated purely based on its ROUGE score. Our
results suggest that if the goal is solely summariza-
tion performance, perhaps more extractive models
are well suited for this task. Importantly, how-
ever, our study emphasizes that despite the perfor-
mance, we should not be fooled into believing that
state-of-the-art summarization models are learn-
ing true semantic natural language compression.
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