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Abstract

Sanskrit texts in epistemology, metaphysics, and logic (i.e., pramana texts) remain under-
represented in computational work. To begin to remedy this, a 3.5 million-token digi-
tal corpus has been prepared for document- and word-level analysis, and its potential
demonstrated through Latent Dirichlet Allocation (LDA) topic modeling. Attention is
also given to data consistency issues, with special reference to the SARIT corpus.
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2 Introduction

Sanskrit texts concerned with epistemology, metaphysics, and logic (hereafter: pramana texts)
have so far been underrepresented in computational work. Digitized texts are available, but
supervised word-level analysis is lacking, and so corpus-level operations remain mostly limited
to manual plain-text searching.

In response to this, by building on the knowledge-base of the Digital Corpus of Sanskrit
(DCS) (Hellwig, 2010-2019) and looking toward a comparably robust future for pramana studies,
a 3.5 million-token corpus of pramana texts has been prepared for word-level NLP, and its
potential demonstrated through Latent Dirichlet Allocation (LDA) topic modeling. Attention is
also given to data consistency issues, with special reference to the SARIT corpus, and with the
goal of continuing to improve existing text corpora, including ultimately with rich annotation.

3 Overview

The process of building the present corpus for use with LDA topic modeling can be idealized as
the following sequence of nine steps, in three phases:

Phase ‘ Steps

Obtain Data (1) Collect E-Texts, (2) Choose Versions, (3) Extract XML to Plain-Text

Prep for LDA | (4) Create Doc IDs, (5) Clean Content, (6) Resize Docs, (7) Segment Words

Implement LDA (8) Model Topics, (9) Query Topics and Documents

Table 1: Workflow Overview

In reality, Steps 3 through 5 were found to frequently overlap, especially in those cases in-
volving more of the data consistency issues discussed in Section 9.

1See also the earlier FWF project out of which this grew: https://www.istb.univie.ac.at/nyaya/.



| Nyaya-VaiSesika  Tokens (10°) | Bauddha Tokens (10°) | Other Tokens (10°) |
Vatsyayana 45.8 Dharmakirti 64.5 Jaimini 16.5
Prasastapada 11.0 Candrakirti 77.9 Kumarila Bhatta 50.1
Uddyotakara 117.0 Santaraksita 38.8 Sucarita Misra 172.8
Jayanta Bhatta 209.7 Arcata 57.0 Madhva 29.4
Bhasarvajia 165.5 Kamalasila 268.9 Jayatirtha 364.6
Sridhara 95.7 Prajnakaragupta 235.4 ( Yuktidipika) 56.1
Vacaspati Misra 314.8 Karnakagomin 161.5 Mathara 17.8
Udayana 149.9 Durveka Misra 120.1 Patafijali 17.1
Gangesa 34.7 Jhanadrimitra 155.3 Siddhasena 27.1
Pravaduka 29.8 Ratnakirti 48.8 Abhayadeva Suri 374
Vagiévara Bhatta 41.1 Manorathanandin 108.7 Abhinavagupta 45.6
Total 1242.9 Total 1336.9 Total 834.5

Table 2: Corpus Makeup by Well-Represented Authors

4 Obtaining Data

The approximately 70 pramana texts included in the corpus so far — totaling about 3.5 million
tokens — were chosen out of a practical need of the aforementioned Nyayabhasya project to
be able to more effectively cross-reference relevant texts, above all from the voluminous Nyaya-
Vai$esika and Bauddha traditions. A representative sample of authors and their cumulative
token counts in the corpus so far is presented in Table 2.2 Many of the corresponding e-
texts are incomplete, owing to imperfect editing or digitization. In addition, many more such
pramana texts are available not only online (easily over twice as much) but also in private
offline collections. Even more textual material awaits basic digitization. Owing to a lack of
resources, however, virtually no new material could be digitized here, e.g., through OCR and/or
double-keyboarding.

4.1 Collecting Available E-Texts

Among existing digital collections, the open online repositories GRETIL and SARIT emerged
as most relevant for Nyaya- and Bauddha-centric pramana studies.> All work based on data
derived from these sources can therefore be shared without hesitation. In those few cases where
exceptions were made for clearly superior text versions in still-private collections of personal
colleagues, original and cleaned versions of such texts cannot yet be shared in full.

2For more detail on this list, along with nearly all data and tools discussed in this paper, see the associated
GitHub page: https://github.com/tylergneill/pramana-nlp.

3Despite the sophisticated analysis of its other texts, the DCS has few materials directly related to pramana;
all are either complete and of small size (e.g. Vimsatikakarika and -Vrtti) or of large size (e.g. Prasannapada,
Abhidharmakosabhasya, Nyayabhasya, Sarvadarsanasamgraha) and very incomplete (2% or less). Nor do TITUS,
The Sanskrit Library, or Muktabodha have significant materials for this genre.
The “Digital Resources” corpus of the University of Hyderabad (http://sanskrit.uohyd.ac.in/Corpus/) in-
cludes a few such texts (some even sandhi-splitted) but not enough from the Leipzig project “wishlist” to warrant
inclusion in this first round of work; a second round would certainly utilize the digitizations of Vasudeva’s Pada-
parnicika on Bhasarvajiia’s Nyayasara, Cinnambhatta’s Prakasika on Kesavamisra’s Tarkabhasa, Rucidattamisra’s
Prakasa on Gangesa’s Tattvacintamani, and Dharmarajadhvarin’s Tarkacadamani thereon, among others.
Other digital projects of note for pramana studies are: Ono Motoi’s sandhi analysis of Dharmakirti’s works for
KWIC-indexation (now housed on GRETIL and included here); R.E. Emmerick’s indexation database and pro-
grams including bhela.exe (now lost to obsolescence); and Yasuhiro Okazaki’s analyzed index of Uddyotakara’s
Nyayavarttika (not used here; see: http://user.numazu-ct.ac.jp/~nozawa/b/okazaki/readme.htm#n.con).

4For example, Uddyotakara’s Nyayavarttika, Bhattavagiévara’s Nyayasutratatparyadipika, and Pravaduka’s
(a.k.a. Gambhiravamsaja’s) Nyayasutravivarana, provided by Prof. Karin Preisendanz in Vienna, as well as
Ernst Steinkellner’s edition of Dharmakirti’s Pramanaviniscaya 1 & 11, provided by Hiroko Matsuoka in Leipzig.




4.2 Choosing One E-Text Version Per Work

In comparing and selecting from among digital text versions, data quality, both of edition and
digitization, was considered to be of secondary importance relative to two other NLP needs:
quantity of text and clarity of structural markup. Only in a few cases was a uniquely available
version of a text deemed to be of insufficient quality for inclusion in the analysis presented
here.® Occasional exceptions to the one-work-one-file rule were made for base texts quoted in
commentaries (e.g., Kanada’s Vaisesikasutra within Candrananda’s Tika thereon).

4.3 Extracting XML to Plain-Text

As a third, overlapping criterion, special priority was given to the SARIT corpus, nearly half
of which (by file size) consists of pramana texts. Along with these texts’ relatively good data
quality, their hierarchical TEI/XML encoding seemed worth trying to exploit for the current
purpose. As a positive side-effect of this inclusion, an XSLT workflow was developed to ex-
tract the XML to plain-text. For reasons explored below (Section 9.1), multiple transforms
were crafted for each text and then daisy-chained together with Python’s lxml library. During
extraction, rendering of structural elements into machine-readable identifiers was sensitive both
to philological understanding of the texts and to the particular NLP purpose at hand.

5 LDA Topic Modeling as Guiding Use Case

LDA topic modeling, as the special purview of the Nyayabhasya project’s Digital Humanities
specialist Dr. Kontges, was chosen on pragmatic grounds as the best means for stimulating
potentially useful NLP experimentation on the envisioned corpus of pramana texts.

In machine learning, topic models comprise a family of probabilistic generative models for
detecting latent semantic structures (called topics) in a textual corpus. Among these, the rel-
atively recently-developed LDA model,® characterized by its use of sparse Dirichlet priors for
the word-topic and topic-document distributions,” has proven popular for its ability to produce
more readily meaningful, human-interpretable results even with smaller datasets and limited
computational power. Consequently, the literature on it is already quite vast,® and its soft-
ware implementations are increasingly numerous and user-friendly.? In recent years, humanities
scholars working in a variety of modern and historical languages have used LDA to support
their research'? in an ever-expanding variety of ways, from studying societal trends reflected in
newspapers (Nelson, 2011; Block, 2016), to exploring poetic themes and motifs (Rhody, 2012;
Navarro-Colorado, 2018), to direct authorship verification (Savoy, 2013; Seroussi et al., 2014).
For Classical Sanskrit, it has also been used to scrutinize authorship, albeit indirectly, by helping
to control for significance of other parameters.!!

5For example: GRETIL’s versions of Vyasatirtha Raghavendra’s Nyayadipatarkatandava (transcription error-
rate too high), Madhva’s Mahabharatatattvanirnaya (encoding corrupt), and Sakyabuddhi’s Pramanavarttikatika
(diplomatic transcription of a damaged manuscript).

5The original paper is Blei (2003).

"These sparse Dirichlet priors “encode the intuition that documents cover only a small set of topics and that
topics use only a small set of words frequently” (Anouncia and Wiil, 2018, p. 271).

8See, e.g., David Mimno’s annotated bibliography: https://mimno.infosci.cornell.edu/topics.html.

9Used here are open-source tools by Dr. Kontges: (Meleté)ToPan (2018), built on the R libraries Ida and
LDAwis, and Metallo (2018). Other options include Java-based MALLET and various Python machine-learning
packages like gensim.

0This subtle point, that digital humanities methods do not supplant, but support traditional humanities
approaches, is made nicely by David Blei (2012):

Note that the statistical models are meant to help interpret and understand texts; it is still the scholar’s
job to do the actual interpreting and understanding. A model of texts, built with a particular theory
in mind, cannot provide evidence for the theory. (After all, the theory is built into the assumptions of
the model.) Rather, the hope is that the model helps point us to such evidence. Using humanist texts
to do humanist scholarship is the job of a humanist.

"Tow-dimensional topic models (k <= 10) are used by Hellwig (2017) to determine which linguistic features
to exclude from authorship layer analysis.



Most important for the present undertaking in corpus building, however, is the basic data
requirement in LDA for units at two levels: 1) words and 2) documents.

5.1 Data Need #1: Segmented Words

The first of these, words, is here accepted as equivalent to segmented tokens, namely as provided
by the Hellwig-Nehrdich Sanskrit Sandhi and Compound Splitter tool (Hellwig and Nehrdich,
2018), using the provided model pre-trained on the four-million-token DCS corpus.'? Splitted
output from this tool was then modified only slightly, replacing hyphens with space, and these
spaces, along with pre-existing spaces, were in turn used to define tokens for this corpus.'®
For example, kincit, written as such, would be one token, whereas kim tu would be two. Efforts
should be made to standardize tokenization for this corpus in the future. Similarly, the Splitter’s
natural error rate increases if orthography is not standardized, as is the case here.'* Nevertheless,
given the tool’s ease of use, it was seen as preferable, from the humanities perspective, to work
with relatively more familiar, human-interpretable units than to work with, for example, raw
character n-grams for the LDA modeling.'® Moreover, LDA being a statistical method, the
relatively large amount of data involved (namely, several million tokens) helps to improve the
signal-to-noise ratio.

A further possible concern is that this Splitter, as used here, does not perform any sort
of lemmatization or stemming, as have been aimed at by, for example, SanskritTagger or the
reading-focused systems, especially Reader Companion and Samsadhant.'® Thus, arthah, arthau,
arthah, artham, arthan, arthena, etc. remain distinct items here rather than all being abstracted
to a single word, artha. However, whether this is a problem is again an empirical question; such
stemming may itself result in the loss of some useful information, such as collocations of certain
verbs with certain nouns in certain case endings, or genre-specific uses of certain verb tenses.!”
The current Splitter, therefore, provides a sufficient starting point for experimentation.

5.2 Data Need #2: Sized and Coherent Documents

The second requirement for LDA is segmentation of a corpus into properly sized and suitably
coherent documents. Whereas the importance of sizing is generally well-known, the necessity
of document coherence, as with the issue of stemming just addressed, may depend on one’s
specific goals.'® Toward this end, effort was made by Hellwig to “not transgress adhyaya bound-

12Code at https://github.com/0liverHellwig/sanskrit/tree/master/papers/2018emnlp.
Splitting the entire pramana corpus took only a few hours on the average-strength personal computer used here:
a 2017 MacBook Air with a 1.8 GHz Intel Core i5 processor and 8 GB RAM running macOS High Sierra 10.13.6.
For another large-scale demonstration of the Splitter’s power, see Nehrdich’s visualization of quotations within
the GRETIL corpus, based on fasttext vector representations of sequences with a fixed length of six tokens, at
https://github.com/sebastian-nehrdich/gretil-quotations. For a descriptive introduction, see:
http://list.indology.info/pipermail/indology_list.indology.info/2019-February/049348.html.

13This includes the token counts in Table 2 above. The largest pramana text cleaned and splitted so far (but not
yet included in the corpus discussed here) was Somes$vara Bhatta’s Nyayasudha, on Kumarila Bhatta’s Tantra-
varttika, sourced from SARIT. It is roughly half a million words long, i.e., one-third the size of the Mahabharata.

MThe default error rate is summarized on the GitHub page as “~15% on the level of text lines”, meaning that
“about 85% of all lines processed with the model don’t contain wrong Sandhi or compound resolutions.” For more
on the theoretical accuracy limit, as well as on further limitations related to text genres and orthography, see
§5.2 “Model Selection” and §5.3 “Comparison with Baseline Models” in Hellwig and Nehrdich (2018), including

sentence-accuracies for non-standardized Nyayamanjari test sentences, esp. 60.2% for the model “rcN N;gift”.
Other immediate drawbacks of using the pre-trained model include: an input limit of 128 characters at a time
(compensated for with chunking before splitting) and hyphens indifferently outputted for both intra-compound
and inter-word splits (unimportant for LDA).

5Not yet tested is the possibility of using n-grams alongside segmented words in a “bootstrapping” effort; cp.
Dr. Koéntges’ upcoming work on LDA bootstrapping with morphological normalization and translation.

6Respectively: Hellwig (2009), Goyal et al. (2012), and Kulkarni (2009).

7Cp., e.g., the importance of the Spanish preterite form fue in an LDA topic concerned with time in Navarro-
Colorado (2018). Cp. also use of the Sanskrit imperfect in narrative literature in Hellwig (2017, passim).

8For discussion of the importance of size constraints, see Tang et al. (2014), on which the range of words-per-
document adopted here is based. For discussion of optimizing topic concentration by using paragraphs to segment
documents, as opposed to foregoing all such structural markers (including chapter headings) in favor of simple
fixed-length documents for a corpus of 19th-century English novels, see section 6.2 “What is a Document?” in



aries” (2017, p. 145). Here, too, despite the more diverse nature of the $astric corpus, the
challenge of using structural markup was accepted, in part to shed light on encoding issues in
this developing body of material. In practice, this meant first seeking out any and all available
structural markup — whether in the form of section headers, numbering, whitespace (especially
indentation and line breaks), punctuation distinctions like double vs. single dandas, or, in the
case of SARIT, XML element types and attribute values — and operationalizing it with unique,
machine-readable conventions in plain-text. In addition to basic sections, higher-level groupings
thereof were also marked (see Section 6 for details).

These preliminary subdivisions of text, or document candidates, could then be automatically
transformed into the final LDA training documents using a two-step resizing algorithm: 1) subdi-
vide document candidates which exceed the maximum length, using punctuation and whitespace
as lower-level indicators to guide where a safe split can occur; and 2) combine adjacent document
candidates whose length is below the minimum, using the grouping markup as a higher-level
indicator to guide which boundaries should not be transgressed. The target size range was set
at approximately 50-200 words per document,'® or 300-1000 IAST characters (pre-cleaning),
relying on a conservative average of 7 characters per word.?? Finally, the resulting training
documents each received a unique, machine-readable identifier automatically reformulated from
identifiers manually secured during initial cleaning, so as to facilitate meaningful interpretation
during analysis (see, e.g., Section 8).2!

6 Data Cleaning

The above-described need for maximally useful word- and document-segmentation for LDA
prompted the development of practical encoding standards as well as tools for enforcing these
standards. This cleaning process involved the greatest amount of manual effort, relying heavily
on regular expressions.

Content was standardized to IAST transliteration?? and stored as UTF-8. Orthographic
variation, including “optional sandhis”, has unfortunately not yet been controlled for, which
does result in systematic Splitter errors;?® this should either be standardized in the future or
else the Splitter model should be retrained for orthographic substyles.

Punctuation was standardized in certain respects, especially dashes and whitespace: em-
dash was used only for sentential punctuation; en-dash only for ranges; hyphen only for pre-
existing manual sandhi-splits;?* and underscore only for new manual sandhi-splits in rare cases
of compounds longer than 128 characters (for the sake of the pre-trained Splitter model). Tab
was used only for metrical material; space only for separating words from each other and from
punctuation marks; and newline only for marking the start of new sections.?® In this way, these
special characters could more effectively help guide document- and word-segmentation before

Boyd-Graber et al. (2017, pp. 70-71).

19Cp. the use of sections each containing “approximately 30 $lokas” and thus “an average length of 404 words
(= lexical units)” in Hellwig (2017, p. 154).

20GQuch a proxy is necessary because document resizing occurs before word segmentation in this workflow, since
punctuation is used for the former and removed in the latter. It is also assumed here that use of ITAST instead of,
say, SLP1, with the latter’s theoretically preferable one-phoneme-one-character principle, is not problematic, since
letters are relatively evenly distributed throughout documents, and since LDA treats words as simple strings.

21Cp. use of the Canonical Text Services protocol (http://cite-architecture.org/) by the Open Greek
and Latin Project (https://www.dh.uni-leipzig.de/wo/projects/open-greek-and-latin-project/) for its
identifiers. Here, a pragmatic decision was made to opt for simpler, more familiar title abbreviations for now.

22Transliteration was performed, for reasons of familiarity and also for included meter detection features, with
the author’s own small Python library, available on GitHub at https://github.com/tylergneill/Skrutable.
Other transliteration toolkits, such as that at https://github.com/sanskrit-coders/indic_transliteration,
should work equally well.

23Gee fn. 14 above.

24This occurred mostly in Ono’s Dharmakirti texts, which were in any case mechanically re-sandhified during
pre-processing in order to ensure more uniform Splitter results. These texts may eventually also prove useful for
comparing manual and automatic splitting of pramana material.

ZFor metrical or sitra texts with extensive structural markup, these “sections” could be verse-halves or smaller.



ultimately being filtered out in final preprocessing.

Finally, brackets were also allocated structural markup functions: square brackets were used
only for identifying the beginnings of document candidates; curly brackets only for marking
higher-level groupings of document candidates; angle brackets only for tertiary structural in-
formation useful for reading but not needed for the present purpose; and parentheses only for
certain kinds of philological notes, for example on related passages, also not needed here. Other
philological material, especially variant or unclear readings, whether found in-line or in foot-
notes, was either deleted from this corpus or flattened into a single, post-correction text. This
required a surprising amount of tedious and often haphazard manual work, which should become
more avoidable in the future (for more detail, see Section 9.2).

’ Cleaned Text ‘ Note
<iti pratyaksasyanumanatvapariksaprakaranam> End of Previous Prakarana
{avayavipariksaprakaranam} Document Group: New Prakarana
[2.1.33] Document Candidate
(“sadhyatvad avayavini sandehah”) Editorial Markup

karanebhyo dravyantaram utpadyata iti sadhyam etat. | Text Content
kim punar atra sadhyam.

kim avyatireko thavayaviti.
atah “sadhyatvad avayavini sandehah” ity ayuktam. (In-Line Sutra Quotation)
itas ca sadhyatvad avayavini sandeha iti na yuktam ...

Table 3: Example of Cleaned Text for NV_2.1.33

To more efficiently enforce these standards, a two-part validator script was written in Python,
firstly to check for permitted structural patterns as indicated by bracket markup, and secondly to
check for permitted characters and sequences thereof. In case of deviations, the script generated
a verbose alert to assist in manual correction.

To recap: After e-texts had been collected and most useful versions chosen, usable structure
was sought out and highlighted with in-house markup, including during plain-text extraction
from XML where needed. Thereafter, structure and content were laboriously standardized for
all texts with the help of a custom-built validator tool. Beyond this point, final preprocessing
occurred automatically: Extraneous elements were removed, document candidates were resized,
final documents were word-splitted, and the results were reassociated with appropriate identifiers
in a two-column CSV file for use with the topic modeling software.

7 Modeling Topics with LDA and Visualizing Structure

One application of LDA topic modeling of philological interest is direct interpretation of the
automatically discovered topics. This information is contained in the resulting ¢ table describing
the word-topic distributions, and it lends itself well to visualization.

For example, using ToPan (Figure 1) to train an LDA topic model on 67 pramana texts
segmented into words and documents as characterized above and with near-default settings®
resulted in fifty topics, all human-interpretable, of which half are presented here, identified both
by the respective fifteen top words (adjusted for “relevance”)?” and by an interpretive label
based on manual scrutiny of the ¢ table.

264 = 0.02, n = 0.02, and seed = 73, but k = 50 and number of iterations = 1000. Twelve most frequent
function words (indeclinables and pronouns) were also removed as stopwords for training, & la Schofield (2017),
summarized at https://mimno.infosci.cornell.edu/publications.html. In addition, but only after training,
a further eighty-two function words were removed for the sake of more meaningful interpretation of ¢ values.

2T\ = 0.8. See Sievert & Shirley (2014), and note log normalization: A * log(p(w|t)) + (1-A) * log(p(w]t)/p(w)).
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Figure 1: Visualization of Fifty Topics with LDAwis in ToPan.
Left: Marginal word-topic probabilities plotted against 2-D PCA of fifty topics.
Right: Top twenty-five words of Topic 32 (A = 0.8), with topic and corpus frequencies.

’ Topic # ‘ Top Fifteen Words ‘ Interpretive Label
4 karya karana sahakari karyam bija samagri svabhava causation
janana ankura $akti $aktih eka hetu janaka samarthyam
10 prakasa nila prakasah rupa atma rupam grahya atma Bauddha non-dual
jhana grahaka akara samvid prakasate nilam abhasa perception
11 jianam jhana indriya visaya pratyaksam artha jhanasya perceptual
pratyaksa visayam vijianam aksa jam rupa kalpana grahanam | cognitive process
14 vikalpa akara vastu artha akarah bahya vikalpah vasana images and
rupa pratibhasah pratibhasa vikalpasya visayah samanya visaya conceptuality
15 bheda bhedah eka bhedat bhinna abheda bhede abhedah difference
bhedena dharma aneka ekam bhedasya bhedam rupa
16 brahma moksa ananda bhagavat maya $rutih anna Sruti Dvaita
visnu jhana mukti visnuh arthah sada devanam soteriology
17 nigraha paksa sadhana sthanam pratijiia artham sthana Nyaya
para katha uttara artha tattva siddhantah dosa jalpa method
20 abhava abhavah bhava vastu abhavasya bhavah anya rupa affirmation
virodhah vidhi nisedha pratisedha abhavayoh virodha nisedhah and negation
22 duhkha sukha raga duhkham sukham atma tattva dosa Nyaya
dvesa samsara nivrttih avidya pravrtti ragah janma soteriology
23 dravya samyoga guna vibhaga karma karana dvi samyogah Vaisesika
guru akasa dravyam mahat samavayi parimana karanam ontology

Table 4: Philological Interpretation of Ten out of First Twenty-Five LDA Topics.
Based on ¢ values, relevance-adjusted (A = 0.8), excluding eighty-two further stopwords.




’ Topic # ‘ Top Fifteen Words Interpretive Label
26 pramana artha pramanam pravrtti jianam pramanyam prameya pramana
nidcaya kriya niScayah phalam visaya prameyam pramanya pravrttih
27 rupa sparsa prthivi caksuh gandha indriya Sabda rasa sensation
guna pradipa Srotra grahanam tejah $abdah indriyam
29 sat asat karana karanam karyam karya satta asatah Samkhya
cit sarvam utpatti prak satah utpattih sattvam pre-existent effect
32 eka desa avayava avayavi avayavl avayavinah paramanu atoms, parts,
avayavah parimana desah paramanavah antara deSena vrtti anu and wholes
35 phala svarga vidhi phalam karma himsa kamah vidhih Vedic
sadhana putra yaga artha vidheh yajeta codana sacrifice
36 rajata mithya badhaka satya rajatam svapna badhya error
saksi badhah sat Sukti jiana asat bhranti mithyatvam
38 pramanyam veda apta pramanya pramana artha agama apramanyam trustworthy
vakya pramanam purusa dosa vaktr apauruseya svatas speech
39 pafica prakrti vyaktam rajah pradhanam prakrtih avyaktam Samkhya
vikara tamah sattva mahat avyakta sargah vrttih tanmatrani metaphysics
40 smrti purva smrtih anubhava smaranam smarana samskara experience and
smrteh anubhavah kala samskarah anubhuta visaya jianam jhiana recollection
41 karma $arira Sariram iccha 1$varah 1évara prayatna karma
dharma Sarirasya deha adharma phala karmanah cetana bhoga
42 bhavanti visesah dharmah sarve santi hetavah syuh plural
viSesa arthah yesam kecid Sabdah anye tesu bhavah words
43 indriya manah atma manasah Sarira yugapad jnana sukha Nyaya prameyas
visaya artha iccha caksuh jhanam sannikarsa indriyanam related to the self
45 kriya karaka kartr karma karana artha vyapara vyaparah action
dhatu karanam arthah bhavana kriyam karoti kriyayah
47 aham purusa purusah buddhi purusasya atma artham buddhih Samkhya on
arthah atmanah atmanam buddheh prakrtih mama bhokta self and other
48 viSesana viSesya samavayah ghata samavaya bhu sambandha qualification
ghatah visesanam visista adhara sambandhah pata patah guna

Table 5: Further Philological Interpretation of Fifteen out of Remaining Twenty-Five LDA Topics.

8 Using Topics for Information Retrieval

Another computational application of interest to philologists, that of calculating similarity
among portions of text, can to some extent also be approached directly with these same topic
modeling results, namely by vectorizing documents according to their topic distributions and
measuring their distance from each other in topic-space.?® The relevant information for this is
found in the 6 table describing the topic-document distributions.

For example, using Metallo with default settings?® to compare documents according to their
Manhattan distance in topic-space, one can query topics and documents of interest to a particular
research question — here, say, the present author’s own dissertation topic: the ontological whole
(avayavi) in Bhasarvajna’s Nyayabhusana. Manual inspection of the fifty discovered topics
quickly reveals that Topic 32 (see Table 5 above) will likely be relevant. Metallo then easily
generates a list of arbitrarily many documents best exemplifying this topic, or in other words,
documents closest to that particular basis vector in the topic-space (see Table 6). It also allows

28Ideally, topic distribution would be only one among a number of linguistic features used to characterize doc-
uments for information retrieval. The implementation here is therefore mainly for the purpose of demonstration.
PGignificance parameter = 0.1. Note also that by default, all topics are weighted equally.



for direct querying of any desired document, say, NBhiu_104,671%° (beginning of the avayavi
discussion), for arbitrarily many documents closest to it in topic-space, as seen in Figure 2 and
Tables 7 and 8.

’ Rank ‘ Document Identifier ‘ Topic 32 ‘
1 NV_4.2.7 98.8%
2 NVTT 4,2.10.1-4,2.10.272-4,2.11.1 | 98.7%
3 NV_21.3172 98.4%
4 NSV_4.2.7 98.4%
5 NV_2.1.3274 97.2%
6 NV_2.1.3278 95.4%
7 NBh_2.1.36.1-2.1.36.2 95.1%
14 NSV_4.2.8-4.2.9 90.6%
15 NSV_4.2.16 90.3%
20 NSV_4.2.11-4.2.13 88.3%
21 NBh_2.1.36.3 87.9%
22 VVvr_12 87.8%
24 VVr_1472 87.0%
25 VVr 1471 87.0%
26 NBh_4.2.16.1-4.2.16.3 86.6%
27 NBh_2.1.31.3-2.1.31.5 86.4%
35 NVTT 2,1.32.1°7 82.6%
39 NM_9,2.430.325 80.7%
40 VVvr_13 80.6%
43 NBha_106,3 80.0%
46 NVTT 4,2.7.1 79.3%
48 NTD 4.2.7 79.3%
51 NBhu_111,24"1 78.8%
52 NVTT 4225173 78.6%
56 NTD 4.2.10 77.0%
65 PVV_187,0-1.87,1 75.5%
72 PVin_1.38.3 74.2%
75 NK 59.472 74.1%
76 NSu_2.2.66cd.3-2.2.66cd.4 74.0%
81 NTD_ 2.1.39 72.9%
86 NTD 4.2.15 71.5%
91 VNT 80,172 70.5%
94 NBhu_ 104,672 70.1%
97 NM_9,2.430.322 69.8%
100 | YS 3.44.5-3.44.6 69.3%

Table 6: Selected Documents in which Topic 32 is Most Dominant.
Top four only shown for NV, NVTT, NSV, NBh, VVr, NTD. (Sixty-five more not shown.)
All shown for NM, NBhu, PVV, NK, NSu, VNT, YS.

30 As seen here by the “~1” notation marking a document automatically subdivided in resizing, queriable docu-
ments are currently limited to those somewhat artificial ones used in modeling. It is also possible to extrapolate
to new data, but this has not yet been done here.



NBhi_ 104,61
Significant distance set to: 0.1

Important Topics:
Topic32 eka_desda_avayava_asti_avayavi_ayam_atha: 67.91%

Text:
nanu ca asthilasya arthasya grahakam na tu jfidna 3karasya sthaulyam asti iti atas na jiana atmakam
sthilam grahyam iti jianat artha antaram sthilam sutaram na sambhavati tatha hi na tavat ekah avayavi

tatha sati tasya pani adi kampe sarva kampa prapteh akampane va cala acalayoh prthak siddhi prasangat @PVin_1.38.3|
vastra udaka vat ekasya ca avarane sarvasya avarana prasangat abhedat na va kasyacid avaranam iti

avikalam dréyeta avayavasya dvaranam na avayavinah iti abhyupagame api arddha avarane api anavrta

tvat prak iva asya darsana prasangah avayava darsana dvarena avayavi darsanam iti asmin api pakse NBhD 1048

sarvatha avayavinah apratipatti prasangah sarva avayavanam drastum asakyavat katipaya avayava
darsanat avayavi darSane yadvat atra avayava darsane api tathabhitasya eva darsana prasangah rakte ca
ekasmin avayave yadi avayavi raktah tada anya avayava sthah api raktah eva dréyeta no ced tada sarva
avayava rage api avayavi araktah eva upalabhyeta

PVin_1.38.3 Rank: 1

na api sthillah ekah visayah tatha avabhasT pani adi kampe sarvasya kampa prapteh akampane va cala Distance: 20.16

acalayoh prthak siddhi prasangat vastra udaka vat ekasya ca avarane sarvasya avarana prasangah Important Topics:

abhedat na va kasyacid avaranam iti avikalam dréyeta avayavasya avarapam na avayavinah iti ced ardha Topic32 eka_desa_avayava_asti_avayavi_ayam_atha: 74.22%

dvarane api anavrta tvat pragvat asya darsana prasangah avayava dvarena tad darsanat adrsta

avayavasya asya apratipattih iti ced na bheda abh3vena sarvatha apratipatti prasangat sarva avayavanam Topics with significant distance:
ca yugapad drastum asakya tvat sarvada ca asya adarsana prasangah katipaya avayava pratipattau

darsane alpa avayava darsane api tatha sthalasya darsanam syat rakte ca ekasmin ragah araktasya va

gatih avayava rage va avaya vi ripam araktam iti rakta raktam dréyeta tasmat na ekah kascid arthah yah

vijidnam sarTOpayati

Figure 2: Screenshot of Metallo “view” Query on Document NBhu_ 104,6"1

| Rank | PVin | NBh | NBhu | NV |
0 104,671
1 | 1.383
7 104,672
13 4.2.24.3
15 110,12
17 106,3
18 4.2.16.1-4.2.16.3
20 2.1.36.7

25 2.1.31710
26 2.1.33730
27 2.1.3274
28 2.1.33731
30 2.1.36.4
31 4.2.26

34 2.1.3673
35 2.1.33733
36 4.2.2573
37 123,21
41 2.1.3173
42 1.1.14714
43 130,1572
45 2.1.36.3

47 2.1.35.3-2.1.35.4
49 4.1.13

Table 7: Selected Documents Closest to NBhu_ 104,61 in Topic-Space.
Emphasis on: PVin, NBh, NBhu, NV.
Not shown: NM, NSV, NSu, NTD, VVr, NK, NVTT, ATV, PVV.



’ Rank ‘ Document Identifier

Text Preview (Segmented, Unproofread)

0

NBhi_104,671

... jianat artha antaram sthulam sutaram na sambhavati
tatha hi na tavat ekah avayavi tatha sati tasya pani adi kampe
sarva kampa prapteh akampane va cala acalayoh prthak ...

PVin_1.38.3

na api sthulah ekah visayah tatha pani adi kampe
sarvasya kampa prapteh akampane va cala acalayoh
prthak siddhi prasangat vastra udaka vat ...

13

NBh_4.2.24.3

. uktam ca atra sparsavan anuh sparsavatoh anvoh
pratighatat vyavadhayakah na savayava tvat sparsavat tvat ca
vyavadhane sati anu samyogah na asrayam vyapnoti ...

18

NBh_4.2.16.1-4.2.16.3

. niravayava tvam tu paramanoh vibhagaih alpatara
prasangasya yatas na alpiyah tatra avasthanat lostasya khalu
pravibhajyamana avayavasya alpataram alpatamam ...

20

NBh_2.1.36.7

... bhavatah tena vijiiayate yat mahat tat ekam iti anu
amahatsu samuha atiSaya grahanam mahat pratyayah iti ced sah
ayam anusu mahat pratyayah atasmin tat iti pratyayah bhavati ...

NDBhi_ 104,672

vrtti anupapatteh ca avayavi na asti tatha hi gavi
srngam iti laukikam érnge gauh iti alaukikam tatas
yadi avayavini avayavah varttante tada ...

15

NBha_110,12

nanu eka avayava kampane api anya avayavanam akampanat
asti cala acala tvam tena bheda siddhih tatas kim anistam
yadi nama avayavanam cala acala tvena bhedah tatas ...

17

NBhu_106,3

itas ca na asti avayavi buddhya vivecane anupalambhat
na hi ayam tantuh ayam tantuh iti evam buddhya
prthak kriyamanesu avayavesu tad anyah avayavi pratibhati ...

25

NV_2.1.31710

. atha manuse na asmabhih avayavi dravyani kani cit
pratipadyante kim tu tesu eva parama anusu paraspara
pratyasatti upasamgrahena samsthana visesa avasthitesu ...

26

NV_2.1.33730

. na tantavah tantinam avayavah iti viruddhah artha
antara pratyakhyanat ca avayavah avayavi iti etat na syat yat
api idam ucyate ye avayavah avayavinah artha antaram ...

27

NV_2.1.3274

tasmat ekasmin na kartsnah vartate iti na api eka desena vartate na
hi asya karana vyatirekena anye eka de$ah santi sa ayam eka desa
upalabdhau avayavi upalabhyamanah na krtsnah upalabhyate ...

Table 8: Detail on Ten Documents Close to NBhu_104,6"1 in Topic-Space.
In this case, PVin_1.38.3, ranked first, is in fact the direct source of the non-verbatim quotation.

9 Data Consistency Issues

These tentative results, encouraging though they may be, stand to be improved not only through
more sophisticated application of NLP methods, but also through increased attention to data
consistency. Besides systematic tokenization and orthography issues (addressed in Section 5.1)
and unsystematic typographical or even editing errors (not yet prioritized here), three additional
sets of systematic data consistency issues were revealed through the process of preparing this
corpus. These are advanced here as the low-hanging fruit of improving textual data for future
Sanskrit NLP work. The first issue applies at the level of documents and relates to being able
to effectively manipulate these through meaningful identifiers, while the second and third are
concerned with data loss at the level of individual words. In each case, special attention is paid
to the SARIT texts so as to further encourage their use for NLP purposes.




9.1 Structural Markup and Identifiers

The essential structural challenge in such corpus-level computational work is to be able to refer to
every single piece of text in the corpus with a unique and, if at all possible, meaningful identifier,
in order to be able to effectively coordinate retrieval and human use after processing. In the
texts used here, however, structural markup for the purpose of creating such identifiers was often
less than easily available. Sometimes, only physical features of the edition, rather than logical
features of the text, were found to be marked, even when the latter might have been possible (e.g.,
the digitization of Durveka Miéra’s Hetubindutikaloka lacking the structure of the underlying
Hetubindu or Hetubindutika). Sometimes, numerical structural markup was only found mixed in
important section information was marked only with the verbal headers or trailers of the printed
edition rather than with numbers (e.g., Vinitadeva’s Nyayabindutika).

Of course, some markup issues may reflect citation difficulties within the philological field
itself; for example, citation conventions for texts with continuously interwoven prose and metrical
(or aphoristic) material may be more varied than for other texts.3! Similarly, when (or if)
creating paragraphs in such prose texts, editors must often make a substantial interpretive
departure from the available manuscript evidence. Thus, as the philological understanding
of the interrelationships among parts of a given text gradually improves, so too might the
corresponding structural markup in digitized texts also be expected to do so.32

In other cases, however, it seems that basic encoding work has just been left undone, whether
for lack of time or resources, or through a preference for adhering literally to the source edi-
tion, which, for better or worse, allows one to postpone further questions concerning structural
annotation. Looking forward, insofar as these digitizations can receive more attention, and as
more computational projects are attempted with them, the field should continue3? to gradually
move in the direction of the Canonical Text Services protocol. This protocol encourages explicit
and usually numerical reference conventions for the sake of unambiguous citation and automatic
processing, and its implementation has been admirably exemplified in recent years (also with
TEI/XML markup) by the Open Greek and Latin Project (OGL).34

Structural Markup and Identifiers in SARIT

The existing SARIT stylesheet transforms proved difficult to understand and adapt for the
current purposes, and thus it was decided to utilize the situation as an exercise in understanding
the diversity of structures encoded in that corpus. Experimentation quickly revealed that, in
contrast to texts in the OGL corpus, where a single XPath expression in the <TElheader>
explicitly identifies the depth at which textual information will be found, the texts in the SARIT
corpus varied so much in their use of main structural elements — <div>, <p>, <lg>, <quote>,
<q>, etc. — that it was not possible to write and use straightforward XSL transforms that
could apply to multiple files, much less to use the XML library of a given programming language
(e.g. Python or Golang) to easily unmarshall the structure and expose the textual data.?> For
example, while for some texts, logical structure was encoded using only a single level of <div>
elements (e.g., sutra sections in Vatsyayana’s Nyayabhasya), for others, any number of levels
of nested <div>s could be used for the same purpose (e.g., Jhanadrimitra’s Nibandhavali and
Prajnakaragupta’s Pramanavarttikalankara). Meanwhile, still other texts were structured not

31Take, for example, Prajiiakaragupta’s Pramanavarttikalankara. It’s not always clear whether one should
refer to a piece of the prose commentary with the help of a numbered Dharmakirti verse quoted nearby, or with
Prajhakaragupta’s own nearby and numbered verses, or simply with the edition page and line numbers.

32Cp., e.g., Nyayabhiusana topical headers and paragraph divisions by editor Yogindrananda (1968) with those
of S. Yamakami (2002) for the avayavl section at http://www.cc.kyoto-su.ac.jp/~yamakami/synopsis.html.

33For thoughts so far, see, e.g., Ollett (2014).

318ee, e.g., the OGL texts in the Scaife Viewer online reading environment: https://scaife.perseus.org/.

35Cp. such a mass unmarshalling script for OGL texts at https://github.com/Thomask81/TEItoCEX.
Cp. also the simple, two-level, chapter-verse structure of DCS data as exported from the SanskritTagger in XML

form, reflecting top-down, NLP-driven decision making from the very beginning. (A version of the Tagger capable
of performing this export was secured with the kind help of Oliver Hellwig.)



according to logical structure but rather according to physical structure of the edition. For
example, Jayantabhatta’s Nyayamanjari, printed on the top halves of pages in the book, was
therefore encoded as <quote> elements inserted at unpredictable depths, i.e., within <p> or
<q> elements, within the supervening modern Tippani commentary, following page breaks.
This proved especially difficult to understand and deal with from a perspective seeking natural
language. Thus, new transforms had to be individually crafted for each of the fifteen SARIT
texts used. While this does provide temporary access to the plain-text information, suggestions
will be made to modify the SARIT source files so that they adhere to a smaller number of
structural patterns that can be explicitly noted in their respective headers.

9.2 Editorial Markup

Also reflecting a still-developing state of editing and understanding, many digitizations of printed
editions literally reproduce or add editorial markup — especially variant readings, including
additions, deletions, and substitutions of variable length — which can be quite idiosyncratic
and not always thoroughly explained in accompanying digitization metadata. For example, see
the table below, based on Durveka Misra’s Hetubindutikaloka (parenthetical editorial notes turn
out to be reporting on the corresponding text in Arcata):

’ Page ‘ Text (with Editorial Note) ‘ Suggested Change ‘
254 | ... tadutpattav eveti(tpattya veti) vivaksitam | replacement
279 a(nya)tha “nirvikalpakabodhena... insertion
280 anadhigacchann iti (gamcchadi)ti | none?

Table 9: Examples of Inconsistent Editorial Markup

Insofar as it is not possible to automatically flatten such alternatives into a single text, the
flow of natural language will be compromised, and words lost. The straightforward solution is
to anticipate such flattening — either through XML transforms or simple search-and-replace
routines — with consistent use of some unambiguous notation. This does, however, of course
require substantial additional investment of time and expertise. Extensive notes taken during
the corpus cleaning here should hopefully contribute to such improvements for the future.

Editorial Markup in SARIT

The use of <choice> elements in XML is a perfect way to address this situation, yet the SARIT
texts were found to apply this solution only unevenly, leaving many instances of editorial markup
uninterpreted as found in the printed edition. For example, as reported in the metadata of
Karnakagomin’s Pramanavarttikavrttitika, although many round brackets (i.e., parentheses) and
square brackets have been successfully interpreted — as <ref>, <note type=‘correction’>, and
<supplied resp=‘#ed-rs’> — others have simply been left as is: “All other round brackets
(227 occurrences) were encoded as <hi rend=‘brackets’>" and “All other square brackets (19
occurrences) were encoded as <hi rend=‘squarebrackets’>". In other cases (e.g., Vacaspati
Misra’s Tattvavaisarady), these editorial notes were left untouched. Such cases require further
philological scrutiny in order to allow for consistent extraction of natural language.

9.3 Whitespace

In the printed representation of Sanskrit texts, one can distinguish between two basic conven-
tions, or perhaps styles, of using whitespace between words: 1) maximal use of whitespace,
usually associated with Roman transliteration and prioritizing separate phonemes and words,
and 2) conservative use of whitespace, usually associated with Indic scripts and prioritizing
ligatures as found in the underlying manuscript tradition. Each style has its strengths and
weaknesses, e.g., assuming more work on the part of the editor or digitizer and less on the part
of the reader (first style) or vice versa (second style). The point of distinguishing these two



styles, however, is not to advocate for one over the other,36 but rather to distinguish both from
outright spacing errors. That is, it should be trivial for an NLP researcher to quickly filter out
all markup and obtain a clean, consistent representation of either one style or the other.

In practice, however, this was often found not to be the case, suggesting that whitespace
has not yet been conceived of as containing as much information as other character types. To
take but one small example from the digitization of Candrakirti’s Prasannapada (prose section
preceding 27.19):

. samsaraprabandhamupalabhya $asvata matmanam parikalpayamal |

Here, the “conservative” style is found, but with a spurious space. Each such instance represents
the effective loss of one or more words in segmentation. Many of these errors do follow certain
patterns, such that regular expressions can be part of a standardization solution, but there are
limits to what such language-blind methods can detect.?”

Whitespace in SARIT

For its own part, SARIT experiences this same whitespace consistency issue, but it also intro-
duces novel difficulties with its handling of in-line annotations, i.e., XML node() elements placed
within text() elements. For example, consider the following six representative examples in the
digitization of Moksakaragupta’s Tarkabhasa (transliterated, XML elements simplified):

’ Space ‘ Proper ‘ Improper
Left | kumbhakarasya <note n=“45-1”"/>kartrtvam | pratyaksa <note n=“4-1”/>mabhidhiyate
Right -matasrutyai<note n=“1-1"/> tarkabhasa balada<note n=%“5-2"/> bhyupagatam
None | paroksatva<note n=*18-1"/>pratipadanaya -padaih<note n=“41-0"/>karyatvasya

Table 10: Examples of Inconsistent Whitespace in SARIT Texts

It thus becomes impossible to systematically extract the expected result.

Particularly problematic were <lb> (and to a lesser extent <pb>) elements containing the
break=“no” attribute, as these were not infrequently found to occur adjacent to other <lb> or
<pb> elements not possessing this attribute, as well as adjacent to simple whitespace, thereby
rendering the attribute ineffective and compromising word segmentation. A particularly dra-
matic example is found in Jhanasrimitra’s Nibandhavali (complex whitespace simplified):

... parinama<lb break=“no”/> <lb/> <pb n=“257"/> <lb/>paramparaparicayasya ...

In such cases, ensuring proper segmentation necessitates removal of competing elements, which
can then cause problems of its own, e.g., if line number counts are required for constructing
identifiers. On the other hand, this break=“no” attribute was sometimes simply not used when
it should have been. For example, in Santaraksita’s Vadanyayatika (67,4-5; element simplified)
(also observe not one but two whitespaces):

sadadyavisesavi <lb/> saya ...
Fortunately, once identified, fixing such problems is relatively easy with the help of regular
expressions and SARIT’s recommended Git-based workflow, although again, expertise and time

are required. The XSLT workflow described above can also be further modified to help diagnose
such issues and assess how much progress has been made in this direction at any given point.

10 Conclusion

This demonstration of working through a certain subset of Sanskrit pramana texts with LDA
topic modeling has been of a preliminary character. Nevertheless, it provides a valuable window

36From the perspective of NLP, machine-learning-based systems, ever more the rule rather than the exception,
can be made to handle both separately, just as OCR systems can be trained for multiple fonts.

37E.g., a regex built to find a final consonant migrating to the beginning of the next word, as in the example
given, would fail to distinguish between “-m ucyate” and “mucyate”, both valid sequences, depending on context.




onto the state of digitization of a large number of e-texts of ever-increasing importance to the
scholarly community and shows what potential they have for further computational research.
Moreover, issues encountered with LDA and pramana texts in particular should generalize well
to many other NLP methods and Sanskrit subgenres. Until a database of supervised word-
segmentation, such as found in the DCS, is secured also for such specialized texts, perhaps
with the help of a collaborative, online annotation system, the remarks here will hopefully help
interested parties continue to improve digitization workflows in ways that anticipate the kind of
accessible, citable, machine-actionable text — to be processed, for instance, with an unsupervised
segmenter — that will be most needed for a variety of corpus-linguistic and information retrieval
applications in the future.
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