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Abstract

In the last years, we have witnessed an in-
crease in the use of post-editing of ma-
chine translation (PEMT) in the transla-
tion industry. It has been included as part
of the translation workflow because it in-
creases productivity of translators. Cur-
rently, many Language Service Providers
offer PEMT as a service.

For many years now, (closely) related lan-
guages have been post-edited using rule-
based and phrase-based machine transla-
tion (MT) systems because they present
less challenges due to their morphological
and syntactic similarities. Given the recent
popularity of neural MT (NMT), this paper
analyzes the performance of this approach
compared to phrase-based statistical MT
(PBSMT) on in-domain and general do-
main documents. We use standard auto-
matic measures and temporal and technical
effort to assess if NMT yields a real im-
provement when it comes to post-editing
the Spanish-Catalan language pair.

1 Introduction

Machine translation (MT) between (closely) re-
lated languages presents less challenges and has
received less attention than translation between
distant languages because it shows a smaller num-
ber of translation errors. For a long time now, post-
editing of machine translation (PEMT) has been
included as a regular practice for these language
combinations because it increases productivity and
reduces costs (Guerberof, 2009a).

Catalan and Spanish are closely-related lan-
guages derived from Latin. They share many
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morphological, syntactic and semantic similari-
ties. This yields good results for rule-based and
statistical-based systems. These systems are cur-
rently being used for post-editing both general and
in-domain texts in many different companies and
official organizations.

The quality of the MT output is one of the main
elements that determines the post-editing effort.
The higher the MT quality, the more effective post-
editing can be. However, automatic metrics gen-
erally used to assess the quality of MT do not
always correlate to the required post-editing ef-
fort (Koponen, 2016). Nor does translators’ per-
ception tend to match PE effort (Koponen, 2012;
Moorkens et al., 2018). Research in this field
has mainly focused on measuring the post-editing
effort related to MT output quality (Guerberof,
2009a; Guerberof, 2009b; Specia, 2011; Spe-
cia, 2010), productivity (O’Brien, 2011; Parra Es-
cartin and Arcedillo, 2015; Plitt and Masselot,
2010; Sanchez-Torron and Koehn, 2016), transla-
tor’s usability (Castilho et al., 2014; Moorkens and
O’Brien, 2013) and perceived post-editing effort
(Moorkens et al., 2015).

Regarding post-editing effort, all research uses
the three separated, but inter-related, dimensions
established by Krings (2001): temporal, techni-
cal and cognitive. Temporal effort measures the
time spent post-editing the MT output. Technical
effort makes reference to the insertions and dele-
tions applied by the translator and is usually mea-
sured with keystroke analysis with HTER (Snover
et al., 2006). Cognitive effort relates to the cogni-
tive processes taking place during post-editing and
has been measured by eye-tracking or think-aloud
protocols. Krings (2001) claimed that post-editing
effort could be determined as a combination of all
three dimensions. Even though no current measure
includes them all, cognitive effort correlates with
technical and temporal PE effort (Moorkens et al.,
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2015).

In recent years, neural MT has gained popular-
ity because the results obtained in terms of quality
have been very successful as evidenced in WMT
2016 (Bojar et al., 2016), WMT 2017 (Bojar et al.,
2017), and WMT 2018 (Bojar et al., 2018). These
results have initiated a shift from statistical ma-
chine translation (SMT) to neural machine trans-
lation (NMT) in many translation industry scenar-
ios. Google, for example, which first used rule-
based MT, and then (phrase-based) SMT, has very
recently replaced some of their statistical MT en-
gines by NMT engines (Wu et al., 2016).

As NMT is becoming more popular among lan-
guage service providers and translators, it is essen-
tial to test if it can really improve the post-editing
process compared to phrase-based SMT (PSMT).
Recent research (Bentivogli et al., 2016; Castilho
et al.,, 2017) has shown an improved quality of
NTM for post-editing certain language pairs, such
as German, Greek and Portuguese (Castilho et al.,
2017). But as far as we know, post-editing closely
related languages has been scarcely analyzed be-
fore. We carry out two sets of experiments. The
first experiments compare the post-editing of NMT
and PBSMT output for general news texts from
Spanish into Catalan. The second batch of exper-
iments focus on in-domain formal documents and
study the post-editing of NMT and PBSMT output
for Spanish to Catalan UE documents. The latter
texts tend to have more fixed syntactic structures
than the former, but present a larger use of tech-
nical content and terminology. In both sets of ex-
periments we compare post-editing temporal and
technical effort with automatic metrics. We also
carry out a manual analysis of the machine trans-
lation outputs.

Given the similarities between Spanish and
Catalan, we want to test if NMT improves tem-
poral or technical post-editing effort for these two
languages. This leads us to the main questions that
this paper tries to solve:

e Which MT method (PBSMT or NMT) yields
better results for post-editing Spanish into
Catalan?

e How do post-editing measures correlate with
automatic metrics?

e How does the domain and the formality of the
texts affect the post-editing performance be-
tween Spanish and Catalan?
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2 Related Work

MT systems between related languages have al-
ways been considered less complex. In fact, rule-
based MT and SMT have yielded better results for
these language combinations (Vicic and Kubon,
2015; Kolovratnik et al., 2009). In the last few
years, there has been an increasing attention on
NMT and recent research has tried to analyze if
there is a real improvement in quality, both us-
ing automatic metrics and human evaluation. Ben-
tivogli et al. (2016) write one of the first research
papers comparing how NMT and SMT affect post-
editing. They post-edit NMT and SMT outputs of
English to German translated TED talks to analyze
both results. They conclude that one of the main
strengths of NMT is reodering of the target sen-
tence. In general terms, NMT decreases the post-
editing effort, but degrades faster than SMT with
sentence length.

Wu (2016) compares BLEU (Papineni et al.,
2002) and human scores for machine-translated
wikipedia entries to evaluate the quality of
NMT and SMT. This paper and others (Junczys-
Dowmunt et al., 2016; Isabelle et al., 2017) con-
firm that there is an improvement in the global
quality of the translated output using NMT sys-
tems.

Toral and Sanchez-Cartagena (2017) take the
study by Bentivogli et al. (2016) and increase the
initial scope by adding different language combi-
nations and metrics. Although they conclude that
NMT produces a better quality than previous sys-
tems, the improvement is not always clear for all
language combinations.

Castilho et al. (2017) report on a comparative
study of PBSMT and NMT. It analyzes four lan-
guage pairs and different automatic metrics and
human evaluation methods. In general, NMT pro-
duces better results, although the paper highlights
some strengths and weaknesses. It pays special at-
tention to post-editing and uses the PET interface
(Aziz et al., 2012) to compare educational domain
output from both systems using different metrics.
One of the conclusions is that NMT reduces word
order errors and improves fluency for certain lan-
guage pairs, so that fewer segments require post-
editing. However, the PE effort is not reduced
when working with NMT output.

Koponen et al. (2019) present a comparison of
PE changes performed on NMT, RBMT and SMT
output for the English-Finnish language combina-
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Corpus | Segments Tokens es Tokens ca

DOGC | 6,943,595 | 155,233,465 | 157,000,914

General | 4,163,009 | 93,489,848 | 93,538,673

Table 1: Size of the training corpora

System BLEU | NIST | WER
NMT Marian Admin. 0.845 | 13.055 | 0.1424
PBSMT Moses Admin. 0.896 | 13.458 | 0.0881
Google Translate Admin. | 0.869 | 13.279 | 0.0918
NMT Marian General 0.767 | 12.426 | 0.185
PBSMT Moses General 0.812 | 12.799 | 0.171
Google Translate General | 0.826 | 12.980 | 0,121

Table 2: Automatic evaluation figures

tion. A total of 33 translation students edit in this
English-to-Finnish PE experiment. It outlines the
strategies participants adopt to post-edit the differ-
ent outputs, which contributes to the understanding
of NMT, RBMT and SMT approaches. It also con-
cludes that PE effort is lower for NMT than SMT.

Regarding NMT for related languages, Costa-
Jussa (2017) analyzes automatic metrics and hu-
man scores for NMT and SMT from Spanish into
Catalan. She concludes that NMT quality results
are better both for automatic metrics and human
evaluation for in-domain sets, but PBSMT results
are better for general domain ones. However, as
far as we are concerned, there are no studies an-
alyzing how these MT outputs affect post-editing
for in-domain texts, although there have been other
papers with a more linguistic approach that have
studied the main linguistic issues for NMT be-
tween certain related language pairs (Popovic et
al., 2016).

3 MT systems and training corpora

For our experiments, we have trained two statis-
tical and two neural machine translation systems:
one of each for a general domain and the other for
the Administrative/Legislative domain.

3.1 Corpora

For the general domain we have combined three
corpora: (1) a self-compiled corpus from Spanish-
Catalan bilingual newspapers; (2) the Glob-
alVoices corpus (Tiedemann, 2012) and (3) the
Open Subtitles 2018 corpus (Lison and Tiede-
mann, 2016).

The systems for the Administrative/Legislative
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domain have been trained with the corpus from the
Official Diary of the Catalan Government (Oliver,
2017). The Catalan part of the corpora has been
normalized according to the new orthographic
rules of Catalan. This step has been performed in
an automatic way.

In Table 1 the sizes of the training corpora are
shown. A small part of the corpus (1000 segments)
has been reserved for optimization (statistical) and
validation (neural). Another set (1000 segments)
has been reserved for evaluation. So there are no
common segments in the train, validation and eval-
uation subcorpora.

The corpora have been pre-processed (tok-
enized, truecased and cleaned) with the stan-
dard tools distributed in Moses!. The same pre-
processed corpora have been used for training the
statistical and the neural systems.

3.2 PBSMT system

For the statistical system we have used Moses
(Koehn et al., 2007) and trained a system for each
of the corpora. We have used a language model
of order 5. For the alignment we have used mgiza
with grow-diag-final-and.

3.3 NMT system

For the neural machine translation system we have
used Marian? (Junczys-Dowmunt et al., 2018).
We have trained the systems using an RNN-based
encoder-decoder model with attention mechanism
(s2s), layer normalization, tied embeddings, deep
encoders of depth 4, residual connectors and

"http://www.statmt.org/moses/
“https://marian-nmt.github.io
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Domain System | Mean | Std. Deviation
In-domain (UE) | Marian | 50.89 11.78
Moses | 73.70 29.60

Google | 34.68 10.88

General domain | Marian | 33.71 2.75
Moses | 42.94 13.96

Google | 32.93 12.65

Table 3: Temporal post-editing effort (secs/segment)

Domain System | Mean | Std. Deviation
In-domain (UE) | Marian | 64.55 65.75
Moses | 12.09 10.50

Google 2.23 1.38

General domain | Marian | 37.99 31.91
Moses | 16.43 1.62

Google | 27.34 37.88

Table 4: Technical post-editing effort (keystrokes/segment)

LSTM cells (following the example of the Marian
tutorial®).

4 Automatic evaluation of the MT
systems

The systems have been automatically evaluated us-
ing mteval® to obtain the values for BLEU, NIST
and WER. Table 2 includes the evaluation figures
for all the MT systems used. As a reference, we
also include the metrics for Google Translate® for
the same evaluation sets.

S Experiments

We have carried two sets of experiments to assess
the correlation of MT metrics with the post-editing
time and technical effort. The participants were
students in their last year of the Degree in Trans-
lation and Language Sciences. They post-edited
during a PE task organized as part of a course on
Localization taught by one of the authors. They all
acknowledged a C2 level of both languages. Al-
though students may not be experienced profes-
sionals, the participants have translated into this
specific language combination during their transla-
tion degree program, and have received specific PE
training during the course before carrying out the
PE task. For these reasons, we can consider them
semiprofessionals (Englund Dimitrova, 2005).

3https://marian-nmt.github.io/examples/mtm2017/complex/
*https://github.com/odashi/mteval
>Translations were performed on April 9th, 2019
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In the first experiment, 12 participants post-
edited a short text (441 words, 14 segments) from
Spanish into Catalan translated with our in-domain
PBSMT Moses, our in-domain NMT Marian and
NMT Google Translate systems. The text was a
passage from a UE document, which presented
more fixed syntactic structures, but larger techni-
cal content. They had to carry the task using PET
(Aziz et al., 2012), a computer-assisted translation
tool that supports post-editing. It logs both post-
editing time and edits (keystrokes, insertions and
deletions, that is, technical effort). As it was a
short text, they were asked to post-edit it without
any pauses. The main characteristics of the post-
editing tool were also explained before beginning
the task.

In the second experiment, the same 12 par-
ticipants post-edited a general domain short text
(379 words, 17 segments) from Spanish into Cata-
lan translated with our general purpose PBSMT
Moses, our NMT Marian and NMT Google Trans-
late systems. The text was a fragment from a piece
of news appeared in the newspaper El Pais on April
4th, 2019. They post-edited the text with the same
tool and conditions as in the first experiment.

In order to avoid bias, participants never post-
edited the same text twice. We divided the 12 post-
editors into groups of 4 people. All the members
of each group post-edited the in-domain text trans-
lated with an MT system. They also post-edited
the general text output for the same MT system.
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Domain System | Mean | Std. Deviation
In-domain (UE) | Marian | 42.85 0.71
Moses | 53.57 1.50
Google | 85.71 1.32
General domain | Marian | 20.59 1.12
Moses | 20.58 1.12
Google | 39.70 0.83

Table 5: Percentage of unmodified segments

6 Results

6.1 Automatic measures

To assess the quality of the MT systems, we in-
cluded some of the most commonly used auto-
matic evaluation metrics. The BLEU metric (Pa-
pineni et al., 2002) and the closely related NIST
(Doddington, 2002) are based on n-gram. The
word error rate (WER), which is based on the Lev-
enshtein distance (1966), calculates the minimum
number of substitutions, deletions and insertions
that have to be performed to convert the gener-
ated text into the reference text. For all the mea-
surements, our NMT Marian system had the worst
rates (see Table 2). However, our PBSMT Moses
model had 0.027 BLEU points more than Google
Translate for in-domain texts. In the general do-
main, Google Translate was better rated. That is
why we decided to include Google Translate as
part of the post-editing tasks.

6.2 Post-editing time and effort

For the in-domain (Administrative/Legislative)
post-editing task, our NMT Marian model was the
one that took longer post-editing technical effort,
although Moses was the one that took longer post-
editing temporal effort. This correlates to the worst
results in the automatic metrics. In fact, as we can
see in the manual evaluation (see example 2, Table
6), errors include adding elements that were not
found in the source segment.

Our Moses system had 0.027 BLEU points more
than Google Translate in the automatic evaluation.
However, post-editors spent less time post-editing
the Google Translate output (see Table 3). Re-
garding the technical effort, Google Translate has
a very low rate, which is statistically significant,
and correlates to the number of unmodified seg-
ments (see Table 5). This correlates to the results
obtained by Shterionov et al. (2018), where the au-
tomatic quality evaluation scores indicated that the
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PBSMT engines performed better, but the human
reviewers showed the opposite result.

For the general post-editing task, automatic met-
rics correlate to temporal but not to technical ef-
fort. The Google Translate output, which showed
a 0.014 increase in BLEU, was translated using far
more keystrokes per segment. However, it should
be noted the high standard deviation in this case,
as in the case of the Marian output.

Another interesting figure is the number of un-
modified segments (see Table 5). In this case
Google Translate results are far better than Moses,
both for in-domain and general domain, which
seems to indicate that NMT produces more fluent
sentences.

6.3 Manual analysis

The goal of the manual analysis is to complement
the information provided by the measures in pre-
vious sections. Following Farrts et al. (2010),
we have used a taxonomy in which errors are re-
ported according to the different linguistic levels
involved: orthographic, morphological, lexical, se-
mantic and syntactic, and according to the specific
cases that can be found in the post-editing tasks
from Spanish into Catalan. Table 6 shows the er-
ror rates for all outputs. Table 7 includes several
translation examples from the three systems for the
general domain test set. In general, examples show
the advantages of the Google Translate neural MT
system compared to PBSMT output, in the follow-
ing terms:

1. There is a better use of prepositions in the
NMT versions. In this case, the Marian out-
put generates the better version (which in-
cludes the pronoun el and the use of el before
the year instead of en).

2. There is a better integrity of meaning in the
Google Translate version. One of the recur-
rent problems of our Marian version was the
addition of extra information or the mistrans-
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Domain System | Ortogr. | Morph. | Lexical | Semantic | Syntactic | Total
In-domain (UE) | Marian 0 0 2 18 0 20
Moses 2 0 2 0 2 6
Google 0 0 0 0 1 1
General domain | Marian 0 0 8 5 3 16
Moses 9 12 2 0 5 28
Google 0 11 1 0 3 15

Table 6: Number of errors according to the linguistic level

1 ES Se presume que Van Gogh lo pidi6 prestado al duefio en 1890 [...]
Marian | Es presumeix que Van Gogh el va demanar prestat al propietari el 1890 [...]
Moses | Es presumeix que Van Gogh ho va demanar prestat el propietari en 1890 [...]
Google | Es presumeix que Van Gogh va demanar prestat a I’amo en 1890 [...]
2 ES Es un Lefaucheux [...] hallado en un prado de la localidad de Auvers-sur-Oise por un campesino
Marian | Es un lladre [...] trobat en un enclavament de la localitat d’arreu del mén
Moses | Es un Lefaucheux [...] trobat en un prat de la localitat basca d’ Auvers-sud-Oise per un pages
Google | Es un Lefaucheux [...] trobat en un prat de la localitat d’ Auvers-sud-Oise per un pages
3 ES En 1888, intentaron trabajar juntos en Arlés, al sur de Francia.
Marian | El 1888, van intentar treballar junts a Espanya, al sud de Franca.
Moses | En 1888, van intentar treballar junts, a Arle. Al sud de Franca
Google | En 1888, van intentar treballar junts a Arles, al sud de Franca.
4 ES De la pistola no volvié a saberse nada hasta 1965 y su antigiiedad esta certificada.
Marian | De la pistola no es va tornar a saber res fins al 1965 i la seva antiguitat esta certificada.
Moses | De la pistola no va tornar a saber res fins 1965. Esta certificada la seva antiguitat i
Google | De la pistola no va tornar a saber res fins a 1965 i la seva antiguitat esta certificada.

Table 7: Translation examples

lations, like in this case. The Moses version
also ads basca (it’s the only time Moses adds
extra information).

3. The Google Translate version is more flu-
ent. Even though the Moses output generally
includes all the source information, it some-
times truncates the sentences.

4. NMT achieves a better syntactic organiza-
tion that produces a more understandable sen-
tence with less mistakes.

7 Discussion

This paper shows a comparison between PBSMT
and NMT for general and in-domain documents
from Spanish into Catalan. Automatic metrics
show better results for PBSMT with in-domain
texts. However, Google Translate NMT system
has a better rate when translating general domain
sentences.

Regarding post-editing, for this study, text
types, and language pair results show an improve-
ment of unmodified segments and temporal effort
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for NMT systems. For the in-domain text, with a
lower BLUE rate, both technical and temporal ef-
fort, as well as the number of unmodified segments
and translation errors, show a clear improvement
of Google Translate. The manual analysis also
confirms that NMT systems tend to solve some of
the usual problems of PBSMT systems when trans-
lating closely related languages. However, as it
is shown in the translation from our NMT Marian
system, a lower quality in NMT systems tends to
produce unreliable translation outputs, which com-
plicate the post-editing process.

We plan to improve our Marian NMT system
using the subword-nmt algorithm (Sennrich et al.,
2015) to minimize the effect of out-of-vocabulary
words.
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