
Robust Document Representations for
Cross-Lingual Information Retrieval in Low-Resource Settings

Mahsa Yarmohammadi1, Xutai Ma2, Sorami Hisamoto3, Muhammad Rahman4,
Yiming Wang5, Hainan Xu6, Daniel Povey7, Philipp Koehn8 and Kevin Duh9

Center for Language and Speech Processing,
Johns Hopkins University, Baltimore, MD, USA

{mahsa1,xutai ma2,sorami3,mahbubur4,yiming.wang5,phi8}@jhu.edu
{hainan.xv6,dpovey7}@gmail.com kevinduh@cs.jhu.edu9

Abstract

The goal of cross-lingual information re-
trieval (CLIR) is to find relevant docu-
ments written in languages different from
that of the query. Robustness to transla-
tion errors is one of the main challenges for
CLIR, especially in low-resource settings
where there is limited training data for
building machine translation (MT) systems
or bilingual dictionaries. If the test col-
lection contains speech documents, addi-
tional errors from automatic speech recog-
nition (ASR) makes translation even more
difficult. We propose a robust document
representation that combines N-best trans-
lations and a novel bag-of-phrases out-
put from various ASR/MT systems. We
perform a comprehensive empirical analy-
sis on three challenging collections; they
consist of Somali, Swahili, and Tagalog
speech/text documents to be retrieved by
English queries. By comparing various
ASR/MT systems with different error pro-
files, our results demonstrate that a richer
document representation can consistently
overcome issues in low translation accu-
racy for CLIR in low-resource settings.

1 Introduction

Cross-lingual Information Retrieval (CLIR) is a
search task where the user’s query is written in a
language different from that of the documents in
the collection. There are some important niche
applications, for example, a local news reporter
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searching foreign-language news-feeds to obtain
different perspectives for her story, or a patent
writer exploring the patents in another country to
understand prior art before submitting her applica-
tion, or an aid worker monitoring the social media
of a disaster-affected area, looking for unmet needs
and new emergencies. In all these scenarios, CLIR
increases the user base by enabling users who are
not proficient in the foreign language to produc-
tively participate as knowledge workers. Even if
the user requires manual translations of the re-
trieved documents to complete her task, CLIR can
at least provide a triage/filtering step.

CLIR performance depends critically on the ac-
curacy of its underlying machine translation or
bilingual dictionary component. Recent advances
in MT suggest that it is now ever more possi-
ble to build CLIR for practical use. In particu-
lar, the availability of large amounts of parallel
text in some language-pairs (e.g. English sen-
tences and their aligned German translations from
European Parliamentary proceedings) had led to
dramatic improvements in MT quality. How-
ever, there are many language-pairs–what we term
”low-resource” settings–where parallel text is lim-
ited and the challenge is to make CLIR robust to
translation errors. Missing words in translation
may lead to degradation in recall, while extrane-
ous words may lead to degradation in precision.

In this work, we focus on the document trans-
lation approach to CLIR, where all foreign doc-
uments in the collection are translated into the
language of the user query prior to indexing and
search. While the use of N-best translations in
CLIR is not a new idea, the contribution of the pa-
per is a comprehensive analysis of how different
kinds of document representations perform under
low-resource settings. We compare whether in-
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dexing the N-best translations from MT leads to
better CLIR than indexing only the 1-best (most-
likely) translation. We also propose a novel bag-
of-phrases document representation and show that
it can be effectively combined with the N-best doc-
ument representations. The idea behind the bag-
of-phrases translation is the fact that less strict syn-
tax is required in a CLIR system, which is of-
ten based on keyword search. The bag-of-phrases
method relaxes the strict language grammar in the
target language when producing translations, and
instead, emphasizes the selection of translation
words.

We perform comprehensive experiments on
three low-resource test collections from the
IARPA MATERIAL project (OpenCLIR Evalua-
tion, 2018), where the documents are in Somali,
Swahili, and Tagalog and the queries are in En-
glish. The inclusion of speech documents (au-
dio files) in this collection means that automatic
speech recognition (ASR) has to be run before
MT, leading to further challenges in translation
accuracy. Our results demonstrate that a rich
document representation containing many transla-
tion hypotheses consistently improves CLIR per-
formance in these low-resource settings.

2 Related Work

The key component in CLIR is translation, to
resolve language gap between documents and
queries. An appropriate approach is query trans-
lation (Oard et al., 2008), where the query is trans-
lated into the desired language based on a dictio-
nary (Pirkola et al., 2001), or parallel corpora (Du-
mais et al., 1996). Query translation often suf-
fers from translation ambiguity due to the limited
amount of context in short queries. Another ap-
proach is document translation (Croft et al., 1991),
which can produce more precise translation due to
having more context. Several studies have com-
pared the query translation and document transla-
tion approaches (Nie, 2010; Dwivedi and Chandra,
2016).

In recent years, deep neural networks have
shown significant results on NLP tasks such as
machine translation (Bahdanau et al., 2014), how-
ever, applying such models to information re-
trieval tasks has had relatively less positive results
(Craswell et al., 2016). The reason is that, first, IR
tasks are fundamentally different from NLP tasks,
and second, the application of neural networks to

IR problems has been under-explored. Recently
some work on CLIR adopt word embedding ap-
proaches to use unlabeled text to learn the repre-
sentations in unsupervised manner, and use them
for document search (Vulić and Moens, 2015;
Litschko et al., 2018; Josifoski et al., 2019). Such
methods allow to learn representations from com-
parable data or independent monolingual data and
alleviate the need for full-fledged machine trans-
lation. However, these methods are mostly useful
when operating at Web scale, such as searching in
Wikipedia articles, is considered. In this study, we
focus on searching on a limited set of given docu-
ments in foreign low-resource language.

3 Task

The goal of the task we focus on this paper is to
develop ASR, MT, and IR methods to most ef-
ficiently respond to queries against multilingual
speech and text data in low-resource languages.
The system will take English queries as input, and
returns retrieved documents relevant to the queries
as output. To resolve language differences in doc-
uments and queries, we focus on the document
translation approach: all source documents in the
foreign low-resource language are translated into
English before search. Since some of the source
documents are speech documents (audio files), we
first run our ASR system on those to convert them
to text before translation.

For each input query, the translated speech and
text documents are searched via standard mono-
lingual information retrieval approaches (e.g.,
BM25), which match words between query and
document. Translation errors will naturally make
this retrieval step more difficult. The retrieved doc-
uments are sorted according to their match scores,
and we evaluate performance by comparing with
the true (human-labeled) relevance ranking using
standard metrics like Mean Averaged Precision
(MAP).

4 Methods

4.1 Index and Search

Our CLIR engine is based on the document trans-
lation approach, where all foreign documents are
translated beforehand and the English is what is
indexed. We use a pre-existing search engine im-
plementation Elasticsearch 1 to index, search, and

1https://www.elastic.co/products/elasticsearch
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Figure 1: N-best+Bag-of-Phrases document representations for CLIR.

rank our translated documents. We use a standard
built-in English analyzer to pre-process the docu-
ment and query text. The analyzer conducts tok-
enization, word stemming, and stop word removal.
We parse input query strings and convert them into
Elasticsearch executable JSON format, then use
those to retrieve search results from the Elastic-
search engine. We use Okapi BM25 (Robertson et
al., 2009) algorithm to score the documents. BM25
is a popular algorithm to rank documents based on
the relevance to a given query. We tuned the BM25
hyper parameters (for term frequency normaliza-
tion and document length normalization), for each
language to get the best CLIR performance. Fi-
nally the document ranking scores for each query
are passed to the evaluation. CLIR performance is
evaluated using the standard Mean Average Preci-
sion (MAP) measure.

4.2 Document Representations

To increase recall of documents and prevent error
propagation from potential ASR or MT errors, we
added multiple hypotheses capability to our CLIR
pipeline. We implemented three types of pipelines,
N-best decoding, bag-of-phrases, and combination
of the two representations.
N-best decoding For speech documents, first,
ASR generates N-best list for each input segment.
Then MT decodes each of the ASR segment tran-
scripts, generating M-best translations. The result

is an N×M list, which is indexed into the IR sys-
tem with equal weighting. We explored two varia-
tions of N-best decoding, first where the full N×M
matrix is included in the document to be indexed.
The second variation is where we sub-sample the
full N×M matrix to its diagonal elements, that is
the best translation of the best ASR output, the sec-
ond best translation of the second best ASR output,
and so on and so forth. We did not notice gains
in the CLIR performance from including the full
matrix in the document as opposed to including
only its diagonals. This shows that the redundancy
of hypotheses in the full matrix is not necessary
for CLIR. For simplicity, we only present results
where N=M. For text documents, MT generates N-
best translations of each sentence.

Bag-of-Phrases For speech documents, first, ASR
generates N-best list for each input segment. Then
we use the phrase-based MT system to generate
all possible phrases whose source side matches the
ASR transcripts. In other words, we output all the
translation options but do not perform a full decod-
ing search with language models. For each input
segment, all of the output phrases are concatenated
together to form the bag-of-phrases for that seg-
ment. For N > 1, bag-of-phrases of all of N-best
lists are considered. These bag-of-phrases are then
indexed into the IR system. The same procedure is
applied to each sentence in text documents.

Combination of N-best decoding and Bag-of-
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Figure 2: Bag-of-phrases (BoP) representation of the Swahili
sentence “Imeandikwa na Mwandishi Wetu”. The phrases in
the boxes are all possible phrases that can be extracted from
the phrase-based decoder.

Phrases Our IR system allows multiple “views”
of the same document. We can index on both
N-best decoding and bag-of-phrases (BoP). The
search function will score documents based on
how well the query matches either of the views.
As shown in Figure 1, foreign text documents are
run through a text MT system to produce N-best
and BoP outputs. Foreign speech documents are
first run through the ASR system to be transcribed
to N-best hypotheses. The hypotheses are then
run through the speech MT system, which is the
same as the text MT system but adapted to inter-
face better with ASR, to produce N-best and BoP
outputs. Finally, N-best and BoP outputs from for-
eign speech and text documents are indexed and
searched in response to English queries and rele-
vant documents are retrieved.

By indexing and searching both N-best and BoP
representations we not only consider the most ac-
curate translations achieved via N-best but also
take advantage of additional lexical variety pro-
vided by BoP. Figure 2 shows all possible phrases
from the phrase-based MT decoder for the ex-
ample input sentence ”Imeandikwa na Mwandishi
Wetu” in Swahili. These phrases, form the BoP
representation of that sentence, and as can be seen,
a variety of translations for different input spans

are produced (e.g., the translations “author”, “re-
porter”, “writer”, and “Journalist” for the Swahili
word “Mwandishi”). The N-best (N=5) transla-
tions of the sentence are all the same sentence “it
has been written by our writer” with different prob-
abilities. Although the N-best output is a descent
translation of the input in this example, it does not
have as much word diversity as we could get from
the BoP translation, thus hurting the retrieval of
documents relevant to the query. For example, the
word “Journalist” that is present in the BoP rep-
resentation does not appear in the top 100 transla-
tions of the N-best representation. Thus, if a query
includes that specific word, the chance of retriev-
ing the document decreases if only the N-best rep-
resentation is searched.

5 Data

5.1 CLIR Data

Given a query the system should detect which doc-
uments out of a set of documents are responsive to
the query. Queries are English word strings that
may contain words from any part of speech. There
are different types of queries such as a lexical
query consisting of a single word (e.g., “ocean”), a
lexical query consisting of a multiple words (e.g.,
“bicycle race”), or conceptual queries that are sub-
ject to semantic expansion (e.g., “expiration+”).
The set of documents includes speech and text doc-
uments from different genres. Table 1 shows the
number of queries and documents we used for test-
ing our CLIR system. Number of text documents
is almost as twice as number of speech documents
in each language.

5.2 ASR and MT Data

To train our ASR systems, we used ”train” and
”tune” data, which are transcribed conversational
audio, as training and development sets. In addi-
tion, we used a large amount of untranscribed au-
dio, the ”unlabaled” set, for semi-supervised train-
ing of the acoustic model, as described in Section
6.1.

# queries
(English)

# documents (Foreign)
speech text total

Somali 442 279 559 838
Swahili 547 266 547 813
Tagalog 537 315 529 844

Table 1: CLIR test collection statistics.
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ASR Length (hours)
train ∼40
tune ∼10
unlabeled ∼250
test ∼20

MT
train (# Eng tokens) test

(#sent)baseline crawled
Somali 800k 1.7M 9.5k
Swahili 808k 5.2M 11.7k
Tagalog 759k 12.3M 11.4k

Table 2: ASR and MT data statistics.

We used parallel corpora (bitext) of around 800k
English words to train our MT systems for trans-
lating from Somali, Swahili, or Tagalog to English.
This data is provided in the BUILD package of
the MATERIAL project and contains news, top-
ical, and blog texts with provided source URLs.
In addition, we harvested and filtered bitext from
Web to augment this baseline bitext. We made this
data publicly available2. It is important to filter
web bitext to reduce noise. We filtered the web
bitext using Zipporah (Xu and Koehn, 2017) and
chose filter thresholds optimized on tune sets. The
crawled data improved the MT system by 1 point
BLEU or more for these languages. We also added
monolingual WMT news and LDC Gigaword data,
which include 8.2 billion English tokens in total to
train the language models of our MT systems.

The IR system indexes and searches ”test” doc-
uments that are either speech or text. There are
around 20 hours of test speech data and 10k for-
eign sentences of test text data for each language.
We have the reference transcripts and translations
of ”test”, hence, we can measure the performance
of our ASR and MT systems on the test set in terms
of WER and BLEU scores, and also investigate
how ASR/MT systems with different WER/BLEU
scores impact CLIR. Table 2 shows the statistics of
the ASR and MT data. For information about the
number of test speech and text documents in each
language see Table 1.

6 Experimental Setup

6.1 ASR system

Our ASR system follows normal pattern for Kaldi-
based (Povey et al., 2011) system build. Our recipe
is publicly available at GitHub3.
Acoustic and language model. We use GMM
training to create alignments and lattice-free MMI-
trained neural network (Povey et al., 2016) with
factorized TDNN (Povey et al., 2018). We gen-
2http://www.paracrawl.eu/
3https://github.com/kaldi-asr/kaldi/tree/
master/egs/material

erate lattices with n-gram ARPA-style language
model and re-score them with an n-best RNN lan-
guage model (Xu et al., 2018a; Xu et al., 2018b).
Source-side bitext and crawled monolingual data
are used in building the n-gram LM, RNNLM re-
scoring, as well as extending the baseline lexicon.

In addition to supervised training, we ran semi-
supervised training of acoustic models using the
extension of lattice-free MMI to semi-supervised
scenarios (Manohar et al., 2018). We added un-
labeled audio to the labeled audio in the training
set to train the acoustic model. Table 3 shows
the WER improvements from supervised to semi-
supervised setup for Somali, Swahili, and Taga-
log. To study the effect of ASR errors on CLIR,
we tried both supervised and semi-supervised ASR
systems in our experiments.
ASR input and output. Test data come in long
unsegmented files of over a minute. To deal with
this, we split the input into equal-size (15 second)
slightly overlapping segments and stitch together
the ASR outputs. For consistency, we lower-case
all text resources that are used in training the ASR
system, which include transcripts and external re-
sources for language modeling (source-side bitext,
web crawled monolingual text). As a result, the
ASR output would be all lower-case. However,
the machine translation system expects inputs that
have been tokenized and true-cased. Thus, we
post-process ASR output to normalize punctua-
tion, tokenize, and true-case using the models and
scripts that are used in MT training and decoding.
This post-processing helps passing names through
the MT system, and improves the IR performance.

6.2 MT System

We tried phrase-based machine translation
(PBMT) as well as neural machine translation
(NMT) for Somali-English, Swahili-English, and
Tagalog-English language pairs. The PBMT sys-
tems were developed using the Moses SMT toolkit
(Koehn et al., 2007). We trained our systems
with the following settings: a maximum sentence
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ASR ASR1 ASR2

Somali
tune 57.8 57.7
test 56.7 48.4

Swahili
tune 38.9 36.7
test 39.7 32.9

Tagalog
tune 47.5 46.6
test 51.4 40.3

MT
BLEU
PBMT

BLEU
NMT

Somali 18.31 18.83
Swahili 28.66 30.18
Tagalog 33.05 29.95

Table 3: %WER for supervised (ASR1) and semi-supervised (ASR2) systems, BLEU scores for PBMT and NMT systems.

length of 80, grow-diag-final-and symmetriza-
tion of GIZA++ alignments, an interpolated
Kneser-Ney smoothed 5-gram language model
with KenLM (Heafield, 2011) used at runtime,
hierarchical lexicalized reordering (Galley and
Manning, 2008), a lexically-driven 5-gram opera-
tion sequence model (OSM) (Durrani et al., 2013)
with count bin features (Chiang et al., 2009), a
distortion limit of 6, maximum phrase-length of 5,
200-best translation options, compact phrase table
(Junczys-Dowmunt, 2012) minimum Bayes risk
decoding (Kumar and Byrne, 2004), cube pruning
(Huang and Chiang, 2007), with a stack-size of
1000 during tuning and 5000 during test. We
optimize feature function weights with k-best
MIRA (Cherry and Foster, 2012).

The NMT systems are LSTM sequence-to-
sequence models (Luong et al., 2015). The layer
size is 512, and the number of layers is 4 for
Swahili and Tagalog, 2 for Somali. The models
were developed using the Fairseq4 toolkit. For
NMT, we applied Byte Pair Encoding (BPE) (Sen-
nrich et al., 2016) to split word into subword seg-
ments for both source and target languages. The
number of BPE operations is 3000 for all three
languages. We observed improvements in BLEU
scores under small BPE settings for all three lan-
guage pairs.

We filtered noisy crawled bitext using Zipporah
(Xu and Koehn, 2017) and applied the unsuper-
vised morphology induction tool Morfessor (Vir-
pioja et al., 2013) to split words up into putative
morphemes, with keeping numbers and names un-
changed. We noticed that splitting the words to
morphemes improves BLEU scores for Somali and
Swahili, but does not help for Tagalog.

To better translate speech documents, we built
systems that are adapted to interface better with
ASR, which we refer to as speech MT systems. For

4We used a PyTorch implementation : https://github.
com/pytorch/fairseq

building speech MT systems, we removed punc-
tuation and spelled out the numbers in the bitext
before training the MT systems, which both im-
proved BLEU scores.

7 Results

We run our CLIR system using document rep-
resentations based on a combination of N-best
transcriptions/translations and the novel bag-of-
phrases output from ASR/MT. A simple baseline
for comparison is the query translation approach,
where each word in English query is translated
into its most likely foreign word using dictionary
extracted from bitext. This baseline achieves the
MAP scores of 0.0967, 0.1204, 0.2293 for Somali,
Swahili, and Tagalog respectively, which all are in-
ferior to the results we present in this section.

Table 4 shows MAP scores for different
MT/ASR and document representation combina-
tions for the three languages. For N-best and BoP
representations, the results for N = 5 are shown
in the table. For text, top 5 translations for each
sentence are combined and indexed as the N-best
document. For speech, 5 translations of the diag-
onal of the ASR × MT matrix for each speech
segment are combined and indexed as the N-best
document. For speech, BoP is the aggregation of
bag-of-phrases translations of top 5 ASR outputs.

We observe that N-best+BoP achieves the best
MAP scores across all settings. For example
in the Somali ASR1+PBMT / PBMT pipeline,
N-best+BoP achieves 0.2444, outperforming the
1-best baseline (0.1894), and isolated N-best
(0.1902) and BoP (0.1999). This result even out-
performs the 1-best reference translation (0.1956),
indicating that a richer document representation
based on multiple ASR/MT hypotheses, even if
potentially error-prone, is better than a single pro-
fessional translator’s result in the context of CLIR.
This is likely due to the challenge of finding exact
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Somali

Speech/Text 1-best N-best BoP N-best+BoP
ASR1+PBMT/PBMT 0.1894 0.1902 0.1999 0.2444
ASR2+PBMT/PBMT 0.1970 0.2182 0.2080 0.2526
ASR1+NMT/NMT 0.1322 0.1623 n/a n/a
ASR2+NMT/NMT 0.1321 0.1630 n/a n/a
ASR2+PBMT+NMT/PBMT+NMT 0.1999 0.2231 0.2080 0.2521
Ref transcript+PBMT/PBMT 0.1965 0.2169 0.2268 0.2633
Ref transcript+NMT/NMT 0.1509 0.1788 n/a n/a
Ref translation/Ref translation 0.1956 n/a n/a n/a

Swahili

Speech/Text 1-best N-best BoP N-best+BoP
ASR1+PBMT/PBMT 0.2234 0.2398 0.2072 0.2582
ASR2+PBMT/PBMT 0.2306 0.2474 0.2135 0.2634
ASR1+NMT/NMT 0.1897 0.2061 n/a n/a
ASR2+NMT/NMT 0.1896 0.2104 n/a n/a
ASR2+PBMT+NMT/PBMT+NMT 0.2299 0.2516 0.2135 0.2632
Ref transcript+PBMT/PBMT 0.2437 0.2600 0.2170 0.2768
Ref transcript+NMT/NMT 0.1902 0.2099 n/a n/a
Ref translation/Ref translation 0.2408 n/a n/a n/a

Tagalog

Speech/Text 1-best N-best BoP N-best+BoP
ASR1+PBMT/PBMT 0.2947 0.3162 0.3114 0.3355
ASR2+PBMT/PBMT 0.2945 0.3159 0.3392 0.3617
ASR1+NMT/NMT 0.2226 0.2437 n/a n/a
ASR2+NMT/NMT 0.2470 0.2683 n/a n/a
ASR2+PBMT+NMT/PBMT+NMT 0.3150 0.3380 0.3392 0.3623
Ref transcript+PBMT/PBMT 0.3660 0.3906 0.3884 0.4187
Ref transcript+NMT/NMT 0.2803 0.3039 n/a n/a
Ref translation/Ref translation 0.3847 n/a n/a n/a

Table 4: MAP scores for various ASR/MT systems and document representations (N=5) on Somali, Swahili, and Tagalog test
sets.

Table 1

recall_1000 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
PBMT 1-best 135 1 6 9 14 5 28 20 8 18 198
PBMT N-best 131 1 6 8 14 4 26 18 10 18 206
PBMT BoP 86 0 2 4 4 4 23 21 13 15 270
PBMT N-
best+BoP 79 0 3 3 5 3 21 21 13 16 278

PBMT+NMT N-
best+BoP 74 0 3 4 5 2 20 18 16 14 286

recall_1000 0 0<x<0.1 0.1<=x<0.2 0.2<=x<0.3 0.3<=x<0.4 0.4<=x<0.5 0.5<=x<0.6 0.6<=x<0.7 0.7<=x<0.8 0.8<=x<0.9 1
PBMT 1-best 93 0 3 6 10 4 32 17 11 9 361
PBMT N-best 92 0 3 6 10 3 29 16 11 11 366
PBMT BoP 81 0 0 9 8 6 23 14 4 3 399
PBMT N-
best+BoP 53 0 0 5 6 4 20 14 5 4 436

PBMT+NMT N-
best+BoP 48 0 0 6 4 4 21 16 4 4 440

recall_1000 0 0<x<0.1 0.1<=x<0.2 0.2<=x<0.3 0.3<=x<0.4 0.4<=x<0.5 0.5<=x<0.6 0.6<=x<0.7 0.7<=x<0.8 0.8<=x<0.9 1
PBMT 1-best 101 1 3 4 16 5 33 20 11 23 320
PBMT N-best 99 1 3 4 14 5 34 21 11 23 322
PBMT BoP 54 0 2 2 6 1 17 15 10 13 417
PBMT N-
best+BoP 51 0 2 3 5 1 17 12 12 13 421

PBMT+NMT N-
best+BoP 47 0 2 0 6 1 15 13 11 11 431
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Figure 3: Per query recall@1000 for different systems.
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match between the query and the document.5 We
also observe that the MAP scores from the ASR
systems with lower word error rate (ASR2) are in
general better than those from the ASR systems
with higher word error rate (ASR1). This observa-
tion underscores the impact of a high quality ASR
system on improving the performance of CLIR.

We noticed that NMT has much higher missed
detection rate compared to PBMT, which turns
into a low MAP score. Although the NMT model
has comparable BLEU score, high missed detec-
tion indicate that NMT somehow fails to pro-
duce the tokens that IR system is interested in.
More investigation of the reason is future work.
We also use NMT translations as an additional
field to PBMT translations (ASR2+PBMT+NMT
/ PBMT+NMT). We can observe that there is
a small improvement over PBMT N-best+BoP
method for Tagalog. We plotted number of queries
versus the recall after 1000 documents are re-
trieved for different systems. As Figure 3 shows,
when using N-best, BoP, N-best+BoP, and NMT as
an additional feature, the number of queries with 0
recall decreases consistently in all three languages.
This indicates that a richer document representa-
tion is indeed helping in retrieving relevant docu-
ments.

8 Conclusion and Future Work

The key component in CLIR is translation. The ob-
jective of translation in CLIR is different from Ma-
chine Translation tasks, as in information retrieval
settings the goal is to retrieve relevant documents
rather than having a high quality translation per se.
In this study, we augmented high quality transla-
tion through N-best lists with the lexical variety
of translation required for IR through BoP transla-
tions. We explored combinations of ASR and MT
systems with different error profiles, and showed
that our proposed N-best+BoP representation con-
sistently performs well for CLIR on all three low-
resource languages we studied. We plan to con-
duct various error analyses in future work to cate-
gorize the error types in our end-to-end CLIR sys-
tem, as well as comparing PBMT and NMT sys-
tems. Another interesting future direction is to re-
investigate these representations in the context of

5Note that these results are not necessary our best results,
since we have not tuned for scoring function and various other
hyper-parameters. This exercise is meant to compare multi-
ple systems in a simple setting that varies only the document
representation.

high-resource languages and stronger component
systems, to contrast with the low-resource setting.
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