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Abstract

This paper presents the participation of
DBMS-KU Interpolation system in WMT19
shared task, namely, Kazakh-English language
pair. We examine the use of interpolation
method using a different language model or-
der. Our Interpolation system combines a di-
rect translation with Russian as a pivot lan-
guage. We use 3-gram and 5-gram language
model orders to perform the language trans-
lation in this work. To reduce noise in the
pivot translation process, we prune the phrase
table of source-pivot and pivot-target. Our ex-
perimental results show that our Interpolation
system outperforms the Baseline in terms of
BLEU-cased score by +0.5 and +0.1 points in
Kazakh-English and English-Kazakh, respec-
tively. In particular, using the 5-gram language
model order in our system could obtain better
BLEU-cased score than utilizing the 3-gram
one. Interestingly, we found that by employ-
ing the Interpolation system could reduce the
perplexity score of English-Kazakh when us-
ing 3-gram language model order.

1 Introduction

This paper describes our participation in the
WMT19 shared task. We call our system DBMS-
KU (Database Management System - Kumamoto
University) Interpolation as we use our labora-
tory and university name, as well as we utilize
Interpolation method in our experiments. We
choose news translation task and focus on Kazakh-
English (and vice versa) language pair.

Kazakh-English is a new shared task for this
year, that is, no experience system description
from previous WMT. Kazakh-English could be
considered as low resource language pair due to
the limitation of parallel corpora and morpholog-
ical tools. Another challenge is the difference in
the writing system between Kazakh and English
languages. Kazakh uses Cyrillic letters, while En-
glish uses the alphabet. Different writing system

between language pair needs specific attention in
the tokenization step because of its segmentation
results that affect the BLEU-cased score. Thus,
we are motivated to solve this intriguing and chal-
lenging task.

Kazakh to English machine translation has
been explored in Statistical Machine Transla-
tion (SMT) (Assylbekov and Nurkas, 2014;
Kuandykova et al., 2014; Kartbayev, 2015a,b) and
Neural Machine Translation (NMT) (Myrzakhme-
tov and Kozhirbayev, 2018). Assylbekov and
Nurkas (2014) have shown an interesting result
that different n-gram and neural LSTM-based lan-
guage models were able to reduce the perplexity
score, i.e., giving better translation result. For this
reason, we consider investigating different n-gram
language model order in this work.

Interpolation has been used in Language Model
(LM) (Allauzen and Riley, 2011; Liu et al., 2013;
Heafield et al., 2016) and in Translation Model
(TM) (Bisazza et al., 2011; Sennrich, 2012; Rosa
et al., 2015). Also, the interpolation has been
used in pivot language as a strategy to over-
come the limitation of parallel corpora (Dabre
et al., 2015; Hoang and Bojar, 2016; Kunchukut-
tan et al., 2017). Pivot strategy arises as a pre-
liminary assumption that there are enough paral-
lel corpora between source-pivot (SRC-PVT) and
pivot-target (PVT-TRG) languages. Currently, En-
glish as lingua franca has more datasets compared
to other languages. Thus, pivot researchers com-
monly use English as a bridge between source to
target (Paul et al., 2013; El Kholy et al., 2013;
Ahmadnia et al., 2017; Dabre et al., 2015; Trieu,
2017). However, Paul et al., (2013) and Dabre et
al., (2015) have shown that using non-English as
pivot language could be a better option to improve
the translation results for particular language pair.
Since Kazakh-English is categorized as low re-
source language pair, we adopt the pivot and in-
terpolation strategies in our translation model.
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In this work, we consider examining two sys-
tems, namely, Baseline and Interpolation. The
Baseline system is a direct translation between
each language pair, while Interpolation one is a
combination of pivot and direct translation mod-
els. We use Russian as our pivot language with
3-gram and 5-gram language model orders in each
system. Our experimental results are encouraging
and indicate that using Interpolation system could
obtain better BLEU-cased score than employing
Baseline one when translating both Kazakh to En-
glish (KK-EN) and English to Kazakh (EN-KK).

This paper is organized as follows. Section 2
explains the data preprocessing and experiment
setup for each system. Section 3 shows and dis-
cusses the obtained results. Section 4 provides the
conclusion and future direction of this work.

2 Case Study and Experiment Setup

In this section, we describe the case study, dataset,
and experiment of this study.

2.1 Kazakh to English Machine Translation

Kazakh language is an agglutinative and highly in-
flected language that belongs to the Turkic group
(Makhambetov et al., 2013). This rich morphol-
ogy leads to a different length of phrases when
translating from English to Kazakh (Assylbekov
and Nurkas, 2014). Therefore, the translation
of KK-EN and vice versa is a challenging task.
Moreover, the KK-EN is considered as low re-
source language pair due to the limitation of par-
allel corpora and morphological tools.

2.2 Data and preprocessing

We used a dataset provided by WMT19 organizer.
Thus, our system was considered as a constrained
system. To prepare parallel datasets, we cleaned
the dataset by using our script because the original
dataset had blank lines and unsynchronized sen-
tences between source and target parallel corpora.
In the Interpolation system, we used Russian-
English dataset from WMT18. The dataset statis-
tics of training (train) and development (dev) for
Baseline and Interpolation systems are given in
Table 1.

After cleaning the dataset, we followed dataset
preprocessing as in (Myrzakhmetov and Kozhir-
bayev, 2018), namely, tokenizing, normalizing
punctuation, recasing, and filtering the sentences.
Tokenizing was used to separate the token and

punctuation by inserting spaces. Our tokenization
results were based on words. Thus, the obtained
sentences of the tokenization results were longer
than the original sentences. Since long sentences
could cause problems in the training process, we
removed the sentences with a length of more than
80 words. This process was called filtering the
sentences. Normalizing punctuation was to con-
vert the punctuation for being recognized by the
decoder system. Recasing was to change the ini-
tial words into their most probable casing in order
to reduce the data sparsity. All preprocessing steps
were done by using scripts from Moses (Koehn
et al., 2007).

2.3 Experiment setup

We used open source Moses decoder (Koehn et al.,
2007) and Giza++ for word alignment, Ken-LM
(Heafield, 2011) for language model, and MERT
(Och, 2003) for tuning the weight. The transla-
tion results were measured by five automatic eval-
uations provided by the organizer, namely BLEU,
BLEU-cased, TER, BEER 2.0, and CharacTER.
However, in this paper, we used the BLEU-cased
because it is the main comparison metric in the
evaluation system1.

We built two systems, namely, Baseline and In-
terpolation. The Baseline system is a direct trans-
lation between KK-EN and vice versa. Mean-
while, the Interpolation system is the combination
of direct translation with pivot phrase table. Pivot
phrase table was produced by merging the source
to pivot (SRC-PVT) and pivot to target (PVT-
TRG) by using Triangulation method (Hoang and
Bojar, 2015). We built the Interpolation phrase ta-
ble as follows:

• Constructing a phrase table from SRC-PVT
and PVT-TRG systems and pruning the
phrase table with filter-pt (Johnson et al.,
2007). The pruning activity was intended to
minimize the noise of SRC-PVT and PVT-
TRG phrase tables.

• Merging two pruned phrase tables by us-
ing the Triangulation method (Hoang and
Bojar, 2015). The result was called
TmTriangulate phrase table.

• Combining TmTriangulate and direct
translation model with dev phrase table as

1http://matrix.statmt.org/
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Dataset Sentences Average Sentence Length Vocab
Baseline system

Train
news-commentary-v14.en-kk.kk 9,619 18.0857 29,142
news-commentary-v14.en-kk.en 9,619 22.1487 16,742
Dev
newsdev2019-enkk.kk 2,068 18.0164 11,389
newsdev2019-enkk.en 2,068 22.2316 7,726
Language Model
news-commentary-v14.kk 12,707 17.2109 -
news-commentary-v14.en 532,560 21.5762 -

Interpolation system
Train
news-commentary-v14.kk-ru.ru 7,230 23.6836 27,819
news-commentary-v14.kk-ru.kk 7,230 20.1187 24,627
news-commentary-v14.en-ru.en 97,652 23.0416 51,566
news-commentary-v14.en-ru.ru 97,652 21.3508 126,476
Dev
news-commentary-v14.kk-ru.ru 2,000 20.8755 11,841
news-commentary-v14.kk-ru.kk 2,000 18.048 10,561
newstest2018-ruen.dev.en 3,000 20.975 10,108
newstest2018-ruen.dev.ru 3,000 17.3293 17,091
Language Model
news-commentary-v14.kk 12,707 17.2109
news-commentary-v14.en-ru.ru 114,375 21.2678
news-commentary-v14.en-ru.en 114,375 22.9811

Table 1: Dataset statistic for Baseline and Interpolation systems

Language Pair 3-gram LM 5-gram LM
KK-EN
1. Baseline system 2.6 2.9
2. Interpolation system 2.7 3.4
EN-KK
1. Baseline system 0.8 0.8
2. Interpolation system 0.9 0.9

Table 2: BLEU-cased score results

references. We used linear interpolation with
backoff mode and exploited combine-ptables
tools (Bisazza et al., 2011). The result was
called Interpolation phrase table.

3 Results and Discussions

In this section, we show the obtained automatic
evaluation results using BLEU-cased score. We
also discuss the effect of the different language
model order with the BLEU-cased score. Further-
more, we analyze the perplexity score on Interpo-
lation system.

3.1 Language model effects on BLEU-cased
score

In this paper, we conducted experiments for two
language model orders, i.e., 3-gram and 5-gram,
and two systems, viz., Baseline, and Interpolation.
As shown in Table 2, the 5-gram language model
order had more significant influence than the 3-

gram one on the BLEU-cased score for KK-EN
translation in both Baseline and Interpolation sys-
tems. The improvement in KK-EN was obtained
by +0.3 and +0.7 points for Baseline and Interpo-
lation systems, respectively. However, the BLEU-
cased score for EN-KK could not be improved in
terms of the language model order. These results
might indicate that the language model order in-
fluenced the BLEU-cased score.

In terms of the translation system, the Interpo-
lation system obtained higher BLEU-cased score
than the Baseline one for all language model
and translation directions. The improvement of
BLEU-cased score from Baseline to Interpolation
system for KK-EN using 3-gram and 5-gram was
+0.1 and +0.5 points, respectively. Meanwhile, the
improvement from Baseline to Interpolation Sys-
tem for EN-KK was +0.1 for both 3-gram and 5-
gram orders. These results indicated that the use
of pivot language in the Interpolation system com-
bined with longer language model also had a sig-
nificant influence on the BLEU-cased score.

Also, we found that the KK-EN obtained higher
BLEU-cased score than the EN-KK in terms of
the translation direction. This result might be
influenced by the number of target LM datasets
in each translation direction. As shown in Ta-
ble1, KK-EN had 532,560 sentences, while EN-
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KK had 12,707 sentences. The translation direc-
tion of KK-EN, that is, having almost 42 times
larger number of sentences than EN-KK, could ob-
tain a higher BLEU-cased score than that of EN-
KK. This result indicated that the number of the
target LM dataset in the experiments might be able
to improve the BLEU-cased score.

Although our obtained BLEU-cased score was
relatively low, we showed that by combining Base-
line and pivot parallel corpora with different LM
order was a valuable effort compared with using
direct parallel corpora only. Moreover, the im-
provement of BLEU-cased score could be influ-
enced by the language model order, the translation
system, and the target monolingual LM dataset.

3.2 Perplexity effects on Interpolation system

Language model (LM) is one of the SMT com-
ponents to ensure how good is the model by us-
ing perplexity as measurement. Lower perplex-
ity score indicates better language models, while
high perplexity score represents that the language
model has poor quality. We show the perplexity
score of the target language test dataset according
to each n-gram language model trained on the re-
spective training dataset in Table 3.

As shown in Table 3, the lowest perplexity score
for KK-EN was obtained by the 5-gram Base-
line system, i.e., 45.51. Thus, the best model for
KK-EN was 5-gram Baseline system. However,
we found that the difference of perplexity score
for 5-gram model between Baseline and Interpo-
lation systems was not quite significant, i.e., 5.42.
Specifically, the perplexity of 5-gram of Baseline
was 45.51, while the perplexity of 5-gram of In-
terpolation was 50.93. This finding might indi-
cate that pivot language with interpolation system
could be a beneficial approach in the translation
process.

In EN-KK, the lowest perplexity score was ob-
tained by 5-gram Baseline system, i.e., 77.18.
Thus, the best model for EN-KK was 5-gram
Baseline system. However, we found that the dif-
ference of perplexity score between 5-gram Base-
line and 3-gram Interpolation systems was not
quite significant, i.e., 2.16. Specifically, the per-
plexity of 5-gram of Baseline was 77.18, while the
perplexity of 3-gram of Interpolation was 79.34.
This finding might indicate that using the interpo-
lation system with 3-gram model only could re-
duce the perplexity score of EN-KK that using the

longer n-gram language model, i.e., 5-gram. Nev-
ertheless, it would be better to study further the
cause of this finding in the future.

4 Conclusion and future work

We examined the effect of different LM order
with linear interpolation method for participating
in WMT19 shared task, namely, Kazakh-English
language pair. Our Interpolation system utilized
the combination of direct translation, i.e., Base-
line, with Russian as our pivot language. We
used 3-gram and 5-gram language model orders
in our Baseline and Interpolation systems. The
BLEU-cased score of using Interpolation system
could outperform that of utilizing Baseline one.
This good performance of Interpolation system
was obtained by using 3-gram and 5-gram lan-
guage model orders for both Kazakh to English
(KK-EN) and English to Kazakh (EN-KK) trans-
lations. We found that the Interpolation system in-
dicated a different effect on each of KK-EN and
EN-KK in terms of the perplexity score. In KK-
EN, the pivot language with interpolation system
could be an option in the translation process be-
cause the difference of perplexity score between
Baseline and Interpolation was not quite signifi-
cant. Interestingly, we found that the Interpolation
system using 3-gram language model order could
reduce the perplexity score compared with utiliz-
ing longer n-gram one in EN-KK.

In this shared task, we used standardized to-
kenizer from Moses. In the future, it must be
worthwhile to use specific Kazakh and Russian
tokenizers as their results will affect the BLEU-
case scored. Another pivot language that has the
same language family or has the same word order
with the Kazakh language could also be a valu-
able effort. In addition, the use of different n-
gram can also be taken into account for the next
future research. Furthermore, the utilization of
morph-based language modeling can also be ap-
plied to the system. Finally, the different interpo-
lation scheme in another MT model, i.e., NMT,
with out-domain dataset should be investigated to
overcome the sparse of Kazakh resources.
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Language pair 3-gram LM 5-gram LM
KK-EN

1. Baseline system
- Incl OOVs: 829.59
- Excl OOVs: 77.79

- Incl OOVs: 617.36
- Excl OOVs: 45.51

2. Interpolation system
- Incl OOVs: 1034.50
- Excl OOVs: 94.72

- Incl OOVs: 762.79
- Excl OOVs: 50.93

EN-KK

1. Baseline system
- Incl OOVs: 328.940
- Excl OOVs: 103.27

- Incl OOVs: 256.138
- Excl OOVs: 77.185

2. Interpolation system
- Incl OOVs: 256.13
- Excl OOVs: 79.34

- Incl OOVs: 276.85
- Excl OOVs: 85.40

Table 3: Perplexity results

Research, Technology and Higher Education of
the Republic of Indonesia).
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