
Proceedings of the Fourteenth Workshop on Innovative Use of NLP for Building Educational Applications, pages 394–401
Florence, Italy, August 2, 2019. c©2019 Association for Computational Linguistics

394

Content Modeling for Automated Oral Proficiency Scoring System

Su-Youn Yoon and Chong Min Lee
Educational Testing Service / 660 Rosedale road, Princeton, USA

{syoon,clee001}@ets.org

Abstract

We developed an automated oral proficiency
scoring system for non-native English speak-
ers’ spontaneous speech. Automated systems
that score holistic proficiency are expected to
assess a wide range of performance categories,
and the content is one of the core performance
categories. In order to assess the quality of the
content, we trained a Siamese convolutional
neural network (Siamese CNN) to model the
semantic relationship between key points gen-
erated by experts and a test response. The cor-
relation between human scores and Siamese
CNN scores was comparable to human-human
agreement (r = 0.63), and it was higher than
the baseline content features. The inclusion
of Siamese CNN-based feature to the exist-
ing state-of-the-art automated scoring model
achieved a small but statistically significant
improvement. However, the new model suf-
fered from score inflation for long atypical re-
sponses with serious content issues. We in-
vestigated the reasons of this score inflation by
analyzing the associations with linguistic fea-
tures and identifying areas strongly associated
with the score errors.

1 Introduction

We developed an automated scoring model for
an oral proficiency assessment of non-native En-
glish speakers. In particular, the system was de-
signed to score spontaneous speech, elicited us-
ing questions where the test takers summarized
the core content of a reading and/or listening pas-
sages. A system for scoring holistic proficiency of
spontaneous speech is expected to assess a wide
range of areas such as fluency (Cucchiarini et al.,
2000; Zechner et al., 2009), pronunciation (Witt
and Young, 1997), prosody, grammar (Chen and
Zechner, 2011; Yoon and Bhat, 2018) and vocab-
ulary (Yoon and Bhat, 2012). Content is also one
of the core performance categories in holistic oral

proficiency scoring. In particular, automated scor-
ing systems without content scoring capabilities
may show sub-optimal performance when scor-
ing responses with mismatched proficiency levels
between content and other areas. For instance,
some responses have critical content issues but
good delivery skills, while some responses have
good content but issues in other areas. Further-
more, in large-scale oral proficiency assessments,
some responses may have sub-optimal character-
istics. The types of these problematic responses
(hereafter, atypical responses) for the tests elic-
iting spontaneous speech frequently have severe
content issues. For instance, some test takers may
try to game the system by citing memorized re-
sponses for unrelated topics (e.g., off-topic re-
sponses). Even state-of-the-art automated scoring
systems face challenges in scoring these atypical
responses, and automated scoring systems without
content scoring capability may assign inaccurate
scores for these responses. To address these is-
sues, more researchers started to actively explore
content scoring in the context of oral proficiency
scoring (Xie et al., 2012; Evanini et al., 2013;
Yoon et al., 2018).

Recently, deep neural networks (DNN) and
word embeddings have been applied successfully
to various natural language processing tasks. In
the automated scoring area, several researchers
have explored the use of diverse neural networks
for essay scoring (Farag et al., 2018; Alikaniotis
et al., 2016; Dong and Zhang, 2016) and spon-
taneous speech scoring (Chen et al., 2018a; Qian
et al., 2018a,b) and they achieved comparable or
superior performance to the sophisticated linguis-
tic feature-based system. In particular, Qian et al.
(2018b) trained an automated scoring model cov-
ering the content aspect and achieved a further im-
provement over the generic model without content
modeling.
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The content relevance of a response is a concept
relative to the question, and thus, it is important
that the neural network learns the semantic rele-
vance between a question-response pair. Siamese
networks are characterized by shared weights be-
tween two subnetworks modeling inputs and are
effective in calculating semantic similarity be-
tween sentence pairs (Mueller and Thyagarajan,
2016; Yin et al., 2015; Hu et al., 2014).

In order to address the strong need for content
scoring and based on the promising performance
of the Siamese CNN in the semantic relevance
modeling, we developed a Siamese CNN-based
content model. In particular, we make the follow-
ing two contributions:

• We developed a new feature, based on the
Siamese CNN by modeling the semantic dis-
tance between the core content and the test
takers’ responses. The new Siamese CNN-
based feature outperformed the baseline con-
tent features, and the inclusion of the new
feature further improved the performance of
a state-of-the-art automated speech scoring
model.

• We examined whether the automated scor-
ing model including the new Siamese CNN-
based feature could assign accurate scores
for atypical responses. Differing from pre-
vious studies (Higgins and Heilman, 2014;
Yannakoudakis and Briscoe, 2012; Lee et al.,
2017) using synthesized atypical responses in
their evaluations, we used authentic atypical
responses collected from a large number of
test administrations.

2 Data

We used a large collection of spoken responses
from an English proficiency assessment. It was
composed of 109, 894 responses from 37, 830
speakers. For each question, test takers read
and/or listened to a passage and then provided an-
swers consisting of around one minute of spon-
taneous speech based on the given passage. We
used 80 questions, covering a wide range of topics
such as education, entertainment, health, and poli-
cies. For each question, the data included 1, 374
responses on average, but there were large varia-
tions ranging from 305 to 3, 013.

During the question generation, expert assess-
ment developers first generated a list of key points

to guide the creation of the reading and listening
passages. These key points were provided to and
used by human raters to evaluate content of the
spoken responses. Three key points were gener-
ated for each question, and the responses with the
perfect content coverage were expected to include
all three key points. We concatenated three key
points into one text and used it during the content
model building. The key points contained on av-
erage 93 words.

All responses were scored by the trained raters
using a 4-point scoring scale from 1 to 4 with
4 indicating the highest proficiency. In addition,
raters provided a score of 0 when test takers did
not show any intention of directly responding to
the question. The rubrics consisted of three ma-
jor performance categories: delivery (pronuncia-
tion, prosody, and fluency), language use (vocabu-
lary and grammar), and topic development (con-
tent and coherence). Both the Pearson correla-
tion and quadratic weighted kappa between two
human raters based on 10% double-scored data1

were 0.61.
The average of the human scores was 2.58, and

the most frequent score was 3 (48%), followed
by 2 (39%), 4 (8%), 1 (4%), and 0 (1%). The
number of words in the transcriptions generated
by an automated speech recognition (ASR) system
(numwds) ranged from 11 to 248 (129 on average).

The characteristics of responses with score of 0
were widely varied, but some of the most frequent
categories included (a) response in a non-target
language; (b) off-topic; (c) canned responses2; (d)
no-response including no speech other than fillers
or simple sentences (e.g., “I don’t know”); and (e)
repetition of the question. These responses had se-
rious problems in content. We used the responses
with score of 0 as atypical responses and used
them for an additional evaluation.

However, due to the low percentage of the score
0 responses, it was difficult to analyze the model
accuracy for them. In order to address this issue,
we constructed a separate atypical dataset by ex-
tracting a large number of responses with a score
of 0 from the same English proficiency assess-
ment, but much larger administrations. The size
of dataset is presented in Table 1.

1The double-scored data included responses with scores
of 1 to 4.

2Responses that only included memorized segments from
external sources. The sources were irrelevant to the question,
and the responses were likely to be off-topic.
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Partition Purpose N. of re-
sponses

Train Training of con-
tent features
and a Siamese
CNN model

54,051

LR Train Training of linear
regression models

25,706

Test Evaluation 28,497
Atypical
responses

Evaluation 1,640

Table 1: Number of responses for each partition

3 Method

3.1 Siamese Convolutional Neural Network
(Siamese CNN)

We used a Siamese convolutional neural network
(CNN) consisting of an input modeling step us-
ing two weight-sharing CNNs (one CNN was for
modeling the key points and the other was for
modeling responses), a similarity distance calcu-
lation layer, and a neural network layer. Figure 1
illustrates the overall architecture of our Siamese
CNN.

Figure 1: Diagram of Siamese Convolutional Neural
Network

An input, a pair of a response and a text com-
posed of three key points, was converted into a 2D
tensor with a shape of L × d0, where L = 1003

and d0 = 300. d0 was the dimension of the word
embedding vector, and we used Google word em-

3Typically, L is the maximum length of the input, but we
used L = 100 due to the consistently superior performance
in the pilot experiments using varying L. For key points or
responses shorter than 100 words, we added zeros to the end.
On the contrary, for key points or responses longer than 100,
we selected the initial 100 words.

bedding vectors (Mikolov et al., 2013) with 300
dimensions.

The converted vector was fed into the convo-
lution layer with the filter numbers d1 and filter
width w; each filter created concatenated embed-
ding vectors of w consecutive words. We trained
models using different d1 (16, 64, 128, 256) and
w (3, 4, 5, 6), and they were optimized using hy-
peropt software (Bergstra et al., 2013). This was
followed by an averaging pooling layer, and two
vectors (one for the key points and one for the re-
sponse) were generated.

Next, a cosine similarity between the two vec-
tors was calculated at the similarity layer. Finally,
we stacked a neural network as the output layer,
and it generated a score. The mean squared er-
ror (MSE) between the output scores and human
scores was the learning metric and Adaptive Grad
Optimizer was the optimizer. The model had a
similar architecture to the ‘basic Bi-CNN’ model
in Yin et al. (2015) with the final layer and differ-
ent learning metric for the regression task.

3.2 Features from an automated proficiency
scoring system

We used 38 features generated by a state-of-the-
art automated proficiency scoring system for non-
native speakers’ spontaneous speech (Chen et al.,
2018b). For a given spoken response, the system
performed speech processing including speech
recognition and forced-alignment and generated
38 features in five groups: (a) speech rate features,
(b) pronunciation quality features4, (c) pause pat-
tern features, (d) prosody features5, and (e) con-
tent features.

In particular, we generated 3 content features
to assess the content accuracy and completeness.
The first feature was designed to assess lexical
similarity with high-scoring responses. It cal-
culated a term frequency-inverse document fre-
quency (tf-idf) weighted cosine similarity score
between a test response vector and the question-
specific tf vector. The question-specific tf vector
was a vector whose elements were the frequency
of each word in the entire sample responses with
a score of 4 that answered the same question. The
question-specific vector was trained on the Train
partition.

4This group of features measures how much the test tak-
ers’ pronunciation deviates from the native norms.

5This group of features measures patterns of variation in
time intervals between syllables or phonemes.
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The remaining two features were designed to
measure similarity with the key points created by
the assessment developers. We created an aver-
age embedding vector and an idf weighted aver-
age embedding vector for the key-points. Next,
we created two vectors for a test response using
the same process. Finally, we calculated two co-
sine similarity scores between the key-point em-
bedding vector and response embedding vector:
one score for the average embedding vectors and
one score for the idf weighted average embedding
vectors. The detailed description of features used
in this study is provided in Yoon et al. (2018).

3.3 Scoring Model Training

We trained linear regression models to generate a
proficiency score for each response. In order to
evaluate the impact of the Siamese CNN based
feature, we classified features into 4 groups:

• content: three content features in Section 3.2

• all-features: all 38 features in Section 3.2

• Siamese CNN: output score of the Siamese
CNN model

• CMB: combination of all-feature and the out-
put score of the Siamese CNN model

Finally, we trained 4 linear regression models
(one model for each feature group) using a human
score as a dependent variable using the RSMTool
(Madnani and Loukina, 2016).

4 Experiment

We generated transcriptions of a spoken response
using an ASR system composed of a gender-
independent acoustic model and a trigram lan-
guage model trained on 800 hours of spoken re-
sponses extracted from the same English profi-
ciency test using the Kaldi toolkit (Povey et al.,
2011). The ASR system achieved a Word Error
Rate of 23% on 600 held-out responses (Tao et al.,
2016).

Next, we normalized both key points and ASR-
based transcriptions by tokenizing and removing
stop words and disfluencies. After the normal-
ization process, the length of the key points and
responses were reduced to 60% and 40% of the
original texts.

We trained a Siamese CNN model using the
normalized texts of the Train partition and the key-
points. The model was implemented using Tensor-
flow (Abadi et al., 2015). The parameters were op-
timized using the hyperopt software, and the final
model used L = 100, d = 300, d1 = 256, w = 4,
and the learning rate l = 0.0001. In addition, the
automated scoring system using the same ASR en-
gine generated 38 features. Finally, we trained lin-
ear regression models on the LR Train partition.

5 Results

5.1 Scoring of normal responses

We first evaluated the performance of the auto-
mated scoring models on the Test partition in
terms of its strength in the associations with pro-
ficiency scores assigned by human raters. Table 2
presents the agreement between the human scores
and the automated scores for each model.

Correlation κ RMSE
Siamese
CNN

0.634 0.588 0.601

content 0.452 0.499 0.663
all-feature 0.672 0.620 0.565
CMB 0.686 0.631 0.555

Table 2: Correlations, quadratic weighted kappas (κ),
and root mean squared error (RMSE) between the au-
tomated scores and human scores

The performance of the Siamese CNN model
was substantially better than the content feature-
based model; the correlation and quadratic
weighted kappa increased approximately 0.18 and
0.09, respectively. On the contrary, the perfor-
mance of the Siamese CNN model was signif-
icantly lower than the performance of the all-
feature model, and this difference was also statis-
tically significant (p < 0.01) based on the Steigers
Z-test for dependent correlations.

The combination of the Siamese CNN and
all-feature achieved a small improvement. The
correlation and quadratic weighted kappa of the
CMB model were 0.686 and 0.631, respec-
tively. There was approximately 0.01 increase
over the best performing individual model (all-
feature model). This improvement was statisti-
cally significant at 0.01 level (p < 0.01).
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5.2 Scoring of the atypical responses

Next, we evaluated whether the automated scor-
ing models assign accurate scores for atypical re-
sponses using the Atypical response set. Table 3
compares the mean and standard deviation (STD)
of the automated scores for each model. In gen-
eral, the models with the lower average score are
more accurate than those with the higher average
score because the human scores for all responses
in this set were 0.

Mean STD
Siamese CNN 1.129 0.344
content 0.545 0.500
all-feature 0.969 0.845
CMB 0.732 0.490

Table 3: Comparison of the automated scores for the
atypical responses

In general, the average scores of the auto-
mated models were low. The average scores of
the feature-based models (both content and all-
feature) were lower than 1.0, and this was lower
than the lowest scale score for the normal re-
sponses; our scoring scale for normal responses
(excluding atypical responses) ranged from 1 to
4 with 1 indicating the lowest proficiency. The
average score of the Siamese CNN model was
slightly higher, at 1.13. Finally, the average score
of the CMB model was lower than both Siamese
CNN and all-feature models. The combination of
the two groups of features resulted in assigning
more accurate scores for the atypical responses
and improved the robustness of the automated
scoring system.

In general, automated scoring models tend to
assign high scores for long responses, and thus the
automated models in this study may assign even
higher scores for the long atypical responses. In
the Atypical response set, the percentage of short
responses was high (atypical responses with less
than 20 words was 59%). Therefore, despite the
low average score, there was a possibility that the
automated models assigned high scores for a sub-
set of atypical responses. Figure 2 presents the
average automated scores by the response length.

The automated scores for the Siamese
CNN model were relatively low for the short
responses, and they increased substantially as the
response length increased; it sharply increased

Figure 2: Average score predicted by the scoring mod-
els.

when the responses contained more than 60
words. The average Siamese CNN score for the
responses longer than 120 words was 2.84. In
contrast, the automated scores for the content
model were consistently lower than 1.0.

The all-feature model also showed a similar
trend to the Siamese CNN model; as the re-
sponse length increased, the automated scores in-
creased substantially. However, the average scores
were substantially lower than those of the Siamese
CNN model. Finally, the combination of the
Siamese CNN and the all-feature (CMB model)
resulted in the improvement in the short atypical
responses; the average score of the responses con-
taining 0-20 words was 0.64, and it was 0.4 lower
than the all-feature model. However, no large dif-
ference was found from the longer atypical re-
sponses.

6 Discussion

From the atypical response scoring experiment,
we found that the Siamese CNN model had a
tendency to inflate scores for the long atypical
responses. The long atypical responses in this
study tended to be associated with the salient con-
tent issues such as off-topic responses from the
test takers who cited answers for unrelated top-
ics. The score inflation of these responses sug-
gested that the Siamese CNN model may not have
strong power in identifying responses with the se-
vere content abnormality.

In order to get better understanding about which
performance areas (e.g., content, fluency, vocabu-
lary) the Siamese CNN model assessed mainly, we
analyzed the relationships between the Siamese
CNN score and three features from the automated
proficiency scoring system: (a) speaking rate (flu-
ency), (b) an average of the frequencies of the
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words used in a response (vocabulary), and (c) a
cosine similarity score between a question-specific
content vector and a response (content). These
features assess fluency, vocabulary, and content
skills. Table 4 presents the correlation analysis
calculated from the Atypical response set.

vocabulary content fluency
r 0.395 0.430 0.706

Table 4: Correlation of the Siamese CNN score with
the features from the oral proficiency scoring system:
Pearson correlation coefficients in absolute values

All human scores in this set were 0. There-
fore, the associations between the features and the
holistic proficiency had no effect on the correla-
tions showed in Table 4.

All correlations were statistically significant at
0.01 level. However, the Siamese CNN score
showed the strongest correlation with the fluency
feature, and the correlation with the content fea-
ture was much weaker than that with the fluency
feature.

Next, we randomly selected an atypical re-
sponse with a high Siamese CNN score; the
Siamese CNN score was 3.3 while the score of
the all-feature model was 2.2. Thus, the Siamese
CNN model showed a stronger score inflation than
the all-feature model. The response included 53
words after the text normalization. The response
was clearly off-topic; the question was in the “en-
tertainment life at the university” domain, while
the answer was about “science, nature.” Similar
to Zeiler and Fergus (2014)’s occlusion experi-
ment, we systematically removed n-words (n =
1, 2, ..., 5) from the response and generated scores
for the new responses by the Siamese CNN model
to identify the areas associated with high score in-
flation. Figure 3 presents the relationship between
the score changes and the removed n-words.

There were approximately 5 points with sub-
stantial score drops (marked with red square in the
Figure). The words at these points were “plank-
ton,” “swam,” “microsoft,” “semester,” and “nice.”
These words were strongly associated with the
score inflation and removal of these words resulted
in substantially lower scores. Among them, first
three words were relatively low frequency words
but not topically relevant. The word frequencies
in language learners’ responses have been consis-
tently identified as one of the strong predictors of

vocabulary skill. These analyses supported the no-
tion that the current Siamese CNN model might be
paying strong attention to the fluency and vocabu-
lary aspect.

7 Conclusion

We trained a Siamese CNN to model the seman-
tic distance between the key points generated by
the experts and the test takers’ responses. The
Siamese CNN model achieved a high performance
without sophisticated feature engineering. For
scoring normal responses, it achieved substantially
better performance than the model using the con-
tent features from the existing automated speech
scoring system. The inclusion of the Siamese
CNN based feature to the existing state-of-the-
art automated speech scoring system resulted in
a small but statistically significant improvement.
Furthermore, it improved the validity and robust-
ness of the automated scoring system by assigning
more accurate scores for short atypical responses.
However, the Siamese CNN model suffered from
score inflation during scoring long atypical re-
sponses. In the current human scoring scenario,
the percentage of these long atypical responses
was extremely low and they were correctly scored
by human raters. However, this may be an impor-
tant challenge that we need to overcome for the use
of an automated scoring model as a sole scorer.

In this study, we explored the linear combina-
tion of the Siamese-CNN and linguistic features.
The reviewers commented that there may be a fur-
ther improvement by using non-linear algorithms
to combine them. In particular, one of the reviewer
suggested a possibility to train a Siamese CNN
with linguistic features as additional inputs. In a
future study, we will explore these points. In addi-
tion, we will also explore developing separate bi-
nary classifiers to filter out atypical responses and
prevent an automated scoring model from gener-
ating erroneous scores.
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Figure 3: Siamese CNN scores for the responses excluding n-words by 1-word (green), 2-words (orange), 3-words
(grey), 4-words (yellow), and 5-words (blue)
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