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Abstract

Character-based representations in neural
models have been claimed to be a tool to over-
come spelling variation in word token-based
input. We examine this claim in neural models
for content scoring. We formulate precise hy-
potheses about the possible effects of adding
character representations to word-based mod-
els and test these hypotheses on large-scale
real-world content scoring datasets. We find
that, while character representations may pro-
vide small performance gains in general, their
effectiveness in accounting for spelling varia-
tion may be limited. We show that spelling
correction can provide larger gains than char-
acter representations, and that spelling correc-
tion improves the performance of models with
character representations. With these insights,
we report a new state of the art on the ASAP-
SAS short content scoring dataset.

1 Introduction

Character-based representations have recently
been explored in a variety of models in natural
language processing, including sequence labeling
(Peters et al., 2017) and machine translation (Chen
et al., 2018). In educational applications such as
content and essay scoring, character-based repre-
sentations have been claimed to hold promise as
a way to account for variation in spelling with-
out resorting to spelling correction (Madnani et al.,
2017; Horbach et al., 2017) — particularly in as-
sessments of K-12 populations or English lan-
guage learners — in part because spelling correc-
tion can introduce mistakes from bad corrections.
To the extent that character-based representations
can in fact help overcome noise from spelling and
other errors, they could be a useful component of
robust scoring models. For content scoring appli-
cations in particular, where scoring rubrics specif-
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ically exclude spelling variation from considera-
tion in scoring, it is important that credit is given
for the intended words and ideas regardless of
spelling.

However, the contributions of character-based
representations to automated scoring performance
have rarely been systematically studied. To date,
no large-scale study of the effect of character rep-
resentations in real-world scoring scenarios has
been carried out. In particular, given the suc-
cess and proliferation of neural network-based
character-based representations in related tasks,
there is a need to assess the potential of neural
character representations for educational scoring
applications.

The rationale for adoption and use of charac-
ter representations, especially to augment a back-
bone of word representations in neural models,
is typically based on enriching the input repre-
sentations with morphological information (Peters
et al.,, 2017; Chen et al., 2018), accounting for
noise, out-of-vocabulary inputs (Luong and Man-
ning, 2016), or both (Madnani et al., 2017).

We distinguish two main claims that are made
for employing character representations in order
to account for noise in inputs, sometimes implic-
itly. One claim is that including character repre-
sentations in a model accounts for spelling errors
in the input. The idea is that models sensitive to
characters can implicitly learn the correspondence
between incorrect and correct spellings of words
from the character-sequence-to-score associations
(as opposed to word-to-score associations) across
the training data (Horbach et al., 2017). If this
is the case, then models without access to char-
acter representations should perform more poorly
on responses with more misspelled words, since
standard word-only neural models ignore these to-
kens (because the tokens are unlikely to appear in
sets of word embeddings and hence are typically
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treated as an unknown token). Therefore, one way
to operationalize this claim is the following hy-
pothesis:

e Hypothesis 1: On responses with more
spelling errors, models with additional char-
acter representations should improve model
performance relative to models with only
word representations. This result should be
manifested in a statistical interaction between
the addition of character representations to a
model and number of misspellings in the in-
put.

A second claim, based on the first claim, is
that the addition of character representations to a
model’s representational repertoire should be suf-
ficient to match the use of spelling correction on
the input (without adding character representa-
tions). This claim leads to two hypotheses:

e Hypothesis 2.1: Models with additional char-
acter representations should achieve perfor-
mance similar to models without character
representations trained on spell-corrected in-
put.

Hypothesis 2.2: The performance of mod-
els with additional character representations
should be similar whether or not they are
trained on spell-corrected input.

In this paper, we test these hypotheses on a large
and diverse collection of content-based questions
spanning formative and summative assessments.

We focus on neural models for content scoring.
Content scoring scenarios offer a good testbed for
exploring the potential contributions of character-
based models because the rubrics of questions fo-
cus solely on the content of responses and ignore
writing quality metrics such as spelling and me-
chanics errors. Neural models have seen the most
active research on character-based representation
and may make possible more flexible and expres-
sive character representations compared with non-
neural models. We leave a more general explo-
ration of the contribution of character-based mod-
els across both neural and non-neural contexts to
future work.

Our work makes the following contributions:

e We demonstrate that, while neural mod-
els with additional character representations
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show a small but durable edge over word-
only models in representative real-world con-
texts, this improvement does not increase sig-
nificantly as the number of spelling errors in-
creases.

We show that spell-corrected input improves
model performance more than the addition
of character representations, and that models
with additional character representations can
be improved further by using spell correction.

We achieve a new state of the art on the
ASAP-SAS dataset.

2 Related Work

Several recent works provide background on auto-
mated content scoring in educational applications
(Horbach and Zesch, 2019; Burrows et al., 2015;
Riordan et al., 2017). The effect of spelling er-
rors on content scoring was investigated by Hor-
bach et al. (2017). They generated artificial er-
rors on the ASAP-SAS dataset and explored how
the scoring performance of a non-neural model of
word and character n-grams was affected by in-
creasing amounts of artificial misspellings. They
found that models with additional character repre-
sentations were relatively resilient at higher rates
of misspellings. Our work is complementary in
that (1) we investigate neural models and (2) we
analyze trends in performance on two additional
large collections of real-world data.

Spelling correction has been employed in sev-
eral published systems for the ASAP-SAS dataset.
Tandalla (2012), the best-performing system on
the ASAP-SAS shared task, employed spelling
correction. Kumar et al. (2019) demonstrate
strong performance on ASAP-SAS in part due to
spelling correction, but use a different train and
test set along with data augmentation. Recent
work on neural methods for short content scor-
ing uses word- and sentence-level representations
(Kumar et al., 2017; Saha et al., 2018; Marvaniya
et al., 2018); the current work examines character
representations in neural content scoring and ex-
plores both short and long content scenarios.

Among neural approaches for essay scoring,
Dong et al. (2017) explore a family of combi-
nations of hierarchical CNNs and LSTMs with
character-based, word-based, and combined word-
and character-based representations. They find



that the concatenation of word and character repre-
sentations does not improve on a word-based rep-
resentation. Cozma et al. (2018) describe a model
that incorporates character information via string
kernels. We leave to future work an exploration of
the strengths of this and other non-neural character
representations for capturing character-sequence-
to-score correspondences that account for spelling
variation in content scoring.

While spelling correction is often mentioned as
a preprocessing step for content scoring, text clas-
sification, and other content-focused NLP tasks, to
our knowledge, little work exists that attempts to
quantify the relative contribution of spelling cor-
rection to task performance (although there are in-
dications that general NLP tools such as morpho-
logical analyzers can have strong positive effects
(Zalmout and Habash, 2017)).

3 Datasets

Table 1 shows basic statistics for each dataset.

3.1 ASAP-SAS

One of the most widely-used short answer scor-
ing datasets is the Automated Student Assessment
Prize Short Answer Scoring (ASAP-SAS) dataset.
The dataset is comprised of 10 individual ques-
tions on academic subjects such as science, bi-
ology, and English Language Arts. The ques-
tions were administered to high school students in
the United States on state-level assessments. Re-
sponses were often one or a few sentences. The re-
sponses were scored by two human annotators on
a scale from 0 to 2 or 0 to 3 depending on the ques-
tion (Shermis, 2015). For this study, we used the
official training and test data as is without any fil-
tering of responses or manual correction.! Figure
1 shows a histogram of the number of misspellings
per response (automatically detected). For analy-
sis of the behavior of the models with respect to
different numbers of misspellings, we manually
binned the number of misspellings per response
into 0, 1, and 2+ (cf. Figure 5).

3.2 Formative-K12-SAS

We collected a large sample of content-based short
answer questions that have been used in a vari-
ety of formative classroom settings with middle
and high school students. The questions span the

'nttps://www.kaggle.com/c/asap-sas. The
official test set is public_leaderboard_rel_2.tsv.
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Figure 1: ASAP-SAS spelling errors.
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Figure 2: Formative assessments spelling errors.

subject areas of science, ELA, and social studies.
While the questions used different kinds of scor-
ing rubrics with a variety of score ranges, all ques-
tions were content-focused. We manually binned
the number of misspellings per response (Figure 2)
in the same way as was done for the ASAP-SAS
dataset (cf. Figure 6).

3.3 Summative-LAS

This dataset is comprised of 20 questions from
a series of high-stakes, large-scale standardized
tests. The tests are administered to an adult pop-
ulation in the United States, with individuals hav-
ing completed high school and at least some post-
secondary education. Test takers are typically pro-
ficient English speakers. Each test measures con-
tent knowledge of academic subject areas or ele-
ments of effective institutional leadership. Con-
structed response scores are assigned on a 0-3
scale. Writing proficiency is not part of the scoring
rubric. Notably, the mean number of words per re-
sponse is more than 230, making the length of re-
sponses comparable to essay questions. Hence, we
dub this dataset Summative-LAS for long answer



Number of Number of Score Mean number of  Mean number of
Dataset . . . .
questions responses ranges training responses words (train)
ASAP-SAS 10 22,267 0/1/2(/3) 1363 48.4
Formative-K12-SAS 118 228,909 (0/)1/2(/3/415/6) 989 33.0
Summative-LAS 20 108,658 0/1/2/3 4346 233.9

Table 1: Overview of the datasets used in this work. The number of responses covers both the official train and
test splits for ASAP-SAS. The mean number of responses and words were computed over the official training set
for ASAP-SAS and over 5-fold splits of each question’s data (80% train) for the remaining datasets.

Mean SD
Per response  3.342  3.836
Per word 0.017 0.019
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Figure 3: Summative-LAS spelling errors.

scoring. For this dataset, because of the larger
spread of spelling errors (Figure 3), we elected to
bin the misspellings automatically into relatively
equal-sized bins: 0-1, 2—-4, and 5+ (cf. Figure
7).

4 Method

4.1 Network architecture

The space of network architectures that we ex-
plored for this study is depicted in Figure 4. For
a word token-only model, pretrained word embed-
dings are fed to a bidirectional GRU. The hidden
states of the GRU are aggregated by a pooling
or attention mechanism. Pooling mechanisms in-
cluded mean and max pooling (Taghipour and Ng,
2016; Shen et al., 2018). The attention mechanism
is an MLP-based document-level attention to com-
bined word-character vectors (Yang et al., 2016)2.
The output of the encoder is aggregated in a fully-
connected feedforward layer with sigmoid activa-
tion that computes a scalar output for the predicted
score.

For a model with additional character repre-

2A document context vector v is updated at word i with:
u; = tanh(Wh; 4+ b). The attention is computed with a;
exp(ui w)/>, exp(uf u) and d = 3, a;h; for a document
d (response) and RNN states h.
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sentations, each word is represented with a se-
quence of 25-dimensional character embeddings
(randomly initialized). These sequences are en-
coded with a character encoder (see 4.3). The en-
coded outputs are concatenated with the word em-
beddings prior to the word-level encoder.

4.2 Data preparation and model training

The text is preprocessed with the spaCy tokenizer
with limited custom postprocessing to improve the
tokenization outputs. Each response is padded
to uniform length, but these padding tokens are
masked out during model training. Prior to train-
ing, we scale all scores of responses to [0, 1] and
use these scaled scores as input to the networks.
For evaluation, the scaled scores are converted
back to their original range.



For the word tokens, we use GloVe 100 dimen-
sion vectors (Pennington et al., 2014) as pretrained
embeddings and fine-tune these during training.
Word tokens that are not found in the embeddings
are mapped to a randomly initialized UNK embed-
ding.

Networks are trained with a mean squared er-
ror loss. We carried out extensive preliminary ex-
periments on the ASAP-SAS dev sets to find the
highest-performing optimizer (RMSProp with p
set to 0.9), learning rate (0.001), batch size (32),
and gradient clipping setting (10.0).

We employ an exponential moving average
of the model’s weights during training. These
weights wgas4 are updated after each batch with

WEMA —= (10 - d) * (wEMA - wcurrent)-

d is a decay rate that is updated dynamically
at each batch taking into account the number of
batches so far:

1 + #batches

in(d _ ).
min{decay, 10 + #batches

We set decay, the maximum decay rate, to 0.999.

For all experiments, we train models with 5-fold
cross validation with train/dev/test splits. On the
ASAP-SAS dataset, we split the official training
data into 5 folds of 80% train and 20% dev. On
all other datasets, we split the data into 5 folds
of 60% train, 20% dev, and 20% test. For hyper-
parameter tuning, we evaluate performance only
on the dev sets and record the best performance
across epochs. For training final models after hy-
perparameter tuning, we combine the training and
dev sets and stop training at the average best epoch
across dev folds rounded to the nearest 5th epoch
(cf. Johnson & Zhang (2017; 2015)). For ASAP-
SAS, final test performance is from the official
public test set. For the other datasets, final test per-
formance is the average test performance across
folds.

4.3 Hyperparameter tuning

We tuned hyperparameters for both the character
and combined word-character encoders. For both
encoders, we experimented with several encoder
types and hyperparameter configurations on the
ASAP-SAS dataset (dev sets only).

For the combined word-character encoder, we
varied the encoder type in bidirectional {GRU,
LSTM}. Bidirectional GRUs performed better in
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most cases. We varied the encoder hidden di-
mensions in {100, 250}, number of layers in {1,
2}, dropout on embeddings in {0.0, 0.3}, pool-
ing/attention in {final state, mean pooling, max
pooling, and attention pooling}, and dropout af-
ter pooling/attention in {0.0, 0.3}. We obtained
the best results on average across the ASAP-SAS
questions with 1 layer, 250 dimensions, max pool-
ing, and no dropout.

For the character encoder, we tested a convo-
Iutional encoder and three bidirectional recurrent
encoders with the same pooling/attention mecha-
nisms: {final state, mean pooling, max pooling,
and attention pooling}. For the CNN, we varied
the number of filters in {50, 100} and the filter
sizes in {3, 5, (3,4,5)}. For the RNNs, we var-
ied the encoder hidden dimensions in {25, 50}.
For these experiments, we used a combined word-
character encoder with the best hyperparameter
settings from the word-character encoder experi-
ments. The best character encoder results were
achieved with the CNN with 100 filters and fil-
ter sizes of (3,4,5) (i.e. the concatenation of filter
sizes 3, 4, and 5) (Johnson and Zhang, 2015).

4.4 Spelling detection and correction

A spelling detection and correction system based
on the approach described in Flor (2012) and
Flor and Futagi (2012) was used in all experi-
ments. The system employs a set of large-scale
dictionaries and language models. The approach
demonstrated high spelling correction accuracy on
benchmark datasets of essays written on high-
stakes summative assessments by both native and
non-native English speakers, outperforming com-
parable industry and open-source spelling correc-
tion systems.

For each question in each dataset, we adapted
the spelling detection algorithm by incorporating
the tokens from the question text. The current
work focused on non-word misspellings, that is,
character sequences that are not valid in stan-
dard written English. We leave an examination of
real-word (context-sensitive) errors (e.g., confus-
ing their and there) to future work.

4.5 Evaluation and statistical analysis

To summarize model performance, we report
mean squared error (MSE) and quadratic weighted
kappa (QWK). For the ASAP-SAS dataset, we
also report the Fisher-weighted mean QWK across



questions, which was the official metric of the
ASAP competition.

To analyze the robustness of performance im-
provements with character representations, we
employ generalized linear mixed-effect models
(GLMMs) (Harrison et al., 2018). Mixed-effect
models can better capture variation across individ-
ual questions by modeling questions as random ef-
fects. In contrast with previous work in NLP that
analyzes model performance with mixed-effect
models, we analyze per-response prediction errors
using real-valued regression model predictions.
Since the prediction errors are not normally dis-
tributed, using standard linear mixed effect models
(even with transformation of the dependent vari-
able) can result in Type I errors. Analysis of the
prediction error data showed that gamma distri-
butions provided the best fit. Hence we employ
gamma GLMMs with a log link function.

We investigated the interaction predicted by Hy-
pothesis 1 with the following GLMM:

error ~ feat x missp + #words+ (1)
score + (1|question)
feat is the representation type (w vs. w+c),

missp is the misspelling bin, and feat xmissp
is their interaction. #words is the num-
ber of words in the response, and score
is the response’s human-assigned score.
(1lquestion) represents a random inter-
cept for each question. This model estimates the
effect of the representation type and the number
of misspellings and their interaction, while con-
trolling for the effect of number of words and
assigned score.

Hypothesis 2 was examined with a GLMM
model of the form:

(2)

error ~ feat x sp + (1|question)

where sp is the presence or absence of spelling
correction.

For each dataset, we address Hypothesis 2 first,
since the evidence relating to this hypothesis is
the relative performance of the different models.
Then, looking at model predictions by bins of re-
sponses for numbers of misspellings, we examine
evidence for Hypothesis 1.
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e Mean Mean  Meangisher
Condition MSE QWK QWK
w -sp 0.2286 0.7562 0.7652
w+c -sp 0.2218 0.7602 0.7691
w +sp 0.2236  0.7660 0.7748
w+c +Sp 0.2200 0.7705 0.7788

Table 2: Human-machine agreement across models on
ASAP-SAS. w = word representations, w+c = word
and character representations, -sp = no spelling correc-
tion, +sp = spelling correction.

Estimate SE  Pr(>|z|)
(Intercept) -1.132  0.119 <2e-16
feature set (w+c) -0.028  0.020 0.168
spelling (+sp) -0.017  0.020 0.389
feature set : spelling 0.023  0.029 0.423

Table 3: GLMM parameter estimates, standard errors,
and p-values for model prediction error across all mod-
els on ASAP-SAS. Feature set is w vs. w+c. Spelling
is +/- spelling correction.

5 Results

5.1 ASAP-SAS

Table 2 shows the mean MSE, mean QWK, and
mean Fisher-transformed QWK across the 10
questions in the ASAP-SAS dataset. First, we see
that the models with character representations out-
perform their word-only counterparts (w+c vs. w;
lower MSE and higher QWK). Second, the spell-
corrected models outperform the corresponding
uncorrected models (+sp vs. -sp) with the same
representations. The spell-corrected model with
character representations achieves the highest per-
formance. The Fisher-transformed mean QWK of
0.7788 represents a new state of the art for the
ASAP-SAS dataset for the official test set for sin-
gle models without data augmentation.>

3Ramachandran et al. (2015) report a QWK of 0.78
on the ASAP-SAS dataset, but we conclude that their ac-
tual unrounded Fisher-transformed mean QWK score was
0.77696. As they note, “The mean QW Kappa achieved by
our patterns is (.78 and that achieved by Tandalla’s man-
ual regular expressions is 0.77. Although the QW Kap-
pas are very close... their unrounded difference of 0.00530
is noteworthy.” According to the Kaggle public leader-
board (https://www.kaggle.com/c/asap-sas/leaderboard), the
Tandalla system’s unrounded score was 0.77166. Combin-
ing this information: 0.77166 + 0.00530 = 0.77696. More-
over, elsewhere in their paper Ramachandran et al. note
“The human benchmark for the dataset was 0.90. The best
team achieved a score of 0.77.” Because these scores match
the Fisher-transformed QWK scores on the Kaggle leader-
board, we conclude that they used the Fisher-transformed
mean QWK as opposed to the untransformed mean QWK.
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Figure 5: Mean prediction error by models without
spell correction on ASAP-SAS. Numbers on the bars
represent the difference between w+c and w.

Estimate SE  Pr(>|z)
(Intercept) -1.681 0.111 <2e-16
feature set (w+c) -0.018 0.028 0.506
missp 1 0.050 0.034 0.143
missp 2+ 0.138  0.037 0.0002
# words 1.947 0.142 <2e-16
score 0.651 0.037 <2e-16
feat (w+c) : missp 1 -0.036  0.048 0.454
feat (w+c) : missp 2+ -0.022  0.051 0.656

Table 4: GLMM summary for model prediction error
on ASAP-SAS for the models without spelling correc-
tion. Feature set is w vs. w+c. Missp {1,2+} are bins
of number of misspellings. Score is human-assigned
response score.

With regard to Hypothesis 2.1, that character
representations should improve performance as
much as spell correction, the results demonstrate
that adding character representations (w+c, -sp:
mean MSE = 0.2218) can outperform spell correc-
tion of a word-only model (w, +sp: mean MSE =
0.2236) (although this is not reflected in the QWK
results).

To test the strength of these results, we used the
GLMM from equation (2). The model parameter
estimates are shown in Table 3. Neither the effect
of adding character representations (w+c) nor the
effect of spelling correction (+sp) are statistically
significant. Notably, there is no evidence for an
interaction between character representations and
spelling correction, suggesting relatively indepen-
dent effects.

Next, we examine Hypothesis 1, that charac-
ter representations should aid performance more
on responses with more spelling errors. Figure
5 shows the mean error across all responses in
ASAP-SAS by number of spelling errors in bins
of 0, 1, and 2+ for the models without spelling
correction (w -sp and w+c -sp).

The mixed effect model parameter estimates are
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ops Mean  Mean
Condition MSE QWK
W -sp 0.3220  0.7759
w+c -sp 0.3190 0.7799
w +sp 0.3176  0.7815
w+c +sp 0.3140 0.7828

Table 5: Human-machine agreement across models on
Formative-K12-SAS.

Estimate SE  Pr(>|z))
(Intercept) -0.962  0.024 <2e-16
feature set (w+c) -0.010  0.002 0.0005
spelling (+sp) -0.011  0.002  6.58e-05
feature set : spelling 0.001  0.004 0.643

Table 6: GLMM parameter estimates, standard errors,
and p-values for model prediction error across all mod-
els on Formative-K12-SAS.

presented in Table 4. The main result for our in-
vestigation is that there is no significant interaction
between model type and number of spelling bins.
In other words, the w+c models’ performance did
not significantly improve as the number of mis-
spellings increased *.

5.2 Formative-K12-SAS

The performance of the neural models on the
Formative-K12-SAS dataset are shown in Table 5.
The same trends that were observed for ASAP-
SAS are observed here: (1) character and word
representations outperform word representations
alone (w+c vs. w); (2) spell-corrected models out-
perform models without spell correction (+sp vs.
-sp); (3) the spell-corrected model with character
and word representations performs best. More-
over, on this dataset, the mean MSE and mean
QWK trends are consistent.

Applying the statistical model from equation (2)
to the prediction errors on all responses in this
large dataset (Table 6), both model representations
and spelling correction achieve statistical signifi-
cance. No interaction was observed between rep-
resentation type and spelling correction.

To analyze the differences between model rep-
resentations by number of misspellings, we spec-
ified 3 bins: 0, 1, and 2+. This was because of

“The data for question 10 in the ASAP-SAS dataset suf-
fers from preprocessing issues such that random spaces are
introduced between many words. As a result, a much higher
number of misspellings are detected for this question. How-
ever, refitting the GLMM model excluding the data for this
question produced nearly identical trends.



wird
BN vord+char

Misspelling bins

030 035 040 045 050

Error

020 025

Figure 6: Mean prediction error by models without
spell correction on the Formative-K12-SAS dataset.
Numbers on the bars represent the difference between
w+c and w.

Estimate SE  Pr(>|z))
(Intercept) -1.108  0.023 <2e-16
feature set (w+c) -0.008 0.003 0.017
missp 1 0.077  0.005 <2e-16
missp 2+ 0.158  0.007 <2e-16
# words 1.996 0.157 <2e-16
score 0.230  0.008 <2e-16
feat (w+c) : missp 1 -0.009  0.008 0.242
feat (w+c) : missp 2+ -0.004 0.010 0.703

Table 7: GLMM summary for model prediction er-
ror on Formative-K12-SAS for the models without
spelling correction.

the extreme skew in the misspellings counts — the
large majority of responses actually had no mis-
spellings — which precluded specifying bins with
a similar number of responses. The model mean
prediction error increased across misspellings bins
for both w and w+c models (Figure 6). Unlike
ASAP-SAS, both the difference between feature
sets and between misspellings bins was significant
even when controlling for score and number of
words (Table 7). As before, however, there was
not a significant interaction between misspelling
bins and representation type.

5.3 Summative-LAS

Table 8 provides the MSE and QWK for the
dataset of content-based questions on the sum-
mative assessment dataset. As in the other
two datasets, character and word representations
(w+c) perform best, and the best models are the
models based on spell-corrected text. On this
dataset, however, what is striking is the degree to
which spelling correction improves model perfor-
mance: QWK scores increase about 15 points.
The GLMM parameter estimates (Table 9) show
that the difference between models with and with-
out spell correction nearly reaches the 0.05 thresh-
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ope Mean  Mean
Condition MSE QWK
w -Sp 0.4768  0.5082
w+c -sp 0.4766 0.5115
W +sp 0.3457  0.6590
w+c +sp 0.3441  0.6609

Table 8: Human-machine agreement across models on
Summative-LAS.

Estimate SE  Pr(>|z))
(Intercept) -0.763  0.031 <2e-16
feature set (w+c) -0.002  0.003 0.479
spelling (+sp) -0.006  0.003 0.051
feature set : spelling 0.003  0.004 0.508

Table 9: GLMM parameter estimates, standard errors,
and p-values for model prediction error across all mod-
els on Summative-LAS.

Estimate SE  Pr(>|z))
(Intercept) -0.544  0.032 <2e-16
feature set (w+c) -0.002  0.005 0.706
missp 2-4 0.027 0.005 6.24e-07
missp 5+ 0.054 0.006 <2e-16
# words 0.228 0.022 <2e-16
score -0.478  0.005 <2e-16
feat (w+c) : missp 2-4  9.09e-05  0.007 0.991
feat (w+c) : missp 5+ -0.001  0.008 0.856

Table 10: GLMM summary for model prediction er-
ror on Summative-LAS for the models without spelling
correction.

old of significance, underlining the strength of the
effect of building models on spell corrected text on
this dataset. The addition of character representa-
tions, on the other hand, shows a negligible effect
on model performance.

The mean prediction error for the w and w+c
models is shown in Figure 7. The results of mod-

word
BN vord+char

Misspelling kins

035 040 045

Error

0.320

020 025

Figure 7: Mean prediction error by models without
spell correction on the Summative-LAS dataset. Num-
bers on the bars represent the difference between w+c
and w.



eling the prediction errors with the model from
equation (1) with these bins are given in Table
10. The mean prediction error increases signifi-
cantly from bin 0-1 to 5+, but there is little differ-
ence between representation types and there is no
interaction between representation type and mis-
spelling bin.

6 Discussion

This study is the first large-scale examination
of the contribution of character representations
in neural network models for automated content
scoring. We formulated three hypotheses about
the effects of adding character representations to
neural models and tested these hypotheses with
three diverse datasets, including two large-scale
real-world datasets. The results provide several
new insights into the capabilities of character rep-
resentations for content scoring.

First, we examined whether the addition of
character representations improves scoring model
performance as the number of spelling errors in-
creases. If a model were to effectively learn
character-to-score correspondences, we might ex-
pect the model to show solid gains on responses
with more misspellings. While there was a small
trend toward an improvement in word+character
models over word-only models on such responses,
this trend was not strong enough to produce a
statistically significant difference between model
representation types. Hence, we cannot conclude
that character representations readily account for
spelling variation in the training data.

Second, we showed that spelling correction
can increase word-only model performance be-
yond what is achieved with only the addition of
character representations (without spelling correc-
tion). This trend was strongest in the data with
the most spelling errors (Section 5.3). Moreover,
we showed that spelling correction can boost the
performance of models with character representa-
tions. In fact, leveraging spelling correction and
character representations contributed to establish-
ing a new state-of-the-art result on the ASAP-SAS
official test set. While both trends were not statis-
tically significant given the variability in the pre-
diction error data, neither of these trends are pre-
dicted by common ideas about the effectiveness of
character representations in automatically learning
how spelling variants correlate with scores.

We note that our results do not establish that
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models with character representations do not learn
about some associations between spelling varia-
tion and scores. It may be the case that larger train-
ing data would lead to more effective learning of
the association between character sequence vari-
ants and scores. However, large datasets are gen-
erally not typical in training data for educational
applications. Different kinds of character (or sub-
word) representations may also prove more ef-
fective than the space of character representations
considered here.

Our results show that character representations,
when added to word-based neural models, consis-
tently provide small gains in performance. There-
fore, we conclude that character representations
may provide some benefit in practice in neural
models for content scoring, but that they are un-
likely to serve as a replacement for spelling cor-
rection of the training data.
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A Appendix: ASAP-SAS detailed results

Dataset-general tuning

Prompt W-sp  wHc-sp  wHsp  wHc +sp
1 0.8222  0.8310 0.8339  0.8301

2 0.7802  0.8017 0.7857  0.7913

3 0.6443  0.6311  0.6577  0.6620

4 0.7044  0.6934 0.7120  0.7310

5 0.8285  0.8272 0.8355  0.8441

6 0.8562  0.8477  0.8625  0.8610

7 0.7060  0.7250  0.7115  0.7362

8 0.6510 0.6662  0.6778  0.6641

9 0.8045 0.7942  0.8178  0.8087

10 0.7645  0.7847 0.7650  0.7766
Mean QWK  0.7561  0.7602  0.7659  0.7705

Mean

QWKrier 0.7652  0.7691  0.7748  0.7788

Table 11: Human-machine agreement on ASAP-SAS
by prompt.

In Table 11 we report the performance of each
prompt’s model on ASAP-SAS. We used dataset-
general tuning of hyperparameters by considering
the average best performance across all prompts.
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