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Abstract

In this paper we present first results for the
task of Automated Essay Scoring for Norwe-
gian learner language. We analyze a number
of properties of this task experimentally and
assess (1) the formulation of the task as ei-
ther regression or classification, (ii) the use of
various non-neural and neural machine learn-
ing architectures with various types of input
representations, and (iii) applying multi-task
learning for joint prediction of essay scoring
and native language identification. We find
that a GRU-based attention model trained in
a single-task setting performs best at the AES
task.

1 Introduction

Automated essay scoring (AES), in the literature
also referred to as Assessment of Proficiency or
Automated Text Scoring (ATS), considers the task
of assigning a grade to a free form text, often re-
sponding to a specific prompt. Automation of this
assessment task has clear applications in language
education, where second language learners can re-
ceive feedback as to which proficiency level they
might be on, for instance in relation to the Com-
mon European Framework of Reference (CEFR)
level. This may help learners who want to take lan-
guage examination to find the appropriate timing
and level of testing, since an examination can be
both an economical and logistical inconvenience.
Automation also allows students to receive feed-
back quicker and more frequently.!

Recent work on the AES task has used both
non-neural, feature-rich approaches that make use
of a variety of linguistic features (Briscoe et al.,

!This work was performed when the first author was a
Masters student with the Language Technology Group at Uni-
versity of Oslo. Similarly, the second author took part in the
BigMed project https://bigmed.no/ hosted at Univer-
sity of Oslo.
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2010; Yannakoudakis et al., 2011; Vajjala, 2017),
and neural end-to-end architectures (Taghipour
and Ng, 2016; Alikaniotis et al., 2016). Previ-
ous work has furthermore adopted different for-
mulations of the task, either as a regression prob-
lem (Phandi et al., 2015; Taghipour and Ng, 2016)
or a classification task (Rudner and Liang, 2002;
Briscoe et al., 2010; Vajjala and Rama, 2018).
Most previous work however, with a few note-
worty exceptions (Hancke, 2013; Vajjala and Loo,
2014; Pilan et al., 2016), has been focused on En-
glish learner language.

In this paper we present first results for auto-
mated essay scoring of Norwegian learner lan-
guage. We make use of the ASK corpus of learner
language (Tenfjord et al., 2006), with added CEFR
labels (Carlsen, 2012), and compare and contrast
different formulations of the task, a number of dif-
ferent machine learning architectures and different
input representations and further experiment with
a multi-task setting with Native Language Identi-
fication as auxiliary task.

The rest of the paper is structured as follows.
We present related work in section 2 and go on
to describe the Norwegian learner corpus (ASK)
in section 3. We describe the aims of this paper
in section 4.1 and describe the data preprocessing
and the creation of training, development, and test
datasets in section 4.2. We present the results of
non-neural linear models in section 5 and CNNs
and Gated-RNNs on the development dataset in
section 6. Then, we briefly describe the results
of our experiments with native language identifi-
cation in section 7 and the subsequent results of
multitask experiments in section 8. Finally, we re-
port the results of the best linear and neural models
on the held-out test data in section 9. We summa-
rize and conclude the paper in section 10.
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2 Related work

Yannakoudakis et al. (2011) present the CLC First
Certificate of English (FCE) corpus as well as
a system that makes use of deep linguistic fea-
tures, such as PoS-tags and syntactic information
and further employ a discriminative ranker that is
shown to outperform a regression approach on the
FCE corpus.

Vajjala (2017) trains linear classifiers over the
TOEFL11 corpus of non-native English (Blan-
chard et al., 2013) and the FCE corpus and makes
use of a number of linguistic features for the task,
including several different measures for lexical di-
versity, distribution of POS tags, and syntactic
complexity, as well as features capturing discourse
properties. Several of these features were based on
previous work on measuring syntactic complexity
in L2 writing by (Lu, 2010).

Alikaniotis et al. (2016) and Taghipour and Ng
(2016) both present neural systems trained and
evaluated on the ASAP Kaggle dataset of stu-
dent essays. Both formulate the AES task as
a regression task and experiment with several
types of neural architectures applied to the same
dataset, showing the best results using a bidirec-
tional LSTM with pre-trained embeddings.

Whereas much previous work has been focused
on English learner language, there has also been
some work on AES using the CEFR scale for lan-
guages other than English, viz. Hancke (2013)
for German, Vajjala and Loo (2014) for Estonian
and Pilan et al. (2016) for Swedish learner texts.
All these papers take a very similar approach to
the task, modeling essay scoring as SVM clas-
sification using a large number of lexical, mor-
phological, syntactic and semantic features. Fi-
nally, Vajjala and Rama (2018) present results
for mono-lingual, cross-lingual and multi-lingual
CEFR classification using the MERLIN corpus
(Boyd et al., 2014).

The ASK corpus (Tenfjord et al., 2006) em-
ployed in the current study, and further described
in section 3, has been used in several linguistic
studies on features of Norwegian learner language
and transfer effects from different L1 (Pepper,
2012; Golden, 2016; Vigrestad, 2016). The ASK
corpus has also been used in previous work to train
machine learning systems for Native Language
Identification (NLI). The task of NLI for English
language learners has been the subject of several
shared tasks (Tetreault et al., 2013; Schuller et al.,
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2016; Malmasi et al., 2017). Norwegian NLI has
been studied by Malmasi et al. (2015), using the
ASK corpus. In their methodology, they create ar-
tificial documents to train on by segmenting the
learner texts into sentences, then putting all the
sentences from learners with the same L1 into a
bag and sampling sentences from the bag to cre-
ate the new documents. Their rationale for the
methodology is that all the resulting documents
are of similar length, and that they eliminate the
variation between individual writers that otherwise
might present a stronger signal than the writer’s L1
alone.

In a later study, Malmasi and Dras (2017)
perform an NLI experiment on several corpora,
namely TOEFL11, the Norwegian ASK corpus
and the Jinan Chinese Learner corpus. For Nor-
wegian, they use the features such as function
word uni-/bigrams and part-of-speech n-grams.
By combining a selection of base classifiers using
a LDA meta-classifier trained with bootstrap ag-
gregation (bagging), they achieve an accuracy of
0.818 on the artificially Norwegian essay corpus.
The authors’ methodology also involves generat-
ing artificial essays which discard the discourse
properties of a text that could help in improving
the system performance at NLI task. Therefore,
we do not replicate their experiments but chose to
test our best models tuned on development split
and then report the best model on a separate test
split.

In this paper, we test several RNN models were
implemented based on the architecture described
in Taghipour and Ng (2016). We made necessary
changes to the architectures in order to accommo-
date our data. For instance, Taghipour and Ng
(2016) modelled the task as a regression problem,
where the output layer consists of a single node
with a value constrained to (0, 1) by the sigmoid
function. This layer was replaced with a softmax
layer which is described further in section 6.

3 Dataset

The ASK corpus (AndreSpraksKorpus; Tenfjord
et al.,, 2006) contains Norwegian learner essays
from two different language tests: Sprdakprgven i
norsk for voksne innvandrere and Test i norsk —
hgyere nivd,” which test proficiency at the B1 and
B2 levels, respectively. Following the naming in

*Translated to as “Language testing in Norwegian for
adult immigrants” and “Test in upper Norwegian levels”.



Carlsen (2012), we will refer to these tests as the
IL test (Intermediate Level, “Sprakprgven”) and
the AL test (Advanced Level, “Hgyere niva”).

First language AL test 1L test Total
English 100 100 200
Polish 100 100 200
Russian 100 100 200
Somali 7 100 107
Spanish 100 100 200
German 100 100 200
Vietnamese 5 100 105
Subtotal (included languages) 512 700 1212
(Albanian) 24 100 124
(Bosnian-Croatian-Serbian) 100 100 200
(Dutch) 100 100 200
(Norwegian nynorsk) 21 11 32
(Norwegian bokmal) 79 89 168
Subtotal (excluded languages) 324 400 724
Total (all languages) 836 1100 1936

Table 1: Distributions of first languages for each test
level in ASK. Texts in each test level for all L1. Lan-
guages which are not included in our CEFR-labeled
dataset are listed in parentheses.

The corpus contains 1736 texts and each doc-
ument includes metadata such as the writer’s L1:
one of German, Dutch, English, Spanish, Russian,
Polish, Bosnian-Croatian-Serbian, Albanian, Viet-
namese, and Somali. All texts from seven of these
language backgrounds, 1212 in total, have been
assigned a CEFR score at a later stage (Carlsen,
2012), and these texts comprise the subcorpus we
will be working with. In particular, all texts except
those written by learners with Dutch, Bosnian-
Croatian-Serbian or Albanian as L1 have a CEFR
score. The CEFR labels are available since work
by Carlsen (2012), and were not included in the
initial release of the corpus. Table 1 shows the
number of texts in the corpus for each native lan-
guage and at each test level.

Restricting the corpus size to only 1212 doc-
uments with CEFR scores, the number of to-
kens amounted to approximately 487,000 in total.
Other types of metadata, apart from L1 and CEFR
score, include, but are not limited to: the test level
the essay was written for, what topic the essay is
about, and the learner’s country of origin, age, and
gender. The CEFR scores in the ASK corpus range
between A2 and C1, and also include intermediate
labels between the canonical proficiency scores,
such as A2/B1 and B1/B2. Thus, the total number
of distinct CEFR scores is seven, which is more
fine-grained than the TOEFL11 corpus (Blanchard
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et al., 2013), which only uses three distinct pro-
ficiency categories, or the corpus used in Vajjala
and Rama (2018), the MERLIN corpus, where the
CEFR scores range between Al and C1, but with-
out any intermediate levels.

When examining the correlation between var-
ious types of metadata and proficiency scores in
the corpus, there are several noteworthy prop-
erties. First of all, we observe that test levels
have different distributions of proficiency. We
find that the distribution of CEFR scores corre-
sponds to the similarity of the various L1 to Nor-
wegian. The Germanic languages—German and
English—have the fewest number of essays below
B1 level in the IL test. Two non-Indo-European
languages—Vietnamese and Somali—rarely score
above B1 level in the IL test, and their mode is
A2/B1 compared to B1 for all the Indo-European
languages.

4 Methods
4.1 Aims

In this section, we describe the objectives of the
experiments reported in the paper. Apart from an
extensive analysis of the ASK corpus using linear
and neural models, we investigate whether AES
based on ASK should be modelled as a classifi-
cation task or a regression task (given that both
the approaches are common in the literature, see
section 2). We approach this question by testing
three different models namely: Logistic regres-
sion, Support Vector Regression, and SVM clas-
sification for a wide range of linguistic represen-
tation combinations. We then go on to assess the
level of performance at the AES task using neu-
ral methods? Finally, we combine both the AES
task and the NLI task under a single multi-tasking
model to check if joint training of a neural model
with two different objectives can improve the per-
formance at the AES task.

4.2 Preprocessing

The data files in the ASK corpus are in XML
format, and contain information about tags, mis-
takes and corrections, paragraphs, sentences and
more. First, the files were converted to plain
text files where all the tags or correction labels
were stripped of. The text files have one sen-
tence per line, consisting of space-separated to-
kens, and an empty line separating paragraphs.
These raw text files were then processed using the



UDPipe pipeline (Straka and Strakovd, 2017) for
PoS-tagging and dependency parsing, with pre-
trained models trained on the Norwegian UD tree-
bank (@vrelid and Hohle, 2016).

Two different sets of output labels are used in
the experiments: The original seven CEFR la-
bels, and a collapsed set where the intermediate
classes, such as ‘A2/B1’, are rounded up to the
nearest canonical class, i.e., the CEFR label af-
ter the slash. This step yields only four different
labels in the collapsed set: ‘A2’, ‘B1’, ‘B2’ and
‘CI".

4.3 Reported metrics

We report both the macro and micro F;-scores for
all experiments. The metrics are reported for two
different modes: The first utilizing the full set of
classes, and the second mode involved training
and evaluating on the collapsed classes. A third
option, namely to train on the full set of classes
and reduce the predictions to the collapsed set of
classes, was also attempted, however, in practice
the best performers on the collapsed labels turned
out to be the models that were also trained on the
collapsed tags.

4.4 Data split

Since this paper reports the first results for AES
on the ASK corpus, care was taken to create well-
defined splits of the data for training, development
and final held-out testing. In an ideal scenario, the
training and testing datasets would typically have
the same distribution of classes, but the limited
amount of data makes this difficult; and, as many
as 15 combinations of language and proficiency la-
bel have fewer than three documents. Moreover,
we also took care to create splits in such a man-
ner such that there is no overlap of topics between
the splits. The reason for this split is to perform
our experiments in a real-world setting where the
model needs to be tested on topics not seen in the
training data. The final data splits follow a 8:1:1
distribution and we tried to ensure that the joint
distribution of proficiency and native language is
similar across the splits and that topics do not re-
cur across training, development, and test splits.

5 Linear models

In this section, we train and evaluate the perfor-
mance of three different linear models on the de-
velopment dataset. We use the results of this ex-
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periment to establish if AES is best modelled as
a regression or classification task for the ASK
dataset.

Classification vs. Regression As mentioned
earlier, AES can be modelled both as a classifi-
cation task and as a regression task. A disadvan-
tage with using regression for the AES task is that
while we know the correct order of classes, it is
not obvious if the distance between the adjacent
classes is always the same. For instance, we do
not know if the distance from CEFR score ‘A2/B1’
to ‘B1’ is just as ‘B1’ to ‘B1/B2’. However, we
need to be aware of this when we transform the
labels into numeric values for regression. This
challenge of quantifying distance between classes
does not apply to the classification approach, but it
does come with another problem. The multi-class
approach does not take the order of classes into
consideration which is an intrinsic property of the
class label in AES tasks.

Implementation All models in this section were
implemented using the scikit-learn (Pedregosa
etal., 2011) library. The logistic regression model
was trained with the ‘lgbfs’ solver to minimize
multinomial loss. The linear regression model
was a support vector regressor also chosen from
scikit-learn with default parameters. We experi-
ment with different types of input and use both to-
kens, character ngrams, mixed POS and function
word ngrams, and POS ngrams as inputs.

Results In order to report classification based
metrics for a regression model, we transformed the
predicted scores, which are continuous, into dis-
crete scores equivalent to the given classes. This
was done by rounding the raw regression scores
to the nearest integer. The output from the sup-
port vector regression model is not constrained to
any interval, making it necessary to additionally
clip the output values to the range of scores: [0, 6]
in our full set of labels and [0, 3] in the collapsed
set. All the macro and micro F; scores for the lin-
ear models, for both the full and collapsed sets of
classes, are reported in table 2. The Support Vec-
tor Regression model is the best performing model
at both all labels and collapsed labels tasks. The
best model turns to the one trained using UPOS n-
grams. The results suggest that treating the AES as
a regression problem is a better approach than the
classification approach, at least for ASK dataset.



All labels Collapsed labels
Model Macro F;  MicroF; MacroF; Micro Fy
Majority 0.040 0.163 0.127 0.341
LogReg BOW 0.199 0.317 0.384 0.626
LogReg Char 0.221 0.317 0.399 0.602
LogReg POS 0.190 0.301 0.312 0.569
LogReg Mix 0.213 0.341 0.337 0.577
SVC BOW 0.210 0.317 0.391 0.610
SVC Char 0.189 0.293 0.347 0.537
SVC POS 0.157 0.244 0.336 0.618
SVC Mix 0.215 0.350 0.319 0.585
SVR BOW 0.444 0.415 0.429 0.659
SVR Char 0.252 0.317 0.440 0.602
SVR POS 0.334 0.358 0.476 0.593
SVR Mix 0.312 0.350 0.441 0.659

Table 2: F;-scores of various classifiers. LogReg is lo-
gistic regression, SVC is support vector classification,
and SVR is support vector regression.

6 Neural models

In this section, we train and evaluate a wide range
of convolutional networks and gated RNNs for the
AES task. We further experiment with the use of
pre-trained word embeddings which are fine-tuned
for the task. The embedding models have been
trained on a large Norwegian corpus, the combina-
tion of Norsk aviskorpus (The Norwegian News-
paper Corpus) and NoWaC (Norwegian Web As
Corpus; Stadsnes, 2018) using the FastText soft-
ware (Bojanowski et al., 2017) and are available
from the NLPL vector repository (Fares et al.,
2017).3

6.1 Convolutional Networks

We train a number of models which are variants
of the convolutional architecture described in Kim
(2014). Here, documents are represented as se-
quences of token IDs and fed into an embedding
lookup layer. We pad short documents (length
< 700) and use a word frequency cutoff to model
out-of-vocabulary words. All models were imple-
mented using Keras (Chollet et al., 2015) and Ten-
sorFlow (Abadi et al., 2015) as backend.

The central part of the architecture is a set of
convolutional filter banks that are applied to se-
quences of embeddings. The default architecture
from (Kim, 2014) uses 300 convolutional filters:
100 each of window size 3, 4 and 5. After ap-
plying the convolutions, the output is max pooled
along the time axis. This selects the highest out-
put each filter computed across all windows in the
document. In practice, three pooling operations

Shttp://vectors.nlpl.eu/repository/
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are included in the computational graph, one for
each filter bank. This is a technical consideration,
necessary because of the different window sizes.

The pooled vectors for each of the filter banks
are concatenated into a single vector, representing
the document as a whole. This vector has as many
elements as there are filters in all the filter banks
combined. This representation vector is fed to a
final softmax layer to produce a classification out-
put. During training, we apply dropout to the final
softmax layer.

All labels Collapsed labels

Model MacroF;  MicroF; Macro F;  Micro Fy

Randomly initialized embeddings
CNN 0.168 0.398 0.388 0.732
CNN+POS 0.146 0.374 0.398 0.748
CNN Mix 0.201 0.398 0.383 0.724
CNN Reg 0.230 0.382 0.439 0.724
CNN Reg+POS 0.236 0.341 0.383 0.724
CNN Reg Mix 0.258 0.398 0.412 0.642
CNN Rank 0.177 0.374 0.392 0.740
CNN Rank+POS 0.187 0.382 0.397 0.748
CNN Rank Mix 0.231 0.382 0.379 0.715

Pre-trained, fine tuned embeddings
CNN 0.208 0.382 0.384 0.724
CNN+POS 0.161 0.366 0.402 0.756
CNN Reg 0.242 0.341 0.463 0.724
CNN Reg+POS 0.232 0.366 0.411 0.715
CNN Rank 0.198 0.350 0.384 0.724
CNN Rank+POS 0.181 0.325 0.401 0.756

Table 3: F; scores of CNN classifiers on AES. +POS:
Multi-channel input with both words and UPOS tags.
Reg: Regression model. Rank: Ordinal regression.

We employ both pre-trained and randomly ini-
tialized embeddings and fine-tune the embeddings
in the training step. The results of this experiment
are given in table 3. In the case of all label pre-
diction, the best results are obtained with a CNN
regression model with mixed POS tags as input.
The best model in the case of collapsed label pre-
diction is a CNN ordinal rank regression with POS
tags as input.

6.2 Recurrent Networks

In this section, we tested a wide range of recurrent
models for the AES task by modeling the prob-
lem as a regression problem. Taghipour and Ng
(2016) test multiple recurrent architectures such as
LSTM, GRU, and attention model in their paper.
We made some changes to the architectures and
added more experiments which are described in
the following. The embedding layer in Taghipour
and Ng (2016) was of 50 dimensions and ran-
domly initialized. We increased the embedding di-
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mensions size to 100 and experimented with ran-
domly initialized embeddings and with pre-trained
ones as in the experiments with CNN. Due to
the long essay length, we chose to work with
gated RNNss since they are known to capture long-
distance dependencies. We experimented with the
following settings in the case of gated RNNs:

e Long Short Term Memory network (LSTM)
vs. Gated Recurrent Unit (GRU)

e Bidirectional vs. unidirectional

e Attention mechanisms: Mean, maximum of
the hidden states over all the time steps, and
a weighted version of attention involving a
feed-forward network (Pappas and Popescu-
Belis, 2017).

All labels Collapsed labels
Model Macro F; MicroF; MacroF; Micro F;
Random init, unidirectional GRU
Mean 0.264 0.374 0.455 0.675
Max 0.219 0.325 0.487 0.683
Attn 0.434 0.431 0.806 0.805
+POS Mean 0.348 0.398 0.450 0.642
+POS Max 0.230 0.374 0.500 0.748
+POS Attn 0.434 0.423 0.718 0.813
Mix Mean 0.225 0.333 0.388 0.634
Mix Max 0.200 0.398 0.398 0.756
Mix Attn 0.302 0.455 0.509 0.780
Random init, BIGRU
Mean 0.314 0.333 0.444 0.667
Max 0.160 0.325 0.460 0.691
Attn 0.459 0.447 0.805 0.805
+POS Mean 0.373 0.333 0.425 0.683
+POS Max 0.175 0.309 0.503 0.748
+POS Attn 0.460 0.447 0.687 0.821
Mix Mean 0.231 0.350 0.395 0.642
Mix Max 0.200 0.382 0.405 0.764
Mix Attn 0.275 0.455 0.617 0.707
Pre-trained, unidirectional GRU
Mean 0.274 0.366 0.463 0.715
Max 0.185 0.350 0.401 0.756
Attn 0.414 0.431 0.678 0.797
+POS Mean 0.282 0.382 0.477 0.699
+POS Max 0.193 0.382 0.405 0.764
+POS Attn 0.409 0.423 0.746 0.789
Pre-trained, BiIGRU
Mean 0.266 0.390 0.435 0.707
Max 0.187 0.398 0.393 0.740
Attn 0.454 0.447 0.773 0.797
+POS Mean 0.281 0.382 0.480 0.724
+POS Max 0.183 0.341 0.397 0.748
+POS Attn 0.433 0.439 0.758 0.805

Table 4: F; scores of GRU classifiers on AES. BiIGRU
is birectional GRU; Attn is attention model.

The results of our experiments are given in table
4. Although we experimented with both LSTM
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and GRUs we found that the GRU architectures
performed better than the LSTM architectures at
different metrics and label sets with wide variety
of settings. Therefore, we report only the results
from our GRU classifier. The results show that a
combination of embeddings trained separately on
words and POS tags give better results at both the
full label set and the collapsed label set. Through-
out the experiments the document attention model
performed the best with randomly initialized em-
beddings.

7 Native language identification

In contrast to the proficiency labels in ASK where
the number of higher level classes are so few, the
distribution of L1 labels is more even across the
documents. Regression as such is not applicable
to NLI since there is no natural ordering among
the L1 languages. Therefore, we model the NLI
task as a classification problem. We train both
CNN, LSTM, and GRU architectures to predict
the native language of the writers of the essays.
We found that the RNN models performed bet-
ter than CNN models and among the RNN mod-
els, GRU architectures performed better than their
LSTM counterparts. Therefore, we report only the
results of our best GRU model in table 5. The best
model is a GRU model which employs pretrained
embeddings and takes mean of the hidden states
over the time steps to perform classification using
a softmax layer. This model achieves a best ac-
curacy of 0.537 which is lower than the score of
0.542 reported by Malmasi and Dras (2018) on the
original essays.

Model Macro F;  Micro Fq
Mean 0.520 0.537
Max 0.401 0.390
Attn 0.447 0.480
+POS Mean 0.467 0.480
+POS Max 0.406 0.431
+POS Attn 0.454 0.463

Table 5: Fy scores of Pre-trained, BiGRU classifier at
the NLI task consisting of 7 classes.

Note however that we cannot compare our re-
sults to the previous work for the following rea-
sons. First, our subset of the ASK dataset corre-
sponds to the seven L1 languages which has been
assigned CEFR scores, as compared to the full set
of ten L1 languages used by Malmasi et al. (2015).
Second, Malmasi et al. (2015) used simulated data



sets and not the actual raw essays to perform NLI
experiments. Third, unlike the previous studies
we do not evaluate our results in a cross-validation
fashion.

8 Multi-task learning

Until now, we treated AES and NLI as indepen-
dent tasks and performed experiments on both the
tasks separately. We will now attempt to train a
joint model to predict both the tasks jointly.

We selected four models for the multi-task
experiments—two convolutional and two recur-
rent neural networks—based on the macro F; re-
sults on the development set. The top two mod-
els (two each for CNN and RNN) had the high-
est macro F; on the full set of labels on the de-
velopment set. The multi-task model that we use
in this paper has two outputs with different loss
functions: one for CEFR prediction and the other
for NLI task. The loss function for CEFR out-
put is mean squared loss and for NLI is categor-
ical cross-entropy loss. The losses from both the
models are linearly weighted with weights sum-
ming up to 1. We searched for the best loss weight
by searching over the range of [0, 1] where each
weight is separated by an interval of 0.1.

Hyperparameter CNN1 CNN2
Word embeddings Dynamic
Embedding size 100

Lo constraint 3

Windows 3,4,5
Embedding init Random Pre-trained
Input representation Mixed UPOS  Tokens
Hyperparameter RNNI1 RNN2
Word embeddings Dynamic
Embedding size 100

RNN cell GRU

Pooling method Attention
Bidirectional Yes

Embedding init Random Pre-trained

Input representation Tokens+UPOS  Tokens

Table 6: Descriptions of the CNN and RNN models
showing different settings.

The hyperparameters for the four models are
summarized in table 6. All our word embeddings
are based on the FastText model. We also tested
the variability of the models by training and evalu-
ating each model five times with different random
seeds to estimate the variance of the results.
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Results We show the results of all the models
with all the auxiliary weight combinations in fig-
ure 1. When the auxiliary task loss weight is
zero, the model reduces to the original single task
model of CEFR prediction. The RNN models
show the highest macro F; scores on the full la-
bel set. There is some variablity in the perfor-
mance of the RNN models in accordance with the
loss weight. In each panel, we show the F; scores
for the five models trained with different random
seeds. The CNN models do not benefit from in-
cluding the NLI task as additional task. The five
highest macro-F; scores are in the range of 0.468
and 0.483 and were achieved using auxiliary loss
weights in the range from 0 to 0.5. Although, the
highest score was achieved in single-task mode
the auxiliary task results are also competitive as
shown in the figure. In fact, the variability due to
the initial random seed allows us to conclude that
the macro-F; scores for a multi-task model is al-
most the same as the single task mode (auxiliary
loss weight set to zero).

Model = CNN1

Model = CNN2
0.8

0.6

Macro Fa

0.4

0.2

x x
% %%

Macro F1

0.00

0.25
Auxiliary loss weight

0.50 0.75 0.00 025 050 0.75

Auxiliary loss weight

Figure 1: Lines follow the mean of macro F; scores.
Shaded areas show 95% confidence interval for the
mean. Results for the collapsed set of classes are plot-
ted with cross symbols and dashed lines.

The same trend can be observed with RNN2
model also which shows a decreasing trend in the
macro-F; scores. The macro-F; scores’ trends for
both the RNN models are not similar at the task
of collapsed label set classification. The RNN1
model shows a high variation with changes in the
auxiliary loss weights. Similar to the full label set



classification, the collapsed label set classification
does not show worse performance but shows com-
petitive results when the auxiliary loss weight is
set to 0.1. We conclude from these experiments
that including the NLI task as auxiliary task, at
least, does not hurt the performance at AES task.

9 Results

Until now, we evaluated the performance of our
models on the development dataset. We now go
on to report the performance of our best models
from development on the held-out test dataset in
table 7. In the case of the neural architectures, we
employed the model showing the best macro-F;
during development.

All labels Collapsed labels
Model Macro Micro Macro  Micro
Majority 0.045 0.187 0.127 0.341
SVR BOW 0.231 0.285 0.420 0.602
SVR POS 0.271  0.350 0.422 0.602
RNNI1 0.291 0439 0478 0.724
RNN2 0.388 0.480 0.511 0.724
Multi-RNN1  0.266  0.398  0.509 0.707
Multi-RNN2  0.356  0.447 0.443 0.724

Table 7: Results from evaluation on the held-out test
set. SVR is support vector regression. Hyperparame-
ters for RNN1 and RNN2 are found in table 6. Multi-
task models use an auxiliary task weight of 0.1.

We report the results for SVR, RNNs, and
Multi-task RNN models. In terms of micro-F;
scores, the RNN models are the best across both
the collapsed labels and full label sets. Across all
the models, both the micro- and macro-F; scores
are lower than the scores reported on the develop-
ment split. The Multi-RNN2 model performs the
best in terms of micro-F; score at collapsed labels.
The multi-tasking model shows poor performance
in terms of macro-F; score across all the tasks
when compared to the single task model. The lin-
ear models show worse performance than the neu-
ral models across all the label sets and evaluation
measures. We further observe that a multi-task set-
up with NLI as auxiliary task does not show com-
petitive results. In conclusion, a fine-tuned embed-
ding BiGRU model augmented with attention and
initiated with FastText word embeddings performs
the best.

We further examine the confusion matrices for
our best multi-task model, ‘RNN2 Multi’, on the
test set. The plot is given in figure 2. We see in
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the confusion matrix that we can identify a diag-
onal running from the top-left to the bottom-right,
with zeros in the top-right and bottom-left corners.
Furthermore, mis-classifications are mostly close
to the true value, with no predictions being more
than two classes away from the gold label.

In the confusion matrix for L1, we see that all
languages are predicted to be Spanish at some
point. German is predicted with 100% precision,
however a lot of German texts are wrongly clas-
sified as English. This seems reasonable since
English and German are similar languages in the
same language family. However, the Slavic lan-
guages are not confused for each other, as one
might expect, but rather Russian and Polish are
both commonly mistaken for Spanish.

10 Conclusion

In this paper, we analyzed the ASK corpus for the
first time at the AES task with neural and non-
linear models. We addressed the question of mod-
eling AES as regression vs. classification task us-
ing three different non-neural models. We find that
the AES task is best modeled as regression, at least
in the case of the ASK corpus. We tested different
input representations such as word, character, and
POS n-grams for training the non-neural models.
We find that the best results are obtained when us-
ing Support Vector Regression algorithm.

In the case of neural models, we tested both
convolutional networks and recurrent neural net-
works (LSTM and GRU) both at AES and NLI
tasks. We augmented the neural models with dif-
ferent models of attention such as mean-over-time,
max-over-time, and attention learned through a
feed-forward network. We find in our experiments
that attention augmented BiGRU perform the best
at AES task. In contrast, the simpler mean-over-
time BiGRU model performed the best at NLI
task.

We performed an extensive evaluation of four
multitasking models where NLI is an auxiliary
task. We tuned the auxiliary loss weight over the
development split and found that the weight of 0.1
is best suited for joint modeling of AES and NLI
tasks. Although the joint model does not yield re-
sults that are better than the single task AES mod-
els, we conclude that the joint model yields results
that are competitive with the single task model set-
ting. We conclude that multi-task models do not
help improve the performance of AES task. We
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Figure 2: Confusion matrices for RNN2 Multi on the held-out test set. AES task on the left, NLI task on the right.

The numbers are counts.

also tested if initializing the embeddings with the
FastText model improves the AES results. Al-
though the results on development dataset are am-
biguous about the choice of pretrained vs. ran-
dom initialized embeddings, the results on the test
set show that the RNN2 model (fine-tuned) works
best at AES classification. Therefore, we suggest
that any future neural system for AES should use
pretrained embeddings to achieve the best results.

As future work, we intend to analyze the errors
made by the model and compare them with the er-
rors marked by the human annotators which are
available in the ASK corpus. We believe that such
an analysis would be the first that would be use-
ful for designing better models and understanding
where the neural models make mistakes. Another
direction of future work is to use a hierarchical
RNN where each sentence within an essay is en-
coded by a RNN that would be stacked with an
additional RNN layer to handle possible loss of
signal in extremely long documents.
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A Supplemental Material

The data and code for these experiments
is available here: https://github.com/
PhyloStar/NorskASK
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