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Abstract

This paper presents the first gold-standard re-
source for Russian annotated with composi-
tionality information of noun compounds. The
compound phrases are collected from the Uni-
versal Dependency treebanks according to part
of speech patterns, such as ADJ+NOUN or
NOUN+NOUN, using the gold-standard an-
notations. Each compound phrase is annotated
by two experts and a moderator according to
the following schema: the phrase can be ei-
ther compositional, non-compositional, or am-
biguous (i.e., depending on the context it can
be interpreted both as compositional or non-
compositional). We conduct an experimen-
tal evaluation of models and methods for pre-
dicting compositionality of noun compounds
in unsupervised and supervised setups. We
show that methods from previous work eval-
uated on the proposed Russian-language re-
source achieve the performance comparable
with results on English corpora.

1 Introduction

The quality of many natural language process-
ing applications is heavily dependent on the qual-
ity of vector representations of text elements.
The streamline NLP research encompasses many
works on building various distributional seman-
tic models (DSMs), and on methods for combin-
ing vector representations of atomic elements like
words into representations of bigger fragments:
phrases, sentences, texts. A simple but strong
baseline for this task suggests averaging word em-
beddings of a text fragment (sometimes weighted,
e.g., according to IDF). Although the result vec-
tor representation is rough compared to results
could be achieved by more elaborate neural net-
work encoding methods, it was shown that this
baseline has high performance in many tasks (We-
ston et al., 2013; Mikolov et al., 2013; Mitchell
and Lapata, 2008; Anke and Schockaert, 2018).
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The main advantages of such methods are compu-
tational efficiency and an ability to use them in an
unsupervised setting, while neural encoders would
commonly require heavy computational power, la-
beled datasets, and substantial time for training.

However, simple averaging of word embed-
dings often is too naive. Idiomatic noun phrases
are one of the cases where the averaging of the
phrase parts would yield a wrong result since the
meaning of such phrases is metaphorical and could
not be directly “summed up” from meanings of its
components. Therefore, it would be beneficial to
have a DSM that tackles this problem, by having a
distinct embedding for the whole phrase.

In this work, we focus on the task of predicting
compositionality of noun phrases in Russian lan-
guage texts. The goal is to develop a resource and
methods for distinguishing compositional com-
pounds, which meaning could be split into parts,
from non-compositional ones that have a solid
meaning, and for which we would like to have a
dedicated embedding. The ability to detect com-
positionality for noun compounds is considered
beneficial for many tasks including machine trans-
lation, semantic parsing, as well as word sense dis-
ambiguation.

The contribution of this paper is two-fold:

1. We present the first gold-standard dataset for
Russian annotated with compositionality in-
formation of noun compounds.!

We provide an experimental evaluation of
models and methods for predicting composi-
tionality of noun compounds. We show that
the methods from the previous work trained
on the proposed Russian-language resource
achieve the performance comparable with re-
sults on English corpora.
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2 Related Work

The construction of datasets presenting compo-
sitionality can be traced back to as early as the
2000s: Baldwin and Villavicencio (2002) pro-
posed chunk-based extraction methods for English
verb-prepositional combinations and gave some
binary judgments on the subject of considering
them as phrasal verbs. In the follow-up paper,
Baldwin et al. (2003) used the same framework to
retrieve 1,710 Noun-Noun compounds from 1996
Wall Street Journal corpus. The authors use LSA
to calculate the similarity between a phrase and its
components as one of the early compositionality
prediction attempts. McCarthy et al. (2003) evalu-
ated 116 candidates of English phrasal verbs using
three annotators’ predictions on a scale from 0 to
10. Venkatapathy and Joshi (2005) used 800 verb-
object collocations obtained from British National
Corpus to give annotations from 1 to 6 where one
stands for total non-compositionality and 6 for
complete compositionality.

The dataset developed by Reddy et al. (2011)
contained 90 English noun compounds and used
an average of 30 judgments to give each phrase
compositionality scores. This work provided com-
positionality assessments for both the phrase and
its constituents enabling the use of various oper-
ations with corresponding embeddings of a com-
pound and its distinctive parts in the context of
linking human validations with measurements of
semantic distance.

Ramisch et al. (2016) extended this dataset
to 180 phrases presenting two parallel sets for
French and Portuguese languages. English Noun-
Noun compounds were mapped with Noun-Prep-
Noun and Noun-Adj constructions according to
the grammar equivalents. Farahmand et al. (2015)
presented considerably larger dataset, which has
1,042 Noun-Noun compounds annotated with the
help of 4 experts.

We also should note some works on composi-
tionality detection datasets for non-English lan-
guages. Gurrutxaga and Alegria (2013) studied
1,200 Basque Noun-Verb collocations and resolve
classification task into three classes: idiom, collo-
cation, and free combination. Roller et al. (2013)
provides 244 German compounds with composi-
tionality scores assigned from 1 to 7 as an average
from 30 validations. PARSEME project (Savary
et al., 2015) is devoted to the multilingual anno-
tation of multiword expressions (MWE) of arbi-
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trary length and syntactical structure. By design,
PARSEME is more suited for MWE extraction
tasks rather than compositionality evaluation. This
dataet includes annotated verbal MWEs for sev-
eral Slavic languages Jana et al. (2019) explored
the use of hyperbolic embeddings for noun com-
positionality detection comparing it to the Euclid-
ian embeddings.

Most of the experiments on noun composition-
ality were conducted for the English language and
to the best of our knowledge, to date, there are
no datasets for compositionality detection task for
any Slavic language structurally similar to (Reddy
et al., 2011) and (Farahmand et al., 2015).

Agreement Metric Value
Pearson’s correlation 0.541
Cronbach’s alpha 0.700

Table 1: Annotation agreement metrics for our dataset.

3 Noun Compound Dataset

3.1 Data Collection

The compound phrases are collected from the Rus-
sian Universal Dependency (UD) treebanks (Nivre
et al., 2016) according to part of speech patterns,
such as adjectives (ADJ) + noun (NOUN) or noun
+ noun, based on gold-standard UD annotations,
which guarantees that not only no preprocessing
but also no POS tagging and no disambiguation is
required. We use all Russian treebanks, available
in the UD project. They consist of texts from the
following genre: news, nonfiction, fiction. To ex-
tract nominal compounds, we loop over all nouns
and select only those, which has noun or adjec-
tive dependant (i.e., are “head” of another noun or
adjective). We filter out non-frequent compounds,
and from the list of frequent compounds, we ran-
domly select 1,000 compounds to be annotated.
Note, that this procedure is coarse and does not
rely on more precise compound definition such as
the exact type of the dependency between the head
and dependant tokens.

Each compound is lowercased and lemmatized.
Stress characters are omitted. The head noun is
provided in the nominal case and in singular num-
ber (if it exists), and the dependant adjectives are
put in grammatical agreement with the head noun
in case and gender, while dependant nouns remain
unchanged.



Type of Compound

Compound Samples

Compositional (1)

aviatsiannaya bomba [aircraft bomb], gimn strany [national anthem],
gornolyzhnyi kurort [ski resort], dno okeana [ocean bed], federalnyi zakon
[federal law]

Non-compositional (0)

goryachaya tochka [trouble spot], zheleznyi zanaves [iron curtain], kamennyi
vek [the Stone Age], tsar gory [king of the hill], novaya volna [new wave]

Ambiguous (2)

novyi god [New year celebration or new year], krupnaya set’ [big net or big
network], ogromnaya massa [big mass of or big amount of], pozitsiya kom-
panii [company place or company position], drevnyaya professiya [ancient

profession or prostitution]

Table 2: Examples of non-compositional (0), compositional (1) and ambiguous (2) compounds.

3.2 Annotation Setup and Agreement

Each compound phrase in the selected list is an-
notated by two experts according to the following
schema: (0) the phrase is non-compositional; (1)
the phrase is compositional; (2) the phrase is am-
biguous, which means that exact compositionality
of the phrase is dependant on the corresponding
context. After that, annotators’ answers are re-
viewed by a moderator. Out of 1,000 randomly
selected compounds, moderator samples 220 and
resolves the ambiguity left from the first two anno-
tators. We calculate the agreement metrics of the
first two annotators on the dataset of 1,000 com-
pounds. Annotators achieved a substantial agree-
ment. We note that the typical problematic cases
that are hard to annotate are compounds, which
meaning tends to be compositional in a metaphor-
ical way, e.g., “otkrytoe more” [open sea] and
compounds, that contain polysemic words: “hod
dela” [justicement or the course of business].

3.3 Dataset Description

The resulting dataset consists of 220 compound
phrases with several full sentence contexts, col-
lected from source texts. The number of contexts
is not fixed. So far the contexts are not annotated.
A few examples are provided in Table 2. Table
3 presents the cross-tabulation of compound pat-
tern and compound compositionality. Each com-
pound is provided with a sentence context. The
number of contexts is not fixed as we extract all
contexts that contain the compound from the UD
treebanks. The contexts so far are not used in the
experiments. However, one of the possible direc-
tions for the future work would be compound dis-
ambiguation, based on the contexts. Examples of
the compound contexts are presented in Figure 1.
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4 Experiments

We evaluate various methods for detection of com-
positionality presented in the previous work. For
experiments, we train a distributional semantic
model (DSM) that includes embeddings not just
for single words but also for compounds. We
achieve this by replacing in the training corpora all
occurrences of compounds from the proposed re-
source with single tokens composed of their parts.
We use two experimental setups in our work.

First, the unsupervised setup follows the
method and evaluation pipeline presented in
(Cordeiro et al., 2016). In this setting, we rely
solely on a similarity between a compound embed-
ding and an embedding composed from its parts
using an additive function. The value of the simi-
larity should correlate with annotators’ judgments
in the proposed resource.

Second, the supervised setup considers com-
positionality detection as a binary classification
task. We train various supervised machine learn-
ing methods on vector representations of a com-
pound and its parts to predict compositionality
class. In this setup, we train an additional DSM
that does not have any modifications (it does
not contain embeddings for compounds). In this
setup, embeddings of compound parts are ob-
tained from this unmodified supplementary model.

We train DSMs using fastText (Bojanowski
et al., 2016) and word2vec (Mikolov et al., 2013)
models with CBOW architecture implemented in
gensim package (Rehurek and Sojka, 2011). Rus-
sian Wikipedia dump is used as a training cor-
pus (as of 02.05.2019, it consists of 1,542,621
articles), with Universal Dependencies raw texts
as an enrichment, which helps to deal with cases
of missing compounds. Both Wikipedia articles
and compounds are lemmatized using MyStem




ITox Bo3neiicTBHEM ITOTO OIS Anpa

TTpo3payHast JKMIKOCTh , B KOTOPO# Ha JjBa

Ham YAaJloCh CJIIOKUTH Ky4KY U3 BOCBMHU aTOMOB - IBYX
aTOMOB yIJIepoJa v eCTru

C 4Yero Ha4yuHarThb CLLBMHyTb JABa aToMa yrnepoua nin aToM BO}]OP
MIPUCTABUTh
Kuraiickuit HoBbwlii rog

[lepen cambiM

Peus , koHEUHO Xxe , HaeT 00 ouepeaHO 3aMOpPO3Ke 10

aTromMa Boaopoaa

aTOMOB BOI0pOJa

oA

HosbiM rogom

HOBOI'O roja

aTOMOB BO/I0POJAAa B TEJIC UCCIIEAYEMOTO , KaXX/Iblii CO CBOMM CJIa0BIM MarHUTHBIM TIOJIEM

, OPHEHTHPYIOTCS ONPE/ICICHHBIM 00Pa30M OTHOCHTENIBHO CHIIBHOTO
I10JIs1 MarHura .

NPUXOJUTCS OAUH aTOM KHCJIOpOJa , MOXKET OBITH BOJIOH , @ MOXKET
OBITh U CMECHIO JKUIKHX BOJOpOJA U KUCIIOpOoJia

, 1300paKEHHYI0 Ha PUCYHKE .

K aToMy yriaepoja ?

U pyrue Npa3IHuKH , OTMEYaeMble TAWCKMMH KHUTaWI[aMH ,
OTJIMYAIOTCS B 00OUX CIy4asiX , TAK KaK OHH PaCCUUTBIBAIOTCS 110
KHTalCKOMY KaJICHAAPIO .

OTKITIOYIIIN TTocesiok Hukonmbckoe .

[IeH Ha OCH3WUH .

B HamieM pedTHHre JTyqIIHX M0JapKOB My>KUMHE MOJ{ HoBblii rox MHEBMATHYECKas BUHTOBKA C HOUHBIM MPUIIETIOM TBEPO 3aHsIa
MEPBOE MECTO .

Heneninee 3acenanue I'occosera - mepsoe B HOBOM FOJly M Tocnesiee , Ha KoTopoMm Brnagumup ITyTHH BBICTYIHT Kak
MPE3UCHT CTPAHBI .

Ho 970 e ObUI €IMHCTBEHHBIN pycckuii GuibM Ha Hosbprii rog , y Hero ObLIH BCE IIAHCHI Ha ycrex " .

A 'y HacC NOJNMTHK BTOPOI'0 LIEJIOHA HIKE 3TOTO SIIENOHA HE OIYCTHTCA " , - TOBOPHT 9KCIIEPT .

Hecmortpst Ha 03a60ueHHOCTE MUHOOpHAYKH
GECKOHTPOJIbHBIM Pa3MHOKEHHEM SKOHOMHCTOB H
HeJIoBEpHE CONMIHBIX paGoToaaTeneii K IMIIOMaM By30B

IMoka notpebuTenn

Onycxaﬂcs 110 CTpaTP[d)PIKa].[HOHHOﬁ JICCTHULIC , OHU
OIICPEKAKOT I10 CTATYCY TEX , KTO HAXOAUTCA BO

BTOPOM J31IEJIOHe

BTOpPOTroO 31IEJIOHA MOJIOZIOI SKOHOMUCT CETrOHS BpsAA JIM OCTAHETCS Ha 000YHHE KHU3HU

BTOPOI'0 31IEJOHOB JOKNAIAKOTCA CE30HA pacTIpOaXX W HpHOGpCTa}OT TIOACPKAHHBIC

BEILH , JTUJEPbI KOHCIOMEPH3Ma TIePEeX0JIAT K cieayomniei dase
HOTpeOICHHS .

, TO €CTh B IIPEAICCTBYIOMEH (a3e MOTPeOUTETECKON TOHKH .

Figure 1: Compound contexts in KWIC format. The compounds and their compositionality classes are: atom
vodoroda [hydrogen atom] (1), novyi god [New year celebration or new year] (2), vtoroyi eshelon [second tier] (0).

Adjective-Noun Noun-Noun Total
Non-compositional (0) 23 10 33
Compositional (1) 71 96 167
Ambiguous (2) 9 11 20
Total 103 117 220

Table 3: The number of compositional and non-compositional compounds in our dataset.

(Segalovich, 2003). Minimal frequency count of 2
is used. We performed experiments on several sets
of hyperparameters (dimensionality and amount of
training epochs). We found that dimensionality of
300 and five epochs give good or the best results
across all considered settings, therefore, we report
results only for this set of hyperparameters.

To simplify the task, in experimental evalua-
tion, we do not consider contextual information of
compounds. It means that no ambiguity is under
consideration and only phrases with composition-
ality classes of 1 and O are qualified for evalua-
tion, which leaves 200 compounds. For three of
them, models lack an embedding, which leaves
197 phrases for experiments: 164 are composi-
tional, and 33 are non-compositional according to
annotators (approximately 0.83 to 0.17 ratio).
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4.1 Unsupervised Setup

For unsupervised setup, we calculate a metric
from (Cordeiro et al., 2016) that measures simi-
larity of an embedding of a compound as a whole
and an additive embedding composed of its parts.
Consider wy,ws are words of a given compound
and a function v(-) yielding vector representation
of a word/compound. Then the similarity metric
is equals to: cos(v(wiws),v(wi + we)), where
v(wy + ws) is the normalized sum:

v(wr) v(w2)
To(wn)] " To(w)l]

In addition to cosine, we use similarity mea-
sures based on distance metrics between embed-
dings: Chebyshev distance (L-norm), Manhat-
tan distance (Li-norm), and Euclidean distance
(Lo-norm). When using these distances, instead

v(wy + wg) =



Supervised Model Spearman’s p | Precision | Recall F-measure
Linear Support Vector classifier (LSVC) 0.47 0.37 0.78 0.48
Multi-layer Perceptron (MLP) 0.46 0.32 0.82 0.44
Desicion Tree (DT) 0.18 0.31 0.36 0.31
Naive Bayes (NB) 0.43 0.55 0.52 0.52

Table 4: Performance of the classifiers in the supervised setup (classifier metrics presented for class 0).

Metric / Model | fastText word2vec
cos (norm.) 0.42 0.37
L (avg.) 0.33 0.09
L (avg.) 0.33 0.14
Lo (avg.) 0.33 0.14

Table 5: Spearman correlation (p) of the metric with
annotator judgments in the unsupervised setup.

of normalized sum, we use a simple averaging:

v(wy +w2) = %(wl + wa).

We evaluate the performance of these metrics to
predict compositionality based on Spearman rank
correlation (Spearman’s p) between them and the
compositionality class in the annotated dataset as
considered in (Cordeiro et al., 2016).

4.2 Supervised Setup

In supervised setup, we access average perfor-
mance on 25 stratified randomized splits of the
selected dataset into 75% for training and 25%
for testing with the following machine learning al-
gorithms: linear support vector machine (LSVC)
with C = 1 (Platt, 1999); three-layer percep-
tron (MLP) with a=1, solver=‘lbfgs’, sizes of
layers=200/20/20 (Hinton, 1989); decision tree
(DT) with maximum depth=10, max features=20
(Breiman, 2017); Naive Bayes (NB) (Zhang,
2004). For feature representation, we use a con-
catenation of compound embedding with embed-
dings of compound parts. We evaluate the Spear-
man correlation with the annotation class, as well
as precision, recall, and F}-score.

4.3 Results and Discussion

The results of the experimental evaluation for un-
supervised setup are presented in Table 5, for su-
pervised setup — in Table 4. Of presented met-
rics, L1, Lo, and L, present substantial negative
correlation. That can be explained by the na-
ture of embedding vectors. The bigger the dis-
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tance value, the further compound is from its com-
ponents in a semantic sense. If the sense of
the compound widely differs from corresponding
senses of its components, it is deemed as non-
compositional. To be comparable with previous
papers, we present a positive correlation bring-
ing minus of a distance instead. Taking this into
consideration, all metrics perform comparably on
the dataset. We can see a not strong, yet stable
and substantial correlation between similarity and
compositionality class.

Considering the supervised classification task,
precision, recall, and F; metrics are presented
alongside Spearman rank correlation. As non-
compositional compounds are in the minority in
this dataset, and detecting idiomatic phrases pro-
vides more interest practice-wise, we report on
zero-class quality metrics to access algorithm per-
formance. LSVC, MLP, and NB present higher
p than the unsupervised counterpart. LSVC and
MLP also give relatively high recall on non-
compositional examples. Overall, linear SVC
and multi-layer perceptron perform better than the
other models across all metrics.

5 Conclusion

We presented the first Russian-language dataset
of noun compounds annotated, where each com-
pound follows one of the noun compound patterns
(noun+noun or adjective+noun) and is annotated
with as non-compositional, compositional or am-
biguous compounds. The latter can be either com-
positional or not, depending on the context. Each
compound is provided along with the sentence
contexts. The inter-annotator agreement metrics
show that annotator judgments on the scores agree
well. We investigated the performance of various
algorithms from previous work and showed that
the achieved evaluation metrics correspond with
other state-of-the-art results for English. We hope
that our resource will foster the research in the
area of compositionality detection for Russian and
other Slavic languages.
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