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Abstract

This paper describes NTT’s neural machine
translation systems submitted to the WMT
2018 English-German and German-English
news translation tasks. Our submission has
three main components: the Transformer
model, corpus cleaning, and right-to-left n-
best re-ranking techniques. Through our ex-
periments, we identified two keys for improv-
ing accuracy: filtering noisy training sentences
and right-to-left re-ranking. We also found
that the Transformer model requires more
training data than the RNN-based model, and
the RNN-based model sometimes achieves
better accuracy than the Transformer model
when the corpus is small.

1 Introduction

This paper describes NTT’s submission to the
WMT 2018 news translation task (Bojar et al.,
2018). This year, we participated in English-to-
German (En-De) and German-to-English (De-En)
translation tasks. The starting point of our system
is the Transformer model (Vaswani et al., 2017),
which recently established better performance
than conventional RNN-based models (Sutskever
et al., 2014; Bahdanau et al., 2015; Luong et al.,
2015). We incorporated a parallel corpus cleaning
technique (Section 3.1) and a right-to-left n-best
re-ranking technique (Section 3.4) and also used
a synthetic corpus to exploit monolingual data.
To maintain the quality of the synthetic corpus,
we checked its back-translation BLEU scores and
filtered out the noisy data with low scores (Sec-
tion 3.2).

Through experiments, we evaluated how each
feature affects accuracy (Section 4). Compared
with the RNN-based system, we also identified
when the Transformer model works effectively
(Section 4.3.3).

“His current affiliation is Tohoku University.

2 Neural Machine Translation

Neural Machine Translation (NMT) has been
making rapid progress in recent years. Sutskever
et al. (2014) proposed the first NMT model that
uses a simple RNN-based encoder-decoder net-
work. Luong et al. (2015); Bahdanau et al.
(2015) augmented this architecture with an at-
tention mechanism, allowing the decoder to refer
back to the encoder-side information at each time
step. These conventional NMT models use RNNs
as encoder and decoder to model sentence-level in-
formation. However, the RNN-based model uses
previous states for predicting subsequent target
words, which can cause a bottleneck in efficiency.
Recently, Vaswani et al. (2017) proposed a model
called Transformer, which completely relies on at-
tention and feed-forward layers instead of RNN
architecture. This model enables evaluation of a
sentence in parallel by removing recurrence in the
encoder/decoder, and we can train the model sig-
nificantly faster than RNN-based models. It also
established a new state-of-the-art performance in
WMT 2014 translation tasks while shortening the
training time by its GPU efficient architecture. In
preliminary experiments, we also confirmed that
the Transformer model tends to achieve better
accuracy than RNN-based models, and thus we
changed our base model for 2018 to the Trans-
former. For further details and formulation on the
Transformer model, see Vaswani et al. (2017).

3 System Features

This year’s submission includes the following fea-
tures:

e Noisy data filtering for Common Crawl and
ParaCrawl corpora (Section 3.1).

e Synthetic parallel data from the mono-
lingual corpus (News Crawl 2017) with
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Figure 1: Overview of back-translation BLEU-based synthetic corpus filtering

back-translation BLEU-based filtering (Sec-
tion 3.2).

e n-best re-ranking by a right-to-left translation
model (Section 3.4).

From here, we discuss these features and exper-
imentally verify each one.

3.1 Noisy Data Filtering

This year, ParaCrawl and Common Crawl corpora,
which were created by crawling parallel websites,
were provided for training. Since these web-based
corpora are large but noisy, it seems essential to fil-
ter out noisy sentence pairs. Since the ParaCrawl
corpus has already been cleaned by Zipporah (Xu
and Koehn, 2017), we chose another method for
further cleaning'.

To clean the corpus, we selected the
ge-clean? toolkit (Denkowski et al., 2012),
which uses a language model to evaluate a sen-
tences naturalness and a word alignment model
to check whether the sentence pair has the same
meaning. Both models are trained with clean
data for scoring possibly noisy parallel sentence
pairs and removes sentences with scores below a
threshold. For more details, see Denkowski et al.
(2012).

We used Europarl, News Commentary, and
Rapid corpora as clean parallel data for training
the word alignment model. We also used News
Crawl 2017 as an additional monolingual corpus
for language modeling. Since our target is news
translation, using a news-related monolingual cor-
pus is beneficial to train language models. We
used KenLM (Heafield, 2011) and fast_align
(Dyer et al., 2013, 2010) for language model-
ing and word alignment. To find the appropriate

! Although the provided ParaCrawl corpus was already fil-
tered by Zipporah (Xu and Koehn, 2017), a cursory glance

suggested that it still contains many noisy sentence pairs.
https://github.com/cmu-mtlab/ge—-clean
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weights for each feature, we used newstest 2017
as a development set and fixed the threshold as one
standard deviation.

3.2 Synthetic Corpus

One drawback of NMT is that it can only be
trained with parallel data. Using synthetic cor-
pora, which are pseudo-parallel corpora created
by translating monolingual data with an existing
NMT model, is one of the ways to make use of
monolingual data (Sennrich et al., 2016a). We
created a synthetic corpus by translating monolin-
gual sentences with a target-to-source translation
model and used it as additional parallel data.

In our case, we trained a baseline NMT model
with a provided parallel corpora® and translated
News Crawl 2017 to make a synthetic corpus.

3.3 Back-translation BLEU-based Filtering
for Synthetic Corpus

A synthetic corpus might contain noise due to
translation errors. Since these noisy sentences
might deleteriously affect the training, we filtered
them out.

In this work, we did back-translation BLEU-
based synthetic corpus filtering (Imankulova et al.,
2017). We hypothesize that synthetic sentence
pairs can be correctly back-translated to the target
language unless they contains translation errors.
Based on this hypothesis, we found better syn-
thetic sentence pairs by evaluating how the back-
translated sentences resembled the original source
sentences.

Figure 1 shows an overview of our synthetic
corpus filtering process. First, we trained the NMT
model with the provided parallel corpora and then
translated the monolingual sentences in the target
language to the source language by a target-to-

*Europarl + News Commentary + Rapid + a filtered ver-
sion of Common Crawl and ParaCrawl corpora



source translation model. After getting the trans-
lation, we back-translated it with the source-to-
target model. Then we evaluated how well it
restored the original sentences by sentence-level
BLEU scores (Lin and Och, 2004), selected the
high-scoring sentence pairs, and created a syn-
thetic corpus whose size equals the naturally oc-
curring parallel corpus.

3.4 Right-to-Left Re-ranking

Liu et al. (2016) pointed out that RNN-based se-
quence generation models lack reliability when
decoding the end of the sentence. This is due to
its autoregressive architecture that uses previous
predictions as context information. If the model
makes a mistake, this error acts as a context for ad-
ditional predictions, often causing further errors.

To alleviate this problem, Liu et al. (2016) pro-
posed a method that re-ranks an n-best hypothe-
sis generated by the Left-to-Right (L2R) model,
which generates a sentence from its beginning
(left) to its end (right), by the Right-to-Left (R2L)
model that generates a sentence in the opposite or-
der. Their work mainly focuses on the problem of
RNN-based models and the effect is unclear when
applied to the Transformer model, which com-
pletely relies on attention and feed-forward lay-
ers. We assume this method also works with the
Transformer model because it still has autoregres-
sive architecture in its decoding phase.

We re-ranked the n-best hypothesis of the L2R
model by the R2L model with the following for-
mula:

P(y) = arg max P(y|z; 0r2r) P(y" |2; OR2L),
yey
(1)

where Y is a set of n-best translations of source
sentence x obtained by the L2R model, y" is a re-
versed sentence of y, and 079 and Ogoy, are the
model parameters for the L2R and R2L models,
respectively. In our experiments, we set n = 10.

4 Experiments

4.1 Data

As the first step of our data preparation, we ap-
plied the moses-tokenizer* and the truecaser’ to

“https://github.com/moses—-smt/
mosesdecoder/blob/master/scripts/
tokenizer/tokenizer.perl

Shttps://github.com/moses—smt/
mosesdecoder/blob/master/scripts/
recaser/truecase.perl
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all the datasets used in our experiments. Then
we split the words into subwords by joint Byte-
Pair-Encoding (BPE) (Sennrich et al., 2016b) with
32,000 merge operations. Finally, we discarded
from the training data the sentence pairs that ex-
ceed 80 subwords either in the source or target
sentences. As a development set, we used new-
stest 2017 (3004 sentences).

4.2 Translation model

Transformer We used the tensor2tensor®

implementation to train the Transformer model.
Our hyper-parameters are based on the previously
introduced Transformer big setting (Vaswani et al.,
2017), and we also referred Popel and Bojar
(2018) for tuning hyper-parameters. We used six
layers for both the encoder and the decoder. All
the sub-layers and the embeddings layers output
1024 dimension vectors, and the inner-layer of
the position-wise feed-forward layers has 4096 di-
mensions. For multi-head attention, we used 16
parallel attention layers. We use the same weights
for the encoder/decoder embedding layers and the
decoder output layer by three-way-weight-tying
(Press and Wolf, 2017). As an optimizer, we used
Adam (Kingma and Ba, 2015) with 5; = 0.9 and
B2 = 0.997 and set dropout (Srivastava et al.,
2014) with a probability of 0.1. We used a learning
rate decaying method proposed by (Vaswani et al.,
2017) with 16,000 warm-up steps and trained the
model for 300,000 steps. Each mini-batch con-
tained roughly 20,000 tokens. We saved a model
every hour and averaged the last 16 model param-
eters for decoding. The training took about three
days for both En-De and De-En with eight GTX
1080Ti GPUs. During decoding, we used a beam
search with a size of ten and a length normaliza-
tion technique (Wu et al., 2016) with o = 1.0 and
B8 =0.0.

RNN-based In several experimental settings,
we also trained an RNN-based attentional NMT
model based on a previous work (Luong et al.,
2015) for comparison’. We used a two-layer
LSTM-based model and respectively set the em-
bedding and hidden layer unit sizes to 512 and
1024. As an optimizer, we used SGD and set an

initial learning rate to 1.0. We decayed the learn-

°https://github.com/tensorflow/
tensor2tensor

"Implementation and settings are based on our submission
to WAT shared-task (Morishita et al., 2017).



ing rate after 13 epochs by multiplying 0.7 per
epoch and trained the model for 20 epochs. We
clipped the gradient (Pascanu et al., 2013) if its
norm exceeded 5.0. We set the dropout probability
to 0.3. Each mini-batch contained about 128 sen-
tences. The training took about 23 days for De-En
and 31 days for En-De on a single GTX 1080Ti
GPU. During decoding, we set the beam size to 20
and normalized the scores by dividing them by the
sentence length.

4.3 Experimental Results and Discussions

Table 1 shows the provided and filtered corpus
sizes for training. The Original Common Crawl
and ParaCrawl corpora contain around 35.56M
sentences. However, since most of the sen-
tence pairs are noisy, we only retained the clean-
est 4.01M sentences that were selected by the
ge-clean toolkit. For the synthetic corpus, we
chose the same size as the filtered parallel corpus
based on the back-translation BLEU+1 scores.
Table 2 shows the evaluation results of our sub-
mission and baseline systems. Here, we report
the case-sensitive BLEU scores (Papineni et al.,
2002) evaluated by the provided automatic eval-
uation system®. In the following, unless specified,
we mainly discuss the Transformer model results.

4.3.1 Effect of Corpus Filtering

We split the provided corpora into two parts: (1)
Europarl, News Commentary and Rapid corpora
as clean, and (2) Common Crawl and ParaCrawl
corpora as noisy.

First, we just trained the model with cleaner cor-
pora (Setting (1)) and added possibly noisy cor-
pora (Setting (2) ). The noisy parallel corpus se-
riously damaged the model for En-De, although
there was a small gain for De-En. After filtering
out the noisy part of the corpora (Setting (3), it
showed a large gain of +11.3 points for En-De and
+4.8 points for De-En compared to the unfiltered
setting. This suggests that clean, small training
data tend to outperform large but noisy data. This
large gain might also come from the effect of do-
main adaptation. We used news-related monolin-
gual sentences to train the language model for cor-
pus filtering, and thus our filtered sentences are re-
lated to a news domain, which is the same as our
test set.

Then we added a synthetic corpus with and

http://matrix.statmt.org/
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without filtering (Settings (4) and (5)). Al-
though adding an unfiltered corpus resulted in
certain gain, we identified an additional gain of
+3.5 points for En-De by filtering out low-quality
synthetic sentence pairs based on back-translation
BLEU+1 scores.

Synthetic corpus filtering worked well, espe-
cially for En-De; but we did not see a large dif-
ference for De-En. To determine why, we esti-
mated the quality of the synthetic corpus by check-
ing the back-translation BLEU+1 scores. Ta-
ble 3 shows the average back-translation BLEU+1
scores of the filtered/unfiltered synthetic corpus.
These scores reflect the translation accuracy of the
synthetic sentences. Before filtering, the average
En-De score was lower than the average De-En
score. From this result, we suspect that De-Ens
unfiltered synthetic corpus is clean enough, result-
ing in no improvement from further filtering. After
choosing high-scoring sentence pairs, the average
scores exceed 80 for both language pairs, ensuring
the quality of the synthetic corpus.

From our experiments, we confirmed that noisy
parallel sentence pairs significantly damaged the
model. For the best results, noisy sentences must
be filtered out before training the model.

4.3.2 Effect of Right-to-Left Re-ranking

By re-ranking the n-best hypothesis by the R2L
model, we saw a gain of 1.5 points for En-De and
0.5 points for De-En (Setting (6) ). We submitted
these results as our primary submission.

R2L n-best re-ranking works well with the
RNN-based model, but we confirmed that it also
works well with the Transformer model. We sup-
pose both the Transformer and the RNN models
lack the ability to decode the end of the sentence,
but R2L model re-ranking can alleviate this prob-
lem.

4.3.3 Comparison of Transformer and RNN

For settings (1), (3),and (5), we also trained
the RNN-based NMT for comparison. We com-
pared the Transformer and the RNN and found
the latter achieved comparable or sometimes bet-
ter results than the Transformer when trained with
a small parallel corpus (Settings (1) and (3)).
When the corpus size increased after adding a
synthetic corpus, Transformer surpassed the RNN
(Setting (5)). Our results suggest that Trans-
former gets stronger when the parallel corpus is
enough large, but it might be worse than the



Corpus Sentences
Europarl + News Commentary + Rapid 3.10M
Common Crawl + ParaCrawl 35.56M
Filtered version of Common Crawl + ParaCrawl 4.01M
Synthetic corpus (News Crawl 2017) 37.94M (En-De), 25.86M (De-En)
Filtered version of synthetic corpus (News Crawl 2017) 7.11M
Table 1: Number of sentences in datasets
En-De De-En
Settings Sentences | Transformer | RNN | Sentences | Transformer | RNN
(1) | Europarl + News Commentary + Rapid 3.10M 32.5 304 | 3.10M 31.0 31.0
(2) (1) + Unfiltered Common Crawl + ParaCrawl | 38.66M 26.6 — 38.66M 32.7 —
(3) | (1) + Filtered Common Crawl + ParaCrawl 7.11M 37.9 39.6 | 7.11M 37.5 39.6
(4) (3) + Unfiltered synthetic corpus 45.05M 41.5 —_ 32.97TM 46.4 —_
(5) (3) + Filtered synthetic corpus 14.22M 45.0 39.8 | 14.22M 46.3 43.7
(6) (5) + R2L re-ranking (submission) 14.22M 46.5 — 14.22M 46.8 —_
Table 2: Cased BLEU scores of our submission and baseline systems
‘ En-De ‘ De-En References
Upﬁltered 44.02 1 53.96 Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Ben-
Filtered 80.12 | 80.81

Table 3: Average back-translation BLEU+1 scores of
synthetic corpus

RNN-based models when the corpus size is small.
One critical reason is that Transformer has many
trainable parameters, complicating training with
small training data. This result might change
with smaller hyper-parameter settings (e.g., Trans-
former base setting), but we set aside this idea for
future work.

5 Conclusion

In this paper, we described our submission to
the WMT 2018 news translation task. Through
experiments, we found that careful parallel cor-
pus cleaning for the provided and synthetic cor-
pora largely improved accuracy, and we confirmed
that R2L. re-ranking works well even with the
Transformer model. Our comparison between the
Transformer and RNN-based models suggests that
the latter models might surpass the former when
the training data are not enough large. This result
sheds light on the importance of large, clean data
for training the Transformer model.
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