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Abstract

We present a large scale collection of diverse
natural language inference (NLI) datasets that
help provide insight into how well a sen-
tence representation encoded by a neural net-
work captures distinct types of reasoning. The
collection results from recasting 13 existing
datasets from 7 semantic phenomena into a
common NLI structure, resulting in over half a
million labeled context-hypothesis pairs in to-
tal. Our collection of diverse datasets is avail-
able at http://www.decomp.net/, and
will grow over time as additional resources are
recast and added from novel sources.

1 Introduction

A plethora of new natural language inference
(NLI)1 datasets has been created in recent
years (Bowman et al., 2015; Williams et al., 2017;
Lai et al., 2017; Khot et al., 2018). However, these
datasets do not provide clear insight into what type
of reasoning or inference a model may be perform-
ing. For example, these datasets cannot be used
to evaluate whether competitive NLI models can
determine if an event occurred, correctly differ-
entiate between figurative and literal language, or
accurately identify and categorize named entities.
Consequently, these datasets cannot answer how
well sentence representation learning models cap-
ture distinct semantic phenomena necessary for
general natural language understanding (NLU).

To answer these questions, we introduce the
Diverse NLI Collection (DNC), a large-scale NLI
dataset that tests a model’s ability to perform di-
verse types of reasoning. DNC is a collection of
NLI problems, each requiring a model to perform
a unique type of reasoning. Each NLI dataset con-
tains labeled context-hypothesis pairs that we re-

1The task of determining if a hypothesis would likely be
inferred from a context, or premise; also known as Recogniz-
ing Textual Entailment (RTE) (Dagan et al., 2006, 2013).

I Find him before he finds the dog food
Event The finding did not happen

3

Factuality I I’ll need to ponder
The pondering happened

7

I Ward joined Tom in their native Perth
Relation Ward was born in Perth

3

ExtractionI Stefan had visited his son in Bulgaria
Stefan was born in Bulgaria

7

I Kim heard masks have no face value
Kim heard a pun

3

I Tod heard that thrift is better than annuity
Puns

Tod heard a pun
7

Table 1: Example sentence pairs for different semantic phe-
nomena. I indicates the line is a context and the following
line is its corresponding hypothesis. 3 and 7 respectively in-
dicate that the context entails, or does not entail the hypothe-
sis.

cast from semantic annotations for specific struc-
tured prediction tasks. Table 1 includes a sample
of NLI pairs that test specific types of reasoning.

We extend various prior works on challenge
NLI datasets (Zhang et al., 2017), and define
recasting as leveraging existing datasets to cre-
ate NLI examples (Glickman, 2006; White et al.,
2017). We recast annotations from a total of 13
datasets across 7 NLP tasks into labeled NLI ex-
amples. The tasks include event factuality, named
entity recognition, gendered anaphora resolution,
sentiment analysis, relationship extraction, pun
detection, and lexicosyntactic inference (Table 2).
Currently, DNC contains over half a million la-
beled examples that can be used to probe a model’s
ability to capture different types of semantic rea-
soning necessary for general NLU. In short, this
work answers a recent plea to the community to
test “more kinds of inference” than in previous
challenge sets (Chatzikyriakidis et al., 2017).
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2 Motivation & Background

Compared to eliciting NLI datasets directly, i.e.
asking humans to author contexts and/or hypoth-
esis sentences, recasting can 1) help determine
whether an NLU model performs distinct types of
reasoning; 2) limit types of biases observed in pre-
vious NLI data; and 3) generate examples cheaply,
potentially at large scales.

NLU Insights Popular NLI datasets, e.g. Stan-
ford Natural Language Inference (SNLI) (Bow-
man et al., 2015) and its successor Multi-
NLI (Williams et al., 2017), were created by elic-
iting hypotheses from humans. Crowd-source
workers were tasked with writing one sentence
each that is entailed, neutral, and contradicted
by a caption extracted from the Flickr30k cor-
pus (Young et al., 2014). Although these datasets
are widely used to train and evaluate sentence
representations, a high accuracy is not indicative
of what types of reasoning NLI models perform.
Workers were free to create any type of hypothe-
sis for each context and label. Such datasets can-
not be used to determine how well an NLI model
captures many desired capabilities of language un-
derstanding systems, e.g. paraphrastic inference,
complex anaphora resolution (White et al., 2017),
or compositionality (Pavlick and Callison-Burch,
2016; Dasgupta et al., 2018). By converting prior
annotation of a specific phenomenon into NLI ex-
amples, recasting allows us to create a diverse NLI
benchmark that tests a model’s ability to perform
distinct types of reasoning.

Limit Biases Studies indicate that many NLI
datasets contain significant biases. Examples in
the early Pascal RTE datasets could be correctly
predicted based on syntax alone (Vanderwende
and Dolan, 2006; Vanderwende et al., 2006).
Statistical irregularities, and annotation artifacts,
within class labels allow a hypothesis-only model
to significantly outperform the majority baseline
on at least six recent NLI datasets (Poliak et al.,
2018). Class label biases may be attributed to the
human-elicited protocol. Moreover, examples in
such NLI datasets may contain racial and gendered
stereotypes (Rudinger et al., 2017).

We limit some biases by not relying on humans
to generate hypotheses. Recast NLI datasets may
still contain some biases, e.g. non-uniform dis-
tributions over NLI labels caused by the distribu-
tion of labels in the original dataset that we re-

Phenomena Dataset

Decomp (Rudinger et al., 2018b)
UW (Lee et al., 2015)Event Factuality

MeanTime (Minard et al., 2016)

Groningen (Bos et al., 2017)Named Entity Recognition CoNLL (Tjong Kim Sang and De Meulder, 2003)

Gendered Anaphora Winogender (Rudinger et al., 2018a)

VerbCorner (Hartshorne et al., 2013)
MegaVeridicality (White and Rawlins, 2018)Lexicosyntactic Inference

VerbNet (Schuler, 2005)

(Yang et al., 2015)Puns SemEval 2017 Task 7 (Miller et al., 2017)

Relationship Extraction FACC1 (Gabrilovich et al., 2013)

Sentiment Analysis (Kotzias et al., 2015)

Table 2: List of each type of semantic phenomena paired
with its corresponding dataset(s) we recast.

cast.2 Experimental results using hypothesis-only
models (Poliak et al., 2018; Gururangan et al.,
2018; Tsuchiya, 2018) can indicate to what degree
the recast datasets retain some biases that may be
present in the original semantic datasets.

NLI Examples at Large-scale Generating NLI
datasets from scratch is costly. Humans must be
paid to generate or label natural language text.
This linearly scales costs as the amount of gen-
erated NLI-pairs increases. Existing annotations
for a wide array of semantic NLP tasks are freely
available. By leveraging existing semantic annota-
tions already invested in by the community we can
generate and label NLI pairs at little cost and cre-
ate large NLI datasets to train data hungry models.

Why These Semantic Phenomena? A long
term goal is to develop NLU systems that can
achieve human levels of understanding and rea-
soning. Investigating how different architectures
and training corpora can help a system perform
human-level general NLU is an important step in
this direction. DNC contains recast NLI pairs that
are easily understandable by humans and can be
used to evaluate different sentence encoders and
NLU systems. These semantic phenomena cover
distinct types of reasoning that an NLU system
may often encounter in the wild. While higher per-
formance on these benchmarks might not be con-
clusive proof of a system achieving human-level
reasoning, a system that does poorly should not be
viewed as performing human-level NLU. We ar-
gue that these semantic phenomena play integral
roles in NLU. There exist more semantic phenom-
ena which are integral to NLU (Allen, 1995) and
we plan to include them in future versions of DNC.

2In a corpus with part-of-speech tags, the distribution of
labels for the word “the” will likely peak at the Det tag.
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