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Abstract

This paper describes the UWaterloo affect
prediction system developed for EmoInt-
2017. We delve into our feature se-
lection approach for affect intensity, af-
fect presence, sentiment intensity and
sentiment presence lexica alongside pre-
trained word embeddings, which are uti-
lized to extract emotion intensity signals
from tweets in an ensemble learning ap-
proach. The system employs emotion spe-
cific model training, and utilizes distinct
models for each of the emotion corpora
in isolation. Our system utilizes gradient
boosted regression as the primary learning
technique to predict the final emotion in-
tensities.

1 Introduction

The goal of this EmoInt task is to predict the
intensity of affect expressions in a selection of
tweets. The intensity scores are floating point val-
ues between 0 and 1, representing low and high
intensities of the emotion being expressed, respec-
tively. The emotions analyzed in this shared task
are anger, fear, joy and sadness (Mohammad and
Bravo-Marquez, 2017b) (Mohammad and Bravo-
Marquez, 2017a).

This paper describes the techniques used to
clean tweets, build lexical features, find optimal
combinations of features to produce a final vec-
tor representation of a tweet and train general-
ized regression, gradient boosted regression and
neural-network computed regression models to fit
the vector representations to the intensity scores.

The following sections describe each of these
processes, followed by an enumeration of the
parameters that worked in favor of the best-
performing models, a discussion of the results and

potential approaches to boost model accuracy.

2 Related Work

A majority of the existing literature on emo-
tion/affect analysis on text focuses on classifi-
cation tasks which aim to predict the probabil-
ity distribution of a pre-defined set of emotions
in bodies of text (Alm et al., 2005) (Aman and
Szpakowicz, 2007) (Strapparava and Mihalcea,
2007). The VAD (valence, arousal and domi-
nance) model as a way of visualizing multiple as-
pects of each known emotion was proposed by
(Schlosberg, 1954), which has subsequently been
adopted by other studies in quantifying emotion
(Bradley and Lang, 1999).

This shared task is designed with the purpose
of detecting intensity of a tweet given an emo-
tion, which is comparable to detection of arousal
to stimulus in the VAD model. The immediate dif-
ference that is noted compared to emotion classi-
fication tasks is that the training data can be anno-
tated with cross-emotional intensity scores. The
annotated scores for the tweets is obtained using
Best-Worst Scaling, which increases the reliabil-
ity of continuous valued scores (Kiritchenko and
Mohammad, 2017).

3 Data Cleaning

Tweets, in general, are not always syntactically
well-structured and the language used doesn’t al-
ways strictly adhere to grammatical rules (Bar-
bosa and Feng, 2010). Our feature extraction ap-
proach doesn’t depend on syntactic features, rely-
ing solely on the presence of lexical features.

The grammatically incorrect use of language in
many published tweets also makes it a necessity to
clean the raw text in order to filter noisy data in-
cluding special characters, alphanumeric strings,
etc. The letter case for each tweet is standard-
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ized by converting all tweets to lowercase. Stop-
words are removed using NLTK (Bird, 2006). The
hashtags in the tweets are stripped of the # sym-
bol, and each of the hashtags are treated as regular
unigrams in the corpus. The twitter handles are
stripped away under the hypothesis that they are
entity references that aren’t correlated with affect.

All of the annotated lexica are also cleaned in
the exact same way as the tweets are, to ensure
that lexical pattern matching does not suffer as a
result of the cleaning.

4 Feature Extraction

We used two primary methods for feature extrac-
tion from the tweets’ raw text, namely annotated
lexicons (Section 4.1) and pre-trained word em-
beddings (Section 4.2)

4.1 Annotated lexicons

Our system utilizes curated lexicons for emo-
tion intensity/presence and sentiment inten-
sity/presence. We include sentiment lexicons with
the hypothesis that positive sentiment-polarity lex-
icon features would be positively correlated with
some emotions and negatively correlated with oth-
ers and vice-versa, since the emotion classes them-
selves possess an inherent sentiment polarity.

• NRC Affect Intensity Lexicon (AI): This
lexicon assigns distinct emotion labels to uni-
grams, and provides the intensity at which the
emotion is expressed. Each of the emotions
evaluated in the EmoInt shared task are rep-
resented in this lexicon, and a floating point
intensity score is assigned to each unigram-
emotion pair (Mohammad, 2017).

• NRC Emotion Lexicon (EL) & NRC Hash-
tag Emotion Lexicon (HE): These lexicons
contain the association of unigrams and Twit-
ter hashtags with eight emotions (inclusive of
the four emotions evaluated in this EmoInt
task). EL is manually annotated on Ama-
zon’s Mechanical Turk (EL) and is scored
either 0 or 1 implying whether or not the
unigram is associated with any of the lexi-
con’s eight emotion categories (Mohammad
and Turney, 2010). HE is generated automat-
ically from tweets with emotion-word hash-
tags and the features are floating point scores
ranging from 0 to 2.24, indicating the inten-
sity of the emotion category (Mohammad and

Turney, 2013).

• NRC Emoticon Lexicon (EC), NRC Hash-
tag Sentiment Lexicon (HS), NRC Emoti-
con Affirmative Context Lexicon and NRC
Emoticon Negated Context Lexicon (EAN)
& NRC Hashtag Affirmative Context Sen-
timent Lexicon and NRC Hashtag Negated
Context Sentiment Lexicon (HSAN): The
first two lexicons associate words with posi-
tive/negative sentiment and the other two as-
sociate words with similar sentiment labels
in affirmative or negated contexts generated
automatically from tweets with sentiment-
emoticons and sentiment-word hashtags. The
terms in these lexicons can be unigrams, bi-
grams or pairs of unigrams and bigrams. The
features are three-fold: a real-valued senti-
ment score denoted by the point-wise mu-
tual information between a term and the pos-
itive/negative class, the number of times the
term appears in each positive and negative
contexts (Kiritchenko et al., 2014) (Moham-
mad et al., 2013) (Zhu et al., 2014).

• SentiWordNet (SWN): SentiWordNet is an
opinion mining resource available through
NLTK. Words in this lexicon are related in
terms of synonymy. For each word present
in the WordNet lexicon, three floating point
sentiment scores are given: positive, negative
and objective, such that∑

i∈pos,neg,obj

word scorei = 1

The positive and negative scores are extracted
as features for each of the individual words
present in the cleaned tweets. If a word
does not have an entry or synonym in Senti-
WordNet, the positive and negative sentiment
scores are assumed to be zero (Esuli and Se-
bastiani, 2007).

• Emoji Valence (EV): This is a hand-
classified lexicon of Unicode emojis, rated on
a scale of -5 (negative) to 5 (positive)1.

• Depeche Mood (DM): This is a lexicon com-
prised of about 37,000 unigrams annotated
with real-valued scores for the emotional
states afraid, amused, angry, annoyed, don’t

1https://github.com/wooorm/
emoji-emotion
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Emotion Features P Sp P
(> 0.5)

Sp
(> 0.5)

anger W2V-GN, W2V-T, GV-T, AI, EL, EC, HS 0.705 0.686 0.521 0.507
fear W2V-GN, W2V-T, GV-T, AI, SWN, EL,

EC, EAN
0.713 0.694 0.558 0.525

joy W2V-GN, GV-T, SWN, EC, HE, HS 0.728 0.705 0.619 0.599
sadness W2V-T, GV-T, AI, SWN, EL, EC, EAN,

HE, HS
0.679 0.668 0.507 0.468

Table 1: Training Cross-validated Accuracy

Emotion Features P Sp P
(> 0.5)

Sp
(> 0.5)

anger W2V-GN, W2V-T, GV-T, AI, EC, HSL,
GV-CC1, GV-CC2

0.691 0.670 0.581 0.556

fear W2V-GN, W2V-T, GV-T, AI, SWN, EL,
EC, EAN, HE, GV-WG, GV-CC2, EV

0.716 0.696 0.558 0.523

joy W2V-GN, GV-T, AI, EC, HSL, HSAN,
GV-WG, GV-CC1, EV

0.728 0.733 0.567 0.556

sadness W2V-GN, W2V-T, GV-T, AI, SWN,
EAN, HE, HSAN, GV-CC2, EV

0.729 0.723 0.550 0.535

Table 2: Testing Accuracy - Features + ML

care, happy, inspired and sad (Staiano and
Guerini, 2014).

4.2 Word Embeddings

In addition to the features extracted from anno-
tated lexica, vector representations of each of the
tweets are generated from pre-trained word em-
beddings using large corpora. For our system,
we utilize six distinct word embedding sources in-
cluding two Word2Vec models, and four GloVe
models.

• Word2Vec Model - Google News (W2V-
GN), Tweets (W2V-T): Word2Vec is a tech-
nique for learning low-dimensional word em-
beddings for words in a corpus, based on
the continuous bag-of-words (CBOW) and
skip-gram models (Mikolov et al., 2013).
W2V-GN is trained on the Google News
corpus containing over 100 billion words.
It is a skip-gram model containing 300-
dimensional embeddings for 3 million dis-
tinct words and phrases2. W2V-T is a simi-
lar skip-gram model trained on tweets (Godin

2https://code.google.com/archive/p/
word2vec/

et al., 2015) and the embeddings produced
are 400-dimensional and real-valued3.

• GloVe Model - Tweets (GV-T), Wikipedia
+ Gigaword (GV-WG), Common Crawl
42B tokens (GV-CC1), Common Crawl
840B tokens (GV-CC2): GloVe is similar
to Word2Vec, in that it obtains dense vec-
tor representations of words. GloVe builds
a word co-occurrence matrix for the entire
corpus prior to training. This matrix is then
utilized to produce word and phrase vectors
based on their context of appearance in the
corpus (Pennington et al., 2014). The em-
beddings used in the system are 200- to 300-
dimensional and real-valued4.

The tweet vector representations using each of
these word embeddings could be obtained either
by averaging or summing up the real-valued word
vectors for each of the words that had a corre-
sponding trained vector representation from the
pre-trained embeddings. Our system averages the
word vectors, to avoid introducing a tweet length
bias.

3http://www.fredericgodin.com/software
4https://nlp.stanford.edu/projects/

glove
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Emotion P Sp P (> 0.5) Sp (> 0.5)
anger 0.692 0.678 0.529 0.519
fear 0.713 0.701 0.553 0.531
joy 0.676 0.680 0.422 0.423
sadness 0.704 0.711 0.556 0.554

Table 3: Testing Accuracy: Pre-trained Embedding Features + Shallow Neural Network

5 Model Learning

Since the task requires the computation of a real-
valued emotion intensity score for the tweets in the
test set, we explored several regression methods.

The models initially tested including simple lin-
ear regression and generalized linear models like
Gaussian process regression and Bayesian ridge
regression.

We also conducted experiments using two feed-
forward neural network (NN) architectures imple-
mented in Keras5. The shallow NN architecture
(Fig.1) uses a hidden layer densely connected to a
sigmoid output neuron, while the deep NN archi-
tecture (Fig.2) uses iteratively smaller dense hid-
den layers culminating in a sigmoid output neuron.

The first layer for the shallow NN as well as all
layers for the deep NN were comprised of densely
connected ReLU activation units. The learning
method used is stochastic gradient descent (SGD).

Figure 1: Shallow NN Architecture

However, all of these models were outper-
formed by gradient boosted regression models.
The final system implementation uses the boosted
regression implementation provided by the XG-
Boost library6 (Chen and Guestrin, 2016).

6 System Tuning

The system was tuned with respect to feature se-
lection by performing an exhaustive grid search

5https://github.com/fchollet/keras
6http://dmlc.cs.washington.edu/

xgboost.html

Figure 2: Deep NN Architecture

in the space of different possible combinations for
the features. Consequently, the emotion intensity
scores for each of the four emotions’ test sets are
predicted using models that have been trained on
different subsets of the features, the accuracy re-
sults of which are discussed in Section 7.

Polynomial transformations of the features ex-
tracted from the annotated lexicons described in
Section 4.1 were used to introduce non-linearity
into the final feature space. The hyper-parameters
of the gradient boosted regression model, namely
tree-depth and number of boosted trees7, were
tuned using a randomized search strategy. The
tree-depth retained it’s library-default value of 3,
and the number of boosted trees was set to 30,000.

Each of the feature sets was determined using
10-fold cross-validated evaluation on the combi-
nation of the training and development datasets.

7http://xgboost.readthedocs.io/en/
latest/python/python_api.html
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7 Results

The systems in this shared task are evaluated using
the Pearson correlation coefficient, which com-
putes a bivariate linear correlation, and the Spear-
man rank correlation coefficient, which is a non-
parametric version of the Pearson correlation co-
efficient, and relies on rank/ordering rather than
absolute values (Mohammad and Bravo-Marquez,
2017b). These scores are denoted by P and Sp,
respectively, in the results tables.

We present the results of the system submitted
to the competition leaderboard in Table 1. The av-
erage scores of the system were 0.685 (Pearson)
and 0.671 (Spearman). Post-competition evalu-
ation on the gold labels of the test set are pre-
sented in tables 2 and 3. The correlation scores
improved to 0.716 (Pearson) and 0.705 (Spear-
man) after grid-search testing including new fea-
tures (EV & DM) using gradient boosted regres-
sion, as shown in table 2. Table 3 presents accu-
racy scores obtained using the Shallow NN archi-
tecture using only word embeddings as features.

Our system ranked 4th overall, and 3rd for the
intensity range 0.5 to 1, on the task leaderboard.

8 Discussion

The results demonstrate that there is a different set
of features that works best for each emotion in the
task. It is observed that pre-trained word embed-
dings learned using Word2Vec and GloVe domi-
nate the set of best performing features for nearly
every emotion.

From experimental observations on the NN ar-
chitectures in Keras, it was determined that in-
creasing the depth of the network did not signifi-
cantly improve its prediction accuracy. It was also
noticed that the inclusion of regular & polynomial
versions of the annotated lexicon features as fea-
tures severely hampered the network’s predictive
accuracy. This could potentially be addressed by
scaling each feature’s values into a standard Gaus-
sian distribution, or by clamping gradients to pre-
determined boundary values.

It is also worth noting that sentiment polarity
lexicons boosted predictive accuracy for all four
models, corroborating our hypothesis to justify
their inclusion in the feature set.

9 Conclusion

We have described UWat-Emote, used at EmoInt
to predict the emotion intensity of tweets. Our best

system utilizes a combination of lexical resources
and word embeddings to obtain vector representa-
tions of tweets, and uses gradient boosted regres-
sion to predict real-valued emotion intensities.

The system utilizes separate models for each
emotion and achieves average Pearson and Spear-
man correlation scores of 0.716 and 0.705 respec-
tively. Our implementation is fully open-sourced
for replicability8.

In the future, we would like to explore aspect
based affect intensity for larger bodies of text,
such as customer reviews for products and ser-
vices. We would also like to evaluate normalized
polynomial-kernel features and integrate the anno-
tated lexicon features into convolutional and recur-
rent neural-network architectures.
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