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Abstract

This paper describes the systems sub-
mitted by GadjahMada team to the Na-
tive Language Identification (NLI) Shared
Task 2017. Our models used a continuous
representation of character n-grams which
are learned jointly with feed-forward neu-
ral network classifier. Character n-grams
have been proved to be effective for style-
based identification tasks including NLI.
Results on the test set demonstrate that the
proposed model performs very well on es-
say and fusion tracks by obtaining more
than 0.8 on both F-macro score and accu-
racy.

1 Introduction

Native Language Identification (NLI) is the task of
identifying the native language (L1) of the speak-
ers in which English is usually their second lan-
guage (L2). Given F = {f1, f2, ..., f3} be a set of
written or speech responses and K = {k1, k2, km}
a pre-defined set of native languages (L1), the NLI
task is to assign L1 to each of the responses in F .
This task is often considered as a subset of au-
thor profiling task which currently focuses more
on age and gender identification (Lopez-Monroy
et al., 2014; Johannsen et al., 2015; Rangel Pardo
et al., 2016).

The growing interest in this field is due to the
applicability of this task to support language learn-
ers by providing a tailored feed-back about their
errors. Swan and Smith (2001) argued that speak-
ers of different native languages tend to make dif-
ferent mistakes. Thus, targeted feed-back is ex-

pected to improve the process of language learn-
ing (Tetreault et al., 2013).

The NLI Shared Task 2017 (Malmasi et al.,
2017) is the continuation of the first task that has
been held in 2013 (Tetreault et al., 2013). This
year’s task aims to combine written responses (es-
say) and spoken responses (speech transcript and
i-vector acoustic features) for identifying 11 native
language classes.

To address the NLI Shared Task 2017 problem,
we adopted an approach that has been applied for
authorship attribution task (Sari et al., 2017). In
this approach, continuous representations of char-
acter n-grams are used jointly with feed-forward
neural network classifier. The methods performed
very well on essay and fusion tracks by obtaining
more than 0.8 on both F-macro score and accu-
racy. However, due to the poor hyper-parameter
setting and the limitation of training data, we only
managed to get around 0.5 on speech track for
both evaluation scores, using only the speech tran-
scripts.

The paper is organised as follows: Section 2
provides a review of relevant work in NLI. We
then explain our methodology in Section 3. The
next section describes our experiments including
the description of the dataset and the details of
training and hyper-parameter tuning. Result and
discussion are presented in Section 5. Finally, con-
clusion and future work are drawn in Section 6.

2 Related Work

The first NLI shared task (Tetreault et al., 2013)
was introduced in 2013 with a total of 29 teams
participated across three different subtasks. The
dataset for the task was TOEFL11 corpus (Blan-
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chard et al., 2013) consists of 11,000 essays writ-
ten by a high-stakes college-entrance test taker.
Same as this year’s task, there are 11 native lan-
guages covered. Tetreault, et. al reported that
majority of the participant addressed the problem
by utilising powerful machine learning algorithms
such as Support Vector Machine (SVM) and Lo-
gistic Regression. In term of features, word, char-
acter and POS n-grams were the most common
used features.

One of the interesting findings from the first
NLI task is simple features such as words, word
forms, sequential word combinations, and sequen-
tial POS combinations turn out to be effective in-
dicators for identifying L1. Jarvis et al. (2013)
who implemented those features successfully se-
cured the best systems in the first NLI task by ob-
taining 10-fold cross-validated accuracy of 84.5%
and overall accuracy of 83.6% on the test set. In
addition, they reported that a model with charac-
ter n-grams achieved similar accuracy to the best
model involving lexical and POS n-grams.

Following the first NLI task, Ionescu et al.
(2014) extended their submission system by
implementing character n-grams with two ker-
nel classifiers namely Kernel Ridge Regression
(KRR) and Kernel Discriminant Analysis (KDA).
Their result outperformed Jarvis, et. al by 1.7%
on the overall accuracy. Character n-grams have
been known for its impressive performance in
style-based text analysis task such as authorship
attribution (Peng et al., 2003; Stamatatos, 2013;
Schwartz et al., 2013). It has advantages of captur-
ing stylistic and morphological information (Kop-
pel et al., 2011; Sapkota et al., 2015) regardless
of the language. This has motivated us to utilised
character n-grams in our system.

In addition to written responses, recent trend
starts to consider spoken responses (speech tran-
scripts and audio features) for NLI task. Incor-
porating spoken responses has produced good re-
sult for dialect identification (Malmasi et al., 2016;
Zampieri et al., 2017). However compared to
audio features, speech transcripts are less useful
since ambiguity is more pronounced in written
transcripts.

3 Methodology

In this section, we describe our models and fea-
tures used in our NLI system. First, we present the
details of the features. Then we explain our model
architectures which use shallow feed-forward neu-
ral network.

3.1 Features
There are two types of features used in our system:
character n-grams and i-vectors. We used only
character n-grams features in essay and speech
tracks and combined them with i-vectors for fu-
sion track. The details of the features are ex-
plained as follows:

• Character n-grams: This substring takes
n characters constructing the text along the
whole text as features. We set the vocabu-
lary to 70 most common characters including
letters, digits, and some punctuation marks
as conducted by Zhang et al. (2015). We
followed Sari et al. (2017) who represented
the features as continuous vectors. The idea
of representing n-grams in continuous space
was introduced by Joulin et al. (2017) who
proposed an efficient model for text classifi-
cation called fastText. Instead of using a sin-
gle value of n, we applied a range of n values
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from three to six grams.

• i-vectors: i-vector or identity vector is one of
feature representation that commonly used in
speech processing. It is a low-dimensional
vector derived from mapping sequence of
speech frames (Dehak et al., 2011). The i-
vectors correspond to the speech transcrip-
tions and have a length of 800. We used
the provided i-vectors without any additional
pre-processing.

3.2 Model Architecture
Our model adopted fastText architecture which
was proposed by Joulin et al. (2017). FastText
represents a document with an average of feature
embeddings for the features present. The proba-
bility distribution over the labels then is simply
predicted using softmax function. However, in-
stead of working on word level, we chose to work
on character level, since it is found to be more
suitable for the task. Figure 1a shows the model
that we used for both essay and speech tracks.
In that figure, xn represents a single character n-
gram, while N is the maximum sequence which
the value is fixed. In our experiment, feature em-
beddings are learned during training.

For fusion track, we extended the first model
with an auxiliary input to accommodate i-vectors
as presented in Figure 1b. We also added one hid-
den layer with the size of 128 right before the out-
put layer. Slightly different with the first model, in
the fusion track we used max pooling as it pro-
duced higher performances. Both of the mod-
els were implemented using Keras (Chollet et al.,
2015) with Tensorflow backend.

3.3 Baseline Systems
As a benchmark, the organiser developed baseline
systems which use SVM as the classifier. Essay
and speech transcript are represented as bag-of-
words (BoW). The baseline results on the test set
are presented in the Table 1.

4 Experiments

4.1 Dataset
The dataset provided by Educational Testing Ser-
vice (ETS) contains test responses from a stan-
dardised assessment of English proficiency for
academic purposes. It consists of 13,200 En-
glish essays (written responses) and 13,200 of 45

seconds English speech transcriptions (spoken re-
sponses). In addition to that, i-vectors of the
speech audios are generated in lieu of the audio
files. The essays typically range in length from
300 to 400 words and the transcriptions typically
contain approximately 100 words.

The test responses are from 13,200 different
test takers. Each test taker contributed one essay
and one speech transcription. There are 11 native
languages (L1) covered, including Arabic (ARA),
Chinese (CHI), French (FR), German (GER),
Hindi (HIN), Italian (ITA), Japanese (JPN), Ko-
rean (KOR), Spanish (SPA), Telugu (TEL), and
Turkish (TUR). The organiser set the 11,000 sam-
ples from the dataset for training purpose, 1,100
for development and the rest as the test set.

4.2 Hyper-parameter Tuning and Training
Details

During training, we tried different combinations
of hyper-parameter configurations. However, only
the configurations of the best run are reported in
this paper.

Feature hyper-parameters. For essay and
speech tracks, we only used character n-grams
features. We set the range of n-gram values from
2 to 5. The sequence lengths were set to 6,000
for essay and 4,000 for speech. Meanwhile, for
fusion track in addition to the character n-grams,
i-vectors were used. The n-grams range was set
to 3 to 5. In order to reduce the input dimen-
sions, we decreased the length of the sequence to
1,500 for essays and 300 for speech transcriptions.

Model hyper-parameters. The best run for
essay and speech tracks used embedding size
of 25 with dropout rate of 0.75. For fusion
model, embedding size for both essay and speech
representation was set to 128. Between the layers,
we put dropout with the probability of 0.5.

Training. For all sub-tracks, the models were
trained using Adam Optimizer (Kingma and Ba,
2015) with cross-entropy loss. We also imple-
mented early stopping procedure in order to avoid
over-fitting. We set batch size of 64 for essay and
fusion tracks; and 32 for speech track. Number of
epochs for essay, speech, and fusion tracks were
set to 80, 50, and 100 respectively. For both essay
and speech tracks, learning rate of 0.005 was used.
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Track Baseline System GadjahMada System
F1-score Accuracy F1-score (macro) Accuracy

Essay 0.7104 0.7109 0.8107 0.8109
Speech (transcription only) 0.5435 0.5464 0.5084 0.5073
Fusion (essay, speech transcripts, i-vectors) 0.7901 0.7909 0.8414 0.8409

Table 1: Submission Results

While fusion track used learning rate of 0.0002,
higher rates did not make any improvement.

5 Results and Discussion

Table 1 shows our submission results for all the
sub-tracks. We participated in closed- training
subtask in which we only used provided train-
ing data to train our models. Results on the ta-
ble present that our systems performed very well
on the essay and fusion tracks. Our systems out-
performed the baseline systems with accuracy of
0.8109 and 0.8409 on the essay and fusion tracks
respectively. However, the system failed to pro-
duce similar performances on speech track. Our
system produced accuracy of 0.5073 which is
lower than the baseline. This might happen due
to the poor hyper-parameter tuning. Note that on
speech track, we only utilised speech transcripts.

Similar to the previous NLI shared task re-
sults, character n-grams demonstrate their effec-
tiveness for capturing style in written responses.
We believe that speakers of each native language
have their own learning experiences which are re-
flected in their responses. The speaker’s charac-
teristics are better captured in written responses
than speech transcripts. Written responses are sig-
nificantly longer compared to speech transcripts
which make it better on providing information
about the speaker. In addition to that, speech tran-
scripts are less useful since ambiguity is more pro-
nounced (Malmasi et al., 2016). Audio features in
the form of i-vectors help to improve the perfor-
mance. Our results on the fusion track are higher
than the results on other tracks.

In order to get more insight into the classifica-
tion results, confusion matrices for the best run in
each sub-track are presented in Figure 2. In the
essay and fusion tracks, it can be seen that Ger-
man (GER) speaker are the easiest class to identify
with more than 90% on the accuracy. It is also in-
teresting to highlight that the system is mistakenly
identified several native language classes that have
morphological and lexical similarities, for exam-

ple: Chinese (CHI), Japanese (JPN) and Korean
(KOR); Hindi (HIN) and Telugu (TEL); French
(FRE), Italian (ITA) and Spanish (SPA). However
in the speech track as shown in Figure 2b, in most
classes the system made correct predictions no
more than 50% of the total samples. It demon-
strates that spoken response in the form of speech
transcripts is not good enough to be used as fea-
ture.

6 Conclusion and Future Work

This paper presents our submission approaches
for NLI Shared Task 2017. Results on the test
set show our model that utilises shallow feed-
forward neural network with character n-grams
features could effectively identify the native lan-
guage (L1) of the speaker. Our proposed model
performed very well on the essay and fusion tracks
but failed to achieve similar scores on the speech
track. It is interesting to note that character n-
grams mostly works for any style-based classifica-
tion tasks including NLI. More details analysis on
the languages with similar lexical and morpholog-
ical forms can be an interesting work to explore.
Indicative features for those languages are essen-
tial since most incorrect predictions were made on
those groups.
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Figure 2: Confusion matrices for the best run in each sub-track
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