
Proceedings of the Conference on Machine Translation (WMT), Volume 2: Shared Task Papers, pages 323–329
Copenhagen, Denmark, September 711, 2017. c©2017 Association for Computational Linguistics

Rule-based Machine Translation from English to Finnish 
Arvi Hurskainen 

University of Helsinki 
arvi.hurskainen@helsinki.fi 

Jörg Tiedemann 

University of Helsinki 
jörg.tiedemann@helsinki.fi 

 

 

Abstract 

The paper describes a rule-based machine 
translation system adapted to English to Finnish 
translation. Although the translation system 
participates in the shared task of news transla-
tion in WMT 2017, the paper describes the 
strengths and weaknesses of the approach in 
general.  

1 Credits 

We are grateful to Pasi Tapanainen from Connexor OY 
for allowing us to use the en-fdg analyser of English as 
well as the Constraint Grammar (CG-3)1 environment 
for a number of translation phases.  

2 Introduction 

The translation system described here is in 
stark contrast to the majority of systems partici-
pating in this conference. There are a number of 
reasons why we are interested in developing 
rule-based translation systems. One is the obser-
vation that, if we use statistical or neural transla-
tion systems, we will exclude 99.8 percent of 
languages out of development. Digitalization is 
supposed to break barriers between language 
groups, but in fact it currently increases them. 
The current hype on neural methods still acceler-
ates the break between the small group of domi-
nant languages and the less-resourced ones. If we 
want to avoid the break, we do not see any other 
way out than to put efforts in developing such 
systems that are affordable for less-resourced 
languages. At the same time, efforts for finding 
ways to overcome the problems of statistical sys-
tems are needed (Tiedemann et al 2016). 

The approach described here deals with the 
English to Finnish translation system. However, 
the basic components of the system were devel-
oped with the language pair Swahili and English, 
for which Hurskainen developed rule-based 
translation systems to both directions (Hurskai-
nen 1992, 1996, 2004, 2006, 2007, 2012).  

                                                      
1 CG-3 is also termed as FDG-3, because within this envi-
ronment it is possible to write also functional dependency 
rules. 

A number of approaches for constructing rule-
based systems have been studied. These include 
OpenLogos (Scott and Barreiro 2009; Barreiro et 
al 2011), Apertium (Forcada 2006), Grammatical 
Framework (Ranta 2011), and Nooj (Silbertztein 
2015). Common to these approaches is the use of 
grammatical knowledge and lexicon of lan-
guages in translation. Although the approach that 
we have used has much in common with those, 
we did not implement any of them directly. The 
main reason is that we find it useful to have full 
control of all phases of the translation process, so 
that corrections can be made instantly at the cor-
rect point of the process. For the same reason we 
did not adapt such resources as Omorfi (Pirinen 
2015). Instead we developed our own system for 
generating Finnish word forms. 

The system described here deliberately avoids 
any statistical elements in translation process. 
The basic assumption is that running text can al-
ways be decomposed into structured units, and 
that these units can be described on more or less 
general level. The translation is not performed on 
the basis of surface word forms, but rather as a 
controlled sequence of operations, where the text 
in source language is processed into surface form 
of the target language. The basic components in 
the system are the lexicon and grammar of both 
languages. 

On the abstract level, the language can be de-
scribed by means of tags, each of which repre-
sents various degrees of abstractness. For exam-
ple, POS tags are the most abstract ones, each 
representing a large set of members, whereas 
word lemmas are least abstract, and morphologi-
cal tags are somewhere in between. The combi-
nation of the tags constitutes the knowledge, on 
the basis of which the text is converted into the 
surface form of the target language. 

There are two guiding principles in this trans-
lation system. First, each word form should be 
given all linguistically correct interpretations. 
Second, all such operations that are conditional 
of context, such as selection, deletion, replace-
ment, and adding, should be done in the envi-
ronment, where context-sensitive rules can be 
written for controlling the process. For this rea-
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son, Constraint Grammar (Karlsson 1990, 1995; 
Karlsson et al 1995; Tapanainen 1996; Bick and 
Didriksen 2015) is in important role in the sys-
tem.  

Below is a description of various phases of the 
translation process. 

3 Analysis of source text 

The source text is first morphologically ana-
lysed, disambiguated and provided with syntactic 
description. In analysing the English text, we 
used the en-fdg parser (Järvinen and Tapanainen 
1997). The parser has a fairly covering vocabu-
lary, and it performs surface-syntax parsing as 
well as dependency parsing. However, it makes 
mistakes, and wrong assignments especially in 
POS categories are detrimental to translation re-
sults. Since we had no access to the source code 
of the parser, we had to devise our own mecha-
nism to correct the mistakes.  

The example sentence in (1) is used through-
out in this paper. 
 
(1) 
1 He he subj:>2 @SUBJ %NH PRON PERS NOM SG3 
2 will will v-ch:>3 @+FAUXV %AUX V AUXMOD 
3 be be v-ch:>4 @-FAUXV %AUX V INF 
4 hanging hang main:>0 @-FMAINV %VA ING 
5 out out phr:>4 @ADVL %EH ADV 
6 on on loc:>4 @ADVL %EH PREP 
7 stages stage pcomp:>6 @<P %NH N NOM PL 
8 for for subj:>11 @ADVL %EH PREP 
9 years year pcomp:>8 @<P %NH N NOM PL 
10 to to pm:>11 @INFMARK> %AUX INFMARK> 
11 come come mod:>7 @-FMAINV %VA V INF 

 
The en-fdg parser performs two types of syn-

tactic mapping, and we had to choose one of 
them. Because the rule system, which we were 
going to use in the translation system, makes use 
of relative distances, we decided to use the sur-
face-syntax option. The precise distances that the 
dependency parsing produces would probably 
not have much helped in translation. The modi-
fied form is in (2). 
 
(2) 
"<*he>" "he" %SUBJ CAPINIT PRON PERS NOM SG3 
"<will>" "will" %+FAUXV V AUXMOD 
"<be>" "be" %-FAUXV V INF 
"<hanging>" "hang" %-FMAINV ING 
"<out>" "out" %ADVL ADV 
"<on>" "on" %ADVL PREP 
"<stages>" "stage" %<P N PL NOM 
"<for>" "for" %ADVL PREP 
"<years>" "year" %<P N PL NOM 
"<to>" "to" %INFMARK> INFMARK> 
"<come>" "come" %-FMAINV V INF 
 

4 Isolation of multiword expressions  

Multiword expressions (MWE) are becoming 
an increasingly important component in machine 
translation. There is no covering list of MWEs of 
English, because the concept is very fluid. Many 
clusters of words can be successfully treated in 
more than one way. The general rule is that if 
translation through the normal rule system does 
not succeed, consider treating the cluster as a 
MWE. Treating a structure, which also could be 
handled with normal rules, as a MWE, often 
helps in disambiguation, because the MWE is 
given the lexical representation in target lan-
guage for all members of the structure. In gen-
eral, it is more safe to use MWE treatment is 
cases where both options are possible, 

For this reason, MWEs are isolated prior to in-
serting the glosses (i.e. lexical words) of the tar-
get language. These MWEs are given the appro-
priate lexical interpretation (3). 
 
(3) 
"<*he>" "he" %SUBJ CAPINIT PRON PERS NOM SG3  
"<will>" "will" %+FAUXV V AUXMOD  
"<be>" "be" %-FAUXV V INF  
"<hanging_out>" "hang_out" { hengailla V67 , 
roikkua V52-A } %-FMAINV ING  
"<on>" "on" %ADVL PREP  
"<stages>" "stage" %<P N PL NOM  
"<for_years_to_come>" "for_year_to_come" { 
tulevina vuosina , tuleviksi vuosiksi } ADV  

 
We have used the CG-3 rule formalism (Tap-

anainen 1996) for implementing the MWEs, be-
cause it has a sophisticated system for control-
ling the rule application on the basis of context. 
It also removes all grammatical information on 
words, which are not relevant in further pro-
cessing. 

In English to Finnish MT, it is sensible to 
identify four types of MWEs, (a) those which 
have no inflection, (b) those where the first ele-
ment (noun) carries the information on inflec-
tion, (c) those where the last element (noun) car-
ries the information on inflection, and (d) those 
where the verb carries the needed information. In 
handling MWEs, it is also possible, and often 
needed, to add such new information that helps 
in achieving grammatically correct translation. 

The rules for isolating MWEs are ordered so 
that the longer one wins. Problematic are such 
cases, where there are two contiguous MWE 
candidates with one or more shared members. 
This much discussed problem can be solved by 
adding context-based restrictions to rules for 
controlling rule application. 
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Although the different types of error-free CG 
rules are tedious to write manually, they can be 
produced with scripts from lexical lists. 

5 Adding lexical glosses 

The next step is to enrich each analysed word 
with the lexical representation of the target lan-
guage. This is done so, that the POS category of 
the analysed word is found first, and then the lex-
ical information is added from the lexicon of that 
POS category. In total, 13 POS categories are 
used in the system. Especially when translating 
from English, the identification of the correct 
POS category is important, because English is 
extremely ambiguous in this respect. 

For making semantic disambiguation easier, 
the lexical glosses are ordered so that the most 
likely interpretation is the first one. There is no 
safe method for deciding which gloss should be 
considered as default, and often only thorough 
testing will help or statistical evidence can be 
used. Jörg Tiedemann has kindly helped in 
providing frequency lists produced using auto-
matic word alignment (Östling and Tiedemann, 
2016) on parallel corpora (mainly Europarl, Wik-
ipedia headlines but also from OPUS2). Bilingual 
word lists are extracted from the aligned corpora 
and ranked by Dice scores and raw frequencies. 
Such words are discarded that include non-
alphabetic characters and co-occurrence thresh-
olds are used to further reduce the noise in the 
data. Separate lists are extracted for English mul-
ti-word-units that are aligned to single Finnish 
words and also for frequently aligned multi-word 
units on both sides.  There is also a lemmatised 
version of the data. Lexical glosses are added in 
(4). 
 
(4) 
"<*he>" "he" { *hän Np9 FRONT , hänen , NO-
GLOSS , itse N8 FRONT } %SUBJ CAPINIT PRON 
PERS NOM SG3  
"<will>" "will" { NOGLOSS , aikoa V52-D , 
tulla V67 } %+FAUXV V AUXMOD  
"<be>" "be" { olla V67b BE , eivät ole , ei 
ole , NOGLOSS , joka Np13 , jotka Np14 } %-
FAUXV V INF  
"<hanging_out>" "hang_out" { hengailla V67 , 
roikkua V52-A } %-FMAINV ING  
"<on>" "on" { NOGLOSS M-ADE , NOGLOSS M-ILL , 
NOGLOSS M-PAR , NOGLOSS M-ELA , NOGLOSS M-ALL 
, NOGLOSS M-ESS , NOGLOSS M-INE } %ADVL PREP  
"<stages>" "stage" { vaihe N48 , lava N9 , 
näyttämö N2 FRONT } %<P N PL NOM  
"<for_years_to_come>" "for_year_to_come" { 
tulevina vuosina , tuleviksi vuosiksi } ADV  

                                                      
2 Data available from http://opus.lingfil.uu.se and 
http://www.statmt.org/wmt16/translation-task.html  

 
Because Finnish is a highly inflecting lan-

guage, the lexicon needs precise instruction on 
inflection. Nouns and adjectives need a unique 
code for inflection in each case, in gradation, and 
in front/back concordance. Verbs have a large 
number of inflected forms, and also they follow 
gradation and front/back concordance rules. Not 
all of this need to be included into the transfer 
lexicon, but some anyway. For example, for tran-
sitive verbs it is useful to mark whether their pre-
ferred object case is partitive or accusative. 
Many of them use both, however, but in specific 
contexts. In addition to object argument, many 
verbs have also other arguments that require a 
certain case in inflection. Also such information 
should be added to the lexicon. 

Compound words are common in Finnish, and 
their handling can be done in two places. The 
safest way is to handle them as MWEs. Howev-
er, because compounding in Finnish is very pro-
ductive, also more general methods should be 
provided. Compounds in Finnish are such that 
only the last member, the head, of the compound 
inflects. Therefore, it is possible to mark com-
pound word candidates, which, if required con-
textual criteria are fulfilled, will be selected as 
first parts of the compound and later joined to-
gether with the second member. Even more than 
one member of compound words can thus be 
combined. This works with such English com-
pounds that are composed of consecutive words 
without of-genitive structure. 

For such words, for which there is no lexical 
gloss in the system, there is a default that the 
form in source language is copied as a gloss. It is 
given an inflection code according to the form of 
its last part. 

Adding the lexical information is implemented 
using the Beta rewriting language. 

6 Semantic disambiguation 

Perhaps the most challenging phase in the cur-
rent translation system is the semantic disambig-
uation. Much of the complexity comes directly 
from the source language English, the analysis of 
which does not offer many clues for performing 
semantic disambiguation. For example, English 
verbs do not mark whether they are transitive or 
intransitive, and the same verb functions in both 
roles. This creates a recurrent semantic disam-
biguation problem. The solution must be found 
on the basis of presence or absence of the object 
in the sentence. Also, the presence or absence of 
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the agent in passive sentences helps in disambig-
uation. The distinction between transitive and in-
transitive verbs is one of the few cases, where ra-
ther global rules can be written on semantic dis-
ambiguation. Most of the rules are on a low lev-
el, applying to relatively few cases. 

An example of complicated rules is to identify 
whether the word with starts a relative clause or 
whether it is in some other role. The identifica-
tion alone does not suffice. One should also 
know whether it should be translated with singu-
lar or plural form. 

The rules on punctuation are different in Eng-
lish and Finnish. These differences can be han-
dled as part of semantic disambiguation. 

Such words that can occur as proper nouns and 
ordinary words are a problem in translation. A 
partial solution is that such words that have a 
capital initial letter and are not sentence-initial 
are likely to occur in both roles and are marked 
as proper name candidates. Then, on the basis of 
the strict list and environment, the candidates are 
selected as proper names. However, this method 
does not work, if the word is sentence-initial, be-
cause in this position all words start with a capi-
tal letter. 

If the language analyser would add the so-
called supersenses to the analysis, the rule writ-
ing would become easier. Such comprehensive 
supersense categories have been established for 
English (Schneider and Noah 2015; Hollenstein 
et al 2016). The current system makes use of 
such sense categories as TIME, PLACE, ANI-
MACITY, HUMANNESS, TRANSITIVITY 
etc.. However, these categories are not part of the 
analyser, but they are implemented in the transfer 
rule system. The further development of the sys-
tem might reveal, that more clustering should be 
made. 

When semantic disambiguation rules are ap-
plied, the rest of readings are handled so that the 
first interpretation is selected and the rest are re-
moved. Except for a few specific cases, the sys-
tem does not leave ambiguity to the readings (5). 
 
(5) 
"<*he>" "he" { *hän Np9 FRONT } %SUBJ CAPINIT 
PRON PERS NOM SG3  
"<will>" "will" { NOGLOSS } %+FAUXV V AUXMOD  
"<be>" "be" { NOGLOSS } %-FAUXV V INF  
"<hanging_out>" "hang_out" { hengailla V67 } 
%-FMAINV ING  
"<on>" "on" { NOGLOSS } M-ADE %ADVL PREP  
"<stages>" "stage" { näyttämö N2 FRONT } %<P 
N PL NOM  
"<for_years_to_come>" "for_year_to_come" { 
tulevina vuosina } ADV 

7 Controlling singular and plural 

One could expect that singular matches with 
singular and plural with plural in two languages. 
This is not the case, however. A typical case is 
that whereas English uses plural forms in nouns 
that have a number as a modifier, Finnish uses 
singular. Also adjective and pronoun modifiers 
in such structures are in singular. 

The en-fdg parser does not mark the number in 
adjectives and some verb forms, which is why 
such tags must be controlled in great detail. 

8 Adding inflection tags 

Because Finnish is a highly inflecting lan-
guage, and English is not, there is little such in-
formation inherited from the analysis of the 
source language that can be used in constructing 
the correct Finnish word forms. Therefore, such 
instructions must be added, mostly on the basis 
of the information added in lexical mapping. 

Adding inflection tags takes place in two 
phases. First, the primary constituents of the sen-
tence are tagged. Such constituents include the 
verb, the subject, the object, the indirect object, 
and various modifiers of the verb. 

In the second phase, adjective, pronoun, and 
number modifiers are given inflection tags on the 
basis of the inflection tag given to the noun head 
in the first phase of tagging. 

Because rule writing for such a complex net-
work is prone to multiple simultaneous map-
pings, the rules are hierarchically ordered and re-
application is prevented. The rules are ordered 
according to approximate security, the most se-
cure ones first and the least secure ones last. By 
the secure rule we mean the likelihood that the 
rule works correctly in all contexts. There is no 
strict dichotomy between secure rules and other 
rules. Rather there is a continuum. Added inflec-
tion tags, some redundant, are displayed in (6). 
 
(6) 
"<*he>" "he" { *hän Np9 FRONT } %SUBJ CAPINIT 
PRON PERS NOM SG3  
"<will>" "will" { NOGLOSS } %+FAUXV V AUXMOD 
SG PRES  
"<be>" "be" { NOGLOSS } %-FAUXV V INF SG PRES  
"<hanging_out>" "hang_out" { hengailla V67 } 
%-FMAINV ING SG PRES  
"<on>" "on" { NOGLOSS } M-ADE %ADVL PREP  
"<stages>" "stage" { näyttämö N2 FRONT } %<P 
N PL NOM ADE  
"<for_years_to_come>" "for_year_to_come" { 
tulevina vuosina } ADV  
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9 Marking stem boundary 

There are 107 different inflection classes for 
Finnish nominals and verbs. The list of Ko-
timaisten Kielten Tutkimuskeskus (Research 
Centre of National Languages) has fewer catego-
ries, but they are insufficient for describing all 
word types. The number of inflection categories 
could certainly be reduced by applying a finite 
state machine for controlling part of variation. 

There was no linguistic theory behind select-
ing the stem boundary marking. The solution was 
purely practical. The boundary mark was put to 
the point, which made it possible to produce all 
inflected forms of the word type. 

10 Converting inflection tags to surface 
forms  

Each inflection tag is converted to near-
surface form using Beta-rules. The system first 
checks the inflection code, marks it as checked, 
and then looks for the other codes of that inflec-
tion class. If the path leads successfully to a sur-
face form suffix, it is added after the suffix tag. 

The process is not simple, however, because 
the reading may have two or three inflecting 
words, and each must be given the correct inflec-
tion. The danger of mixing the suffixes is avoid-
ed by joining the found suffix immediately to the 
word. A second, and possibly third, round is then 
run for finding the correct suffixes for the rest of 
words in that reading. 

The suffixes are joined to the whole lexical 
word and not directly to the stem. This is done, 
because sometimes the correct front form can be 
decided only when the final part of the lexical 
word is present. Note that the inflection suffixes 
are not necessarily final. By default, suffixes are 
given the back vowel treatment (7). If the word 
requires front vowel treatment, conversion rules 
modify the suffix accordingly (8). 
 
(7) 
"<*he>" "he" { *h:än :Np9 FRONT } %SUBJ 
CAPINIT PRON PERS NOM SG3  
"<will>" "will" { NOGLOSS } %+FAUXV V AUXMOD 
PRES SG  
"<be>" "be" { NOGLOSS } %-FAUXV V INF PRES SG  
"<hanging_out>" "hang_out" { hengail:la+ee 
:V67 } %-FMAINV ING PRES SG  
"<on>" "on" { NOGLOSS } M-ADE %ADVL PREP  
"<stages>" "stage" { näyttämö:+illa :N2 FRONT 
} %<P N PL ADE  
"<for_years_to_come>" "for_year_to_come" { 
tulevina vuosina } ADV 

11 Front/back concordance  

The decision on whether the ending of the 
word gets a front or back vowel treatment is 
done on the basis of the vowel structure of the 
word. In addition to this, the end part of the lexi-
cal word may affect the precise surface form of 
the word. For example, the rule may require that 
the back vowels of the suffix must be converted 
to corresponding front vowels. This conversion 
is not always one-to-one process, because a back 
vowel may have two corresponding front forms. 
This can be decided on the basis of the last vowel 
of the lexical word. Therefore the full lexical 
word must be present when conversion rules are 
applied. Front vowel conversion is displayed in 
(8). 
 
(8) 
"<*he>" "he" { *h:än } %SUBJ CAPINIT PRON 
PERS NOM SG3  
"<will>" "will" { NOGLOSS } %+FAUXV V AUXMOD 
PRES SG  
"<be>" "be" { NOGLOSS } %-FAUXV V INF PRES SG  
"<hanging_out>" "hang_out" { hengail+ee } %-
FMAINV ING PRES SG  
"<on>" "on" { NOGLOSS } M-ADE %ADVL PREP  
"<stages>" "stage" { näyttämö:+illä } %<P N 
PL ADE  
"<for_years_to_come>" "for_year_to_come" { 
tulevina vuosina } ADV 

12 Controlling word order 

POS tags are the most important keys in con-
trolling the word order in target language. In the 
current language pair, the most important fea-
tures that require word reordering are the prepo-
sitions and the of-genitive. Finnish most often 
uses postpositions, and it does not have equiva-
lent for of-genitive. Also, passive structures with 
agent are missing in Finnish, which causes com-
plex changes in word order. 

We have written the reordering rules with Perl. 
In order to simplify rule-writing, we have moved 
the POS tag to the beginning of the reading of 
each word and changed the whole input into sen-
tence-per-line format. Using this format, it is 
fairly easy to write new reordering rules. For 
each word type applies the same description, and 
only the POS tag changes. In case additional in-
formation is needed, it is available in the descrip-
tion of the word. 

13 Discussion 

The current translation system tries to make 
maximal use of the lexicon and grammar of 
source and target languages. A sentence in 
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source language is converted through subsequent 
phases into target language. No purely statistical 
choices are used. In order to reduce unnecessary 
rule writing, defaults are used where feasible. 

Such rules that need contextual control for 
their application are implemented using the CG3 
environment. Such cases are, apart from the pars-
ing component of English, the correction module 
for the output of the parser, the isolation and 
treatment of MWEs, the semantic disambigua-
tion, the control of singular and plural forms, and 
the modules for adding primary and secondary 
tags for facilitating inflection. The rest of rules 
are implemented using rewriting rules in Beta or 
Perl, whichever is feasible in each case. 

The periodic development with this language 
pair was started in 2015, using IT and medical 
domains as test environments. The work with 
news texts started in March 2017, and the work 
with this domain is just in the beginning. Espe-
cially the vocabulary of the domain is very de-
fective, and also the isolation of MWEs needs 
much work. 

Our own estimation of the feasibility of the 
rule-based approach to the current task is that the 
more grammatical the sentences are, the better 
the result. The ordinary news reporting can be 
translated satisfactorily, but sport news and other 
types of less grammatical texts are a big prob-
lem. 
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