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Introduction

Can intelligent systems be devised to create concise, fluent, and accurate summaries from vast amounts
of data? Researchers have strived to achieve this goal in the past fifty years, starting from the seminal
work of Luhn (1958) on automatic text summarization. Existing research includes the development of
extractive and abstractive summarization technologies, evaluation metrics (e.g., ROUGE and Pyramid),
as well as the construction of benchmark datasets and resources (e.g., annual competitions such as DUC
(2001-2007), TAC (2008-2011), and TREC (2014-2016 on Microblog/Temporal Summarization)).

The goal for this workshop is to provide a research forum for cross-fertilization of ideas. We
seek to bring together researchers from a diverse range of fields (e.g., summarization, visualization,
language generation, cognitive and psycholinguistics) for discussion on key issues related to automatic
summarization. This includes discussion on novel paradigms/frameworks, shared tasks of interest,
information integration and presentation, applied research and applications, and possible future research
foci. The workshop will pave the way towards building a cohesive research community, accelerating
knowledge diffusion, developing new tools, datasets and resources that are in line with the needs of
academia, industry, and government.

The topics of this workshop include:

• Abstractive and extractive summarization

• Language generation

• Multiple text genres (News, tweets, product reviews, meeting conversations, forums, lectures,
student feedback, emails, medical records, books, research articles, etc)

• Multimodal Input: Information integration and aggregation across multiple modalities (text,
speech, image, video)

• Multimodal Output: Summarization and visualization + interactive exploration

• Tailoring summaries to user queries or interests

• Semantic aspects of summarization (e.g. semantic representation, inference, validity)

• Development of new algorithms

• Development of new datasets and annotations

• Development of new evaluation metrics

• Cognitive or psycholinguistic aspects of summarization and visualization (e.g. perceived
readability, usability, etc)

In total we received 23 valid submissions (withdrawns are excluded), including 14 long papers and 9
short papers. All papers underwent a rigorous double-blind review process. Among these, 13 papers
(7 long, 6 short) are selected for acceptance to the workshop, resulting in an overall acceptance rate of
about 57%. We appreciate the excellent reviews provided by the program committee members, and we
are grateful to our invited speakers who enriched this workshop with their presentations and insights.

Lu, Giuseppe, Jackie, Fei
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Abstract 

With the prevalence of video sharing, 
there are increasing demands for au-
tomatic video digestion such as high-
light detection. Recently, platforms 
with crowdsourced time-sync video 
comments have emerged worldwide, 
providing a good opportunity for high-
light detection. However, this task is 
non-trivial: (1) time-sync comments 
often lag behind their corresponding 
shot; (2) time-sync comments are se-
mantically sparse and noisy; (3) to de-
termine which shots are highlights is 
highly subjective. The present paper 
aims to tackle these challenges by pro-
posing a framework that (1) uses con-
cept-mapped lexical-chains for lag-
calibration; (2) models video high-
lights based on comment intensity and 
combination of emotion and concept 
concentration of each shot; (3) sum-
marize each detected highlight using 
improved SumBasic with emotion and 
concept mapping. Experiments on 
large real-world datasets show that our 
highlight detection method and sum-
marization method both outperform 
other benchmarks with considerable 
margins. 

1 Introduction 

Every day, people watch billions of hours of vid-
eos on YouTube, with half of the views on mo-
bile devices1. With the prevalence of video shar-
                                                        
1 https://www.youtube.com/yt/press/statistics.html 

ing, there is increasing demand for fast video di-
gestion. Imagine a scenario where a user wants 
to quickly grasp a long video, without dragging 
the progress bar repeatedly to skip shots unap-
pealing to the user. With automatically-generated 
highlights, users could digest the entire video in 
minutes, before deciding whether to watch the 
full video later. Moreover, automatic video high-
light detection and summarization could benefit 
video indexing, video search and video recom-
mendation.  

However, finding highlights from a video is not 
a trivial task. First, what is considered to be a 
“highlight” can be very subjective. Second, a 
highlight may not always be captured by analyz-
ing low-level features in image, audio and mo-
tions. Lack of abstract semantic information has 
become a bottleneck of highlight detection in tra-
ditional video processing.  

Recently, crowdsourced time-sync video com-
ments, or “bullet-screen comments” have 
emerged, where real-time generated comments 
will be flying over or besides the screen, synchro-
nized with the video frame by frame. It has gained 
popularity worldwide, such as niconico in Japan, 
Bilibili and Acfun in China, YouTube Live and 
Twitch Live in USA. The popularity of the time-
sync comments has suggested new opportunities 
for video highlight detection based on natural lan-
guage processing. 

Nevertheless, it is still a challenge to detect and 
label highlights using time-sync comments. First, 
there is almost inevitable lag for comments related 
to each shot. As in Figure 1, ongoing discussion 
about one shot may extend to next a few shots. 
Highlight detection and labeling without lag-
calibration may cause inaccurate results. Second, 
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time-sync comments are sparse semantically, both 
in number of comments per shot and number of 
tokens per comment. Traditionally bag-of-words 
statistical model may work poorly on such data.  

Third, there is much uncertainty in highlight 
detection in an unsupervised setting without any 
prior knowledge. Characteristics of highlights 
must be explicitly defined, captured and modeled. 

To our best knowledge, little work has concen-
trated on highlight detection and labeling based on 
time-sync comments in unsupervised way. The 
most relevant work proposed to detect highlights 
based on topic concentration of semantic vectors 
of bullet-comments, and label each highlight with 
pre-trained classifier based on pre-defined tags 
(Lv, Xu, Chen, Liu, & Zheng, 2016). Neverthe-
less, we argue that emotion concentration is more 
important in highlight detection than general topic 
concentration. Another work proposed to extract 
highlights based on frame-by-frame similarity of 
emotion distribution (Xian, Li, Zhang, & Liao, 
2015). However, neither work proposed to tackle 
the issue of lag-calibration, emotion-topic concen-
tration balance and unsupervised highlight label-
ing simultaneously. 

To solve these problems, the present study pro-
poses the following: (1) word-to-concept and 
word-to-emotion mapping based on global word-
embedding, from which lexical-chains are con-
structed for bullet-comments lag-calibration; (2) 
highlight detection based on emotional and con-
ceptual concentration and intensity of lag-
calibrated bullet-comments; (3) highlight summa-
rization with modified Basic Sum algorithm that 
treats emotions and concepts as basic units in a 
bullet-comment.  

The main contribution of the present paper are 
as follows: (1) We propose an entirely unsuper-
vised framework for video highlight-detection and 
summarization based on time-sync comments; (2) 
We develop a lag-calibration technique based on 
concept-mapped lexical chains; (3) We construct 
large datasets for bullet-comment word-

embedding, bullet-comment emotion lexicon and 
ground-truth for highlight-detection and labeling 
evaluation based on bullet-comments. 

2 Related Work 

2.1 Highlight detection by video processing 

First, following the definition in previous work 
(M. Xu, Jin, Luo, & Duan, 2008), we define  high-
lights as the most memorable shots in a video with 
high emotion intensity. Note that highlight detec-
tion is different from video summarization, which 
focuses on condensed storyline representation of a 
video, rather than extracting affective contents 
(K.-S. Lin, Lee, Yang, Lee, & Chen, 2013).  

For highlight detection, some researchers pro-
pose to represent emotions in a video by a curve 
on the arousal-valence plane with low-level fea-
tures such as motion, vocal effects, shot length, 
and audio pitch (Hanjalic & Xu, 2005), color 
(Ngo, Ma, & Zhang, 2005), mid-level features 
such as laughing and subtitles (M. Xu, Luo, Jin, & 
Park, 2009). Nevertheless, due to the semantic gap 
between low-level features and high-level seman-
tics, accuracy of highlight detection based on vid-
eo processing is limited (K.-S. Lin et al., 2013). 

2.2 Temporal text summarization 

The work in temporal text summarization is rele-
vant to the present study, but also has differences. 
Some works formulate temporal text summariza-
tion as a constrained multi-objective optimization 
problem (Sipos, Swaminathan, Shivaswamy, & 
Joachims, 2012; Yan, Kong, et al., 2011; Yan, 
Wan, et al., 2011), as a graph optimization prob-
lem (C. Lin et al., 2012), as a supervised learning-
to-rank problem (Tran, Niederée, Kanhabua, 
Gadiraju, & Anand, 2015), and as online cluster-
ing problem (Shou, Wang, Chen, & Chen, 2013).  

The present study models the highlight detec-
tion as a simple two-objective optimization prob-
lem with constraints. However, the features cho-
sen to evaluate the “highlightness” of a shot are 
different from the above studies. Because a high-
light shot is observed to be correlated with high 
emotional intensity and topic concentration, cov-
erage and non-redundancy are not goals of opti-
mization any more, as in temporal text summari-
zation. Instead, we focus on modeling emotional 
and topic concentration in present study. 

 
Figure 1.Lag Effect of Time-Sync Com-

ments Shot by Shot. 
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2.3 Crowdsourced time-sync comment min-
ing 

Several works focused on tagging videos shot-by-
shot with crowdsourced time-sync comments by 
manual labeling and supervised training (Ikeda, 
Kobayashi, Sakaji, & Masuyama, 2015), temporal 
and personalized topic modeling (Wu, Zhong, 
Tan, Horner, & Yang, 2014), or tagging video as a 
whole (Sakaji, Kohana, Kobayashi, & Sakai, 
2016). One work proposes to generate summariza-
tion of each shot by data reconstruction jointly on 
textual and topic level (L. Xu & Zhang, 2017). 

One work proposed a centroid-diffusion algo-
rithm to detect highlights (Xian et al., 2015). 
Shots are represented by latent topics by LDA. 
Another work proposed to use pre-trained seman-
tic vector of comments to cluster comments into 
topics, and find highlights based on topic concen-
tration (Lv et al., 2016). Moreover, they use pre-
defined labels to train a classifier for highlight la-
beling. The present study differs from these two 
studies in several aspects. First, before highlight 
detection, we perform lag-calibration to minimize 
inaccuracy due to comment lags. Second, we pro-
pose to represent each scene by the combination 
of topic and emotion concentration. Third, we per-
form both highlight detection and highlight label-
ing in unsupervised way. 

2.4 Lexical chain 

Lexical chains are a sequence of words in a cohe-
sive relationship spanning in a range of sentences. 
Early work constructs lexical chains based on syn-
tactic relations of words using the Roget’s Thesau-
rus without word sense disambiguation (Morris & 
Hirst, 1991). Later work expands lexical chains by 
WordNet relations with word sense disambigua-
tion (Barzilay & Elhadad, 1999; Hirst & St-Onge, 
1998). Lexical chains is also constructed based on 
word-embedded relations for disambiguation of 
multi-words (Ehren, 2017). The present study 
constructs lexical chains for proper lag-calibration 
based on global word-embedding. 

3 Problem Formulation  

The problem in the present paper can be formu-
lated as follows. The input is a set of time-sync 
comments, 𝐶 = {𝑐%, 𝑐', 𝑐(, … , 𝑐 * } with a set of 
timestamps 𝑇 = 	 {𝑡%, 𝑡', 𝑡(, … , 𝑡 * } of a video 𝒗, a 
compression ratio 𝜏123142315 for number of high-
lights to be generated, a compression ratio 

𝜏67889:; for number of comments in each high-
light summary. Our task is to (1) generate a set of 
highlight shots 𝑆(𝒗) = {𝑠%, 𝑠', 𝑠(, … , 𝑠@}, and (2) 
highlight summaries Α 𝒗 = 	 {𝐼%, 𝐼', 𝐼(, … , 𝐼@}  as 
close to ground truth as possible. Each highlight 
summary comprises a subset of all the comments 
in this shot: 𝐼2 	= {𝑐%, 𝑐', 𝑐(, … , 𝑐@C}. Number of 
highlight shots 𝑛 and number of comments in 
summary 𝑛2 are determined by 𝜏123142315 and 
𝜏67889:; respectively. 

4 Video Highlight Detection 

In this section, we introduce our framework for 
highlight detection. Two preliminary tasks are also 
described, namely construction of global time-
sync comment word embedding and emotion lexi-
con.   

4.1 Preliminaries 
Word-Embedding of Time-Sync Comments  

As pointed out earlier, one challenge in analyzing 
time-sync comments is the semantic sparseness, 
since number of comments and comment length 
are both very limited. Two semantically related 
words may not be related if they do not co-occur 
frequently in one video. To compensate, we con-
struct a global word-embedding on a large collec-
tion of time-sync comments.  

The word-embedding dictionary can be repre-
sented as: 𝐷{(𝑤%: 𝑣%), (𝑤': 𝑣'), … , (𝑤 I : 𝑣 I )，
where 𝑤2 is a word, 𝑣2 is the corresponding word-
vector, 𝑉 is the vocabulary of the corpus.  

Emotion Lexicon Construction 

As emphasized earlier, it is crucial to extract emo-
tions in time-sync comments for highlight detec-
tion. However, traditional emotion lexicons can-
not be used here, since there exist too many Inter-
net slangs that are specifically born on this type of 
platforms. For example, “23333” means “ha ha 
ha”, and “6666” means “really awsome”. There-
fore, we construct an emotion lexicon tailored for 
time-sync comments from the word-embedding 
dictionary trained from last step. First we manual-
ly label words of the five basic emotional catego-
ries (happy, anger, sad, fear and surprise) as seeds 
(Ekman, 1992), from the top frequent words in the 
corpus. Here the sixth emotion category “disgust” 
is omitted because it is relatively rare in the da-
taset, and could be readily incorporated for other 
datasets. Then we expand the emotion lexicon by 
searching the top 𝑁 neighbors of each seed word 
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in the word-embedding space, and adding a 
neighbor to seeds if the neighbor meets at least 
percentage of overlap 𝛾MNO:49P with all the seeds 
with minimum similarity of 𝑠𝑖𝑚82@. The neigh-
bors are searched based on cosine similarity in the 
word-embedding space. 

4.2 Lag-Calibration 

In this section, we introduce our method for lag-
calibration following the steps of concept map-
ping, word-embedded lexical chain construction 
and lag-calibration. 

Concept Mapping 

To tackle the issue of semantic sparseness in time-
sync comments, and to construct lexical-chains of 
semantically related words, words of similar 
meanings should be mapped to same concept first. 
Given a set of comments 𝐶 of video 𝒗, we first 
propose a mapping ℱ from the vocabulary 𝑉T  of 
comments 𝐶 to a set of concepts 𝐾T , namely:  

ℱ: 𝑉T 	→ 	𝐾T			( 𝑉T ≥ 𝐾T ) 

More specifically, mapping ℱ maps each word 
𝑤X into a concept 𝑘 = ℱ(𝑤X): 

ℱ 𝑤X = ℱ 𝑤% = ℱ 𝑤' = ⋯ = ℱ 𝑤 5MP_@(\) =
𝑘, ∃𝑘 ∈ 𝐾T		𝑎𝑛𝑑	

{\|\∈5MP_@(\b)	∧	ℱ \ de}
5MP_@(\b)

≥ 𝜙MNO:49P
𝑤, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (1) 

and 𝑡𝑜𝑝_𝑛(𝑤X) returns the top 𝑛 neighbors of 
word 𝑤X based on cosine similarity. For every 
word 𝑤X in comment 𝐶, we check percentage of 
its neighbors already mapped to a concept 𝑘. If 
the percentage exceeds the threshold 𝜙MNO:49P, 
then word 𝑤X together with its neighbors will be 
mapped to 𝑘. Otherwise they will be mapped to a 
new concept 𝑤X. 

Lexical Chain Construction 

The next step is to construct all lexical chains in 
current time-sync comments of video 𝒗, so that 
lagged comments could be calibrated based on 
lexical chains. A lexical chain 𝑙2m comprises a set 
of triples 𝑙2m = 𝑤, 𝑡, 𝑐 , where 𝑤 is the actual 
mentioned word of concept 𝑘2 in comment 𝑐, 𝑡 is 
the timestamp of the comment 𝑐. A lexical chain 
dictionary 𝐷4On2o94	o192@ for time-sync comments 
𝐶 of video 𝒗: 𝐿4On2o94	o192@ = {𝑘%: 𝑙%%, 𝑙%', 𝑙%( … , 𝑘': 
𝑙'%, 𝑙'', 𝑙'( … , … , 𝑘 qr : (𝑙 qr %, 𝑙 qr ', 𝑙 qr ( … )},where 
𝑘2 ∈ 𝐾T  is a concept, and 𝑙2m is the 𝑗𝑡ℎ lexical 
chain of concept 𝑘2. The algorithm for lexical 
chain construction is described in Algorithm 1.  

Specifically, each comment in 𝐶 can be either 
appended to existing lexical chains, or added to 
new empty lexical chains, based on its temporal 
distance with existing chains controlled by Maxi-
mum silence 𝑙89n.  

Note that word senses in the lexical chains con-
structed here are not disambiguated as most tradi-
tional algorithms do. Nevertheless, we argue that 
lexical chains are still useful, since our concept 
mapping is constructed from time-sync comments 
in its natural order, a progressively semantic con-
tinuity that naturally reinforces similar word sens-
es for temporally close comments. This semantic 
continuity together with global word embedding 
ensures that our concept mapping is valid in most 
cases. 

Comment Lag-Calibration  

Now given constructed lexical chain dictionary 
𝐿4On2o94	o192@, we can calibrate the comments in 𝐶 
based on their lexical chains. From our observa-
tion, the first comment about one shot usually oc-
curs within the shot, while the rest may not be the 
case. Therefore, we calibrate the timestamp of 
each comment to the timestamp of first element of 
the lexical chain it belongs to. Among all the lexi-
cal chains (concepts) a comment belongs to, we 
pick the one with highest score 𝑠𝑐𝑜𝑟𝑒	e,o. 
𝑆𝑐𝑜𝑟𝑒	e,o is computed as the sum frequency of 
each word in the chain weighted by its logarithm 
global frequency log	(	𝐷 𝑤 . 𝑐𝑜𝑢𝑛𝑡). Therefore, 

Algorithm 1 Lexical Chain Construction 
Input time-sync comments 𝐶. Word-to-concept 
mapping ℱ. Maximum silence 𝑙89n.  
Output A dictionary of lexical chains 
𝐿4On2o94 	o192@.  
Initialize 𝐿4On2o94 	o192@ ← {} 
for each c in C do 

 𝑡o7::O@5 ← 𝑡o 
 for each word in 𝑐 do 
     𝑘 ← 	ℱ(𝑤𝑜𝑟𝑑)  
     if 𝑘 in 𝐿4On2o94 	o192@then 
          𝑐ℎ𝑎𝑖𝑛𝑠 ← 𝐿4On2o94 	o192@(𝑘) 
          𝑡P:ON2M76 ← 𝑡o192@6[4965] 
          if 𝒕𝒄𝒖𝒓𝒓𝒆𝒏𝒕 − 𝒕𝒑𝒓𝒆𝒗𝒊𝒐𝒖𝒔 ≤ 𝑙89n then 
                𝑐ℎ𝑎𝑖𝑛𝑠[𝑙𝑎𝑠𝑡] ← 𝑐ℎ𝑎𝑖𝑛𝑠[𝑙𝑎𝑠𝑡] ∪ 𝑐 
         	else 
               𝑐ℎ𝑎𝑖𝑛𝑠 ← 𝑐ℎ𝑎𝑖𝑛𝑠 ∪ {𝑐} 
          end if 
     else 
           𝐿4On2o94 	o192@(𝑘) ← {{𝑐}} 
     end if 
end for 

end for 
return 𝐿4On2o94 	o192@ 

Table 1. Lexical Chain Construction. 
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each comment will be assigned to its most seman-
tically important lexical-chain (concept) for cali-
bration. The algorithm for the calibration is de-
scribed in Algorithm 2. 

Note that if there are multiple consecutive shots 

{𝑠%, 𝑠', … , 𝑠8} with comments of similar contents, 
our lag-calibration method may calibrate many 
comments in shots 𝑠', 𝑠(, … , 𝑠8 to the timestamp 
of the first shot  𝑠%, if these comments are con-
nected via lexical chains from shot  𝑠%. This is not 
necessarily a bad thing since we hope to avoid se-
lecting redundant consecutive highlight shots and 
leave opportunity for other candidate highlights, 
given a fixed compression ratio. 

Shot Importance Scoring 

In this section, we first segment comments by 
shots of equal temporal length 𝑙6oO@O, then we 
model shot importance. Then highlights could be 
detected based on shot importance. 

A shot’s importance is modeled to be impacted 
by two factors: comment concentration and com-
menting intensity. For comment concentration, as 
mentioned earlier, both concept and emotional 
concentration may contribute to highlight detec-
tion. For example, a group of concept-
concentrated comments like “the background mu-
sic/bgm/soundtrack of this shot is clas-
sic/inspiring/the best” may be an indicator of a 

highlight related to memorable background music. 
Meanwhile, comments such as “this plot is so 
funny/hilarious/lmao/lol/2333” may suggest a sin-
gle-emotion concentrated highlight. Therefore, we 
combine these two concentrations in our model. 
First, we define emotional concentration 𝒞O8M52M@ 
of shot 𝑠 based on time-sync comments 𝐶6 given 
emotional lexicon 𝐸 as follows:  

𝒞O8M52M@(𝐶6, 𝑠) = 	
%

� P�∙���	(P�)�
���

	                                (2) 

𝑝O =
{\|\∈T�∧\∈�(O)}

T�
                                                  (3) 

Here we calculate the reverse of entropy of 
probabilities of five emotions within a shot as 
emotion concentration. Then we define topical 
concentration  𝒞5MP2o: 

𝒞5MP2o(𝐶6, 𝑠) = 	
%

� P�∙���	(P�)
�r�
���

	                                  (4) 

𝑝e =
				@� ���	(���∈r�	∧	ℱ � ��	 �∉� )

				@� ���	(���∈r�	∧	ℱ � ��	 �∉� )�∈�(r�)
	                    (5) 

where we calculate the reverse of entropy of all 
concepts within a shot as topic concentration. The 
probability of each concept 𝑘 is determined by 
sum frequencies of its mentioned words weighted 
by their global frequencies, and divided by those 
values of all words in the shot. 

Now the comment importance ℐoM88O@5	 𝐶6, 𝑠  
of shot 𝑠 can be defined as: 

ℐoM88O@5	 𝑠 = 𝜆 ∙ 𝒞O8M52M@ 𝐶6, 𝑠 + (1 − 𝜆) ∙
	𝒞5MP2o(𝐶6, 𝑠)                                                               (6) 

where 𝜆 is a hyper-parameter, controlling the bal-
ance between emotion and concept concentration. 

Finally, we define the overall importance of 
shot as: 

ℐ 𝐶6, 𝑠 = ℐoM88O@5	 𝐶6, 𝑠 	 ∙ 	log	( 𝐶6 )                        (7) 

Where 𝐶¡  is the length for all time-sync 
comments in shot 𝑠, which is a straightforward yet 
effective indicator of comment intensity per shot.  

Now the problem of highlight detection can be 
modeled as a maximization problem: 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒					 ℐ 𝐶6, 𝑠 ∙ 𝑥¡�
6d%                                           (8) 

𝑆𝑢𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒	𝑡𝑜							 𝑥¡
�

nd%
≤ 𝜏123142315 ∙ 𝑁

	𝑥6 ∈ 0,1 																										
 

5 Video Highlight Summarization 

Given a set of detected highlight shots 𝑆(𝒗) =
{𝑠%, 𝑠', 𝑠(, … , 𝑠@} of video 𝒗, each with all the lag-
calibrated comments 𝐶6 of that shot, we are at-

Algorithm 2 Lag-Calibration of Time-Sync Com-
ments 
Input time-sync comments 𝐶. Word-to-concept 
mapping ℱ. Lexical chain dictionary 
𝐿4On2o94 	o192@. Word-embedding dictionary 𝐷. 
Output Lag-calibrated time-sync comments 𝐶′.  
Initialize 𝐶′ ← 𝐶 
for each c in 𝐶′ do 
   𝑐ℎ𝑎𝑖𝑛¨O65 ,o ← {} 
   𝑠𝑐𝑜𝑟𝑒¨O65 ,o ← 0 
   for each word in 𝑐 do 
     𝑘 ← 	ℱ(𝑤𝑜𝑟𝑑)  
     𝑐ℎ𝑎𝑖𝑛	e,o ← 	 𝐿4On2o94 	o192@(𝑘)[𝑐] 
     𝑠𝑐𝑜𝑟𝑒	e,o ← 0 
     for (𝑤, 𝑡, 𝑐) in 𝑐ℎ𝑎𝑖𝑛	do 
            𝑁(𝑤) ← 	𝐷(𝑤). 𝑐𝑜𝑢𝑛𝑡 
       𝑠𝑐𝑜𝑟𝑒e,o ← 𝑠𝑐𝑜𝑟𝑒e,o + 1/log	(𝑁(𝑤)) 
     end for 
     if 𝑠𝑐𝑜𝑟𝑒e,o > 𝑠𝑐𝑜𝑟𝑒¨O65 then 
          𝑐ℎ𝑎𝑖𝑛¨O65 ,o ← 𝑐ℎ𝑎𝑖𝑛e,o 
     end if 
   end for 
   𝑡o ← 𝑡o192@«��¬,­[®2:65] 
end for 
return 𝐶′ 
Table 2. Lag-Calibration of Time-Sync Com-
ments. 
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tempting to generate summaries Α 𝒗 =
	{𝐼%, 𝐼', 𝐼(, … , 𝐼@}  so that 𝐼6 ⊂ 𝐶6 with compres-
sion ratio 𝜏67889:; and 𝐼6 is as close to ground 
truth as possible. 

We propose a simple but very effective summa-
rization model, an improvement over SumBasic 
(Nenkova & Vanderwende, 2005) with emotion 
and concept mapping and two-level updating 
mechanism.  

In the modified SumBasic, instead of only 
down-sampling the probabilities of words in a se-
lected sentence to prevent redundancy, we down-
sample the probabilities of both words and their 
mapped concepts for re-weighting each comment. 
This two-level updating mechanism could: (1) 
impose a penalty for sentences with semantically 
similar words to be selected; (2) still select a sen-
tence with word already in the summary if this 
word occurs much more frequently. In addition, 
we use a parameter emotion bias b±²�³´�µ to 
weight words and concepts when computing their 
probabilities, so that frequencies of emotional 
words and concepts will increase by b±²�³´�µ 
compared to non-emotional words and concepts. 

6 Experiment 

In this section, we conduct experiments on large 
real datasets for highlight detection and summari-
zation. We will describe the data collection pro-
cess, evaluation metrics, benchmarks and experi-
ment results. 

6.1 Data  

In this section, we describe the datasets collected 
and constructed in our experiments. All datasets 
and codes will be made publicly available on 
Github2. 

Crowdsourced Time-sync Comment Corpus 

To train the word-embedding described in 4.1.1, 
we have collected a large corpus of time-sync 
comment from Bilibli3, a content sharing website 
in China with time-sync comments. The corpus 
contains 2,108,746 comments, 15,179,132 tokens, 
91,745 unique tokens, from 6,368 long videos. 
Each comment has 7.20 tokens on average. 

Before training, each comment is first to-
kenized using Chinse word tokenization package 
Jieba4. Repeating characters in words such as 
                                                        
2 https://github.com/ChanningPing/VideoHighlightDetection 
3 https://www.bilibili.com/ 
4 https://github.com/fxsjy/jieba 

“233333”, “66666”, “哈哈哈哈” are replaced 
with two same characters.  

The word-embedding is trained using 
word2vec (Goldberg & Levy, 2014) with the skip-
gram model. Number of embedding dimensions is 
300, window size is 7, down-sampling rate is 1e-
3, words with frequency lower than 3 times are 
discarded.   

Emotion Lexicon Construction 

After the word-embedding is trained, we manually 
select emotional words belonging to the five basic 
categories from the 500 most-frequent words in 
the word-embedding. Then we expand the emo-
tion seeds iteratively using algorithm 1. After each 

expansion iteration, we also manually examine the 
expanded lexicon and remove inaccurate words to 
prevent the concept-drift effect, and use the fil-
tered expanded seeds for expansion in next round. 
The minimum overlap 𝛾MNO:49P is set to be 0.05, 
and minimum similarity 𝑠𝑖𝑚82@ is set to be 0.6. 
The selection of 𝛾MNO:49P and 𝑠𝑖𝑚82@ is selected 
based on grid search in the range of 0,1 . The 
number of words for each emotion initially and af-
ter final expansion are listed in Table 3.   

Video Highlights Data 

To evaluate our highlight-detection algorithm, we 
have constructed a ground-truth dataset. Our 
ground-truth dataset takes advantage of user-
uploaded mixed-clips about a specific video on 
Bilibli. Mixed-clips are a collage of video high-
lights by the user’s own preferences. Then we take 
the most-voted highlights as ground-truth for a 
video. 

The dataset contains 11 videos of 1333 minutes 
in length, with 75,653 time-sync comments in to-
tal. For each video, 3~4 video mix-clips about this 
video are collected from Bilibili. Shots that occur 
in at least 2 of all the mix-clips are considered as 
ground-truth highlights. All ground-truth high-
lights are mapped to the original video timeline, 
and the start and end time of the highlight are rec-
orded as ground-truth. The mix-clips are selected 
based on the following heuristics: (1) The mixed-
clips are searched on Bilibli using the keywords 

 Happy Sad Fear Anger Surprise 
Seeds 17 13 21 14 19 
All 157 235 258 284 226 

Table 3. Number of Initial and Expanded Emo-
tion Words. 

6



 

“video title + mixed clips”; (2) The mixed-clips 
are sorted by play times in descending order; (3) 
The mix-clip should be mainly about highlights of 
the video, not a plot-by-plot summary or gist; (4) 
The mix-clip should be under 10 minutes; (5) The 
mix-clip should contain a mix of several highlight 
shots instead of only one. 

On average, each video has 24.3 highlight 
shots. The mean shot length of highlights is 27.79 
seconds, while the mode is 8 and 10 seconds (fre-
quency=19).  

Highlights Summarization Data 

We also construct a highlight-summarization (la-
beling) dataset of the 11 videos. For each high-
light shot with its comments, we ask annotators to 
construct a summary of these comments by ex-
tracting as many comments as they see necessary. 
The rules of thumb are: (1) Comments of the same 
meaning will not be selected more than once; (2) 
The most representative comment for similar 
comments is selected; (3) If a comment stands out 
on its own, and is irrelevant to the current discus-
sion, it will be discarded. 

For 11 videos of 267 highlights, each highlight 
has on average 3.83 comments as its summary.  

6.2 Evaluation Metrics 
In this section, we introduce evaluation metrics 
for highlight-detection and summarization. 

Video Highlight Detection Evaluation 

For the evaluation of video highlight detection, we 
need to define what is a “hit” between a highlight 
candidate and reference. A rigid definition would 
be a perfect match of beginnings and ends be-
tween candidate and reference highlights. Howev-
er, this is too harsh for any models. A more toler-
ant definition would be whether there is an over-
lap between a candidate and reference highlight. 
However, this will still underestimate model per-
formance since users’ selection of beginning and 
end of a highlight can be quite arbitrary some 
times. Instead, we propose a “hit” with relaxation 
𝜀 between a candidate ℎ and the reference 𝐻	as 
follows: 

ℎ𝑖𝑡¸ ℎ, 𝐻 = 1,
0,
				∃1∈¹:(6º,Oº)∩(6º�¸,Oº¼¸)∉∅

M51O:\26O   (9) 

Where 𝑠1, 𝑒1 is the start time and end time of 
highlight ℎ, and 𝜀 is the relaxation length of refer-
ence set 𝐻.  Further, the precision, recall and F-1 
measure can be defined as: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝐻, 𝐻 = 125 1,¹¿
º��

¹
                                 (10) 

𝑅𝑒𝑐𝑎𝑙𝑙 𝐻, 𝐻 =
125 1,¹¿

º��
¹

                                      (11) 

𝐹1(𝐻, 𝐻) = '∙Â:Oo262M@ ¹,¹ ∙ÃOo944 ¹,¹
Â:Oo262M@ ¹,¹ ¼ÃOo944 ¹,¹

                        (12) 

In present study, we set the relaxation length to 
be 5 seconds. Also, the length for a candidate 
highlight is set to be 15 seconds.  

Video Highlight Summarization Evaluation 

We use ROUGE-1 and ROUGE-2 (C.-Y. Lin, 
2004) as recall of candidate summary for evalua-
tion: 

ROUGE-n(C,R) =
TM7@5ÉÊ¬­º(n-gram)n-gram∈��∈Ë

TM7@5(n-gram)n-gram∈��∈Ë
             (13) 

We use BLEU-1 and BLEU-2 (Papineni, Rou-
kos, Ward, & Zhu, 2002) as precision. We choose 
BLEU for two reasons. First, a naïve precision 
metric will be biased for shorter comments, and 
BLEU can compensate this with the 𝐵𝑃 product 
factor: 

BLEU-n(C, 𝑅) = BP ∙
TM7@5�Ï�ÐÉÊ¬­º(n-gram)n-gram∈��∈Ñ

TM7@5(n-gram)n-gram∈��∈r
 (14) 

𝐵𝑃 =
1, 𝑖𝑓	 𝐶 > 𝑅

𝑒(%� Ã T ), 𝑖𝑓	 𝐶 ≤ 𝑅
 

Where 𝐶 is the candidate summary and 𝑅 is the 
reference summary. Second, while reference 
summary contains no redundancy, candidate 
summary could falsely select multiple comments 
that are very similar and match to the same key-
words in reference. In such case, the precision is 
extremely overestimated. BLEU will only count 
the match one-by-one, namely the number of 
match of a word will be the minimum frequencies 
in candidate and reference.   

Finally, the F-1 measure can be defined as: 

F1-n(C,R)= '	∙	BLEU-n(C, Ã) · ROUGE-n(C,R)
BLEU-n(C, Ã)  + ROUGE-n(C,R)

                          (15) 

6.3 Benchmark methods 

Benchmarks for Video Highlight Detection  

For highlight detection, we provide comparisons 
of different combinations of our model with three 
benchmarks: 

• Random-selection. We select highlight 
shots randomly from all shots of a video. 

• Uniform-selection. We select highlight 
shots at equal intervals. 
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• Spike-selection. We select those highlight 
shots who have the most number of com-
ments within the shot. 

• Spike+E+T. This is our method taking into 
consideration of emotion and topic concen-
tration without the lag-calibration step. 

• Spike+L. This is our method with only the 
lag-calibration step without taking into con-
sideration of content concentration. 

• Spike+L+E+T. This is our full model. 
 

Benchmarks for Video Highlight Summariza-
tion  

For highlight summarization, we provide compar-
isons of our method with five benchmarks: 

• SumBasic. Summarization that exclusively 
exploits frequency for summary construc-
tion (Nenkova & Vanderwende, 2005) .  

• Latent Semantic Analysis (LSA). Summa-
rization of text based on singular value de-
composition (SVD) for latent topic discov-
ery (Steinberger & Jezek, 2004). 

• LexRank. Graph-based summarization that 
calculates sentence importance based on the 
concept of eigenvector centrality in a graph 
of sentences (Erkan & Radev, 2004). 

• KL-Divergence. Summarization based on 
minimization of KL-divergence between 
summary and source corpus using greedy 
search (Haghighi & Vanderwende, 2009). 

• Luhn method. Heuristic summarization 
that takes into consideration of both word 
frequency and sentence position in an arti-
cle (Luhn, 1958). 

6.4 Experiment Results 

In this section, we report experimental results for 
highlight detection and highlight summarization. 

Results of Highlight Detection 

In our highlight detection model, the threshold for 
cutting a lexical chain 𝑙89n is set to be 11 se-
conds, the threshold for concept mapping 
𝜙MNO:49P is set to be 0.5, threshold for concept 
mapping 𝑡𝑜𝑝_𝑛 is set to be 15, and the parameter 
𝜆 to control balance of emotion and concept con-
centration is set to be 0.9. A parameter analysis is 
provided in section 7. 

The comparisons of precision, recall and F1 
measures of different combinations of our method 
and the benchmarks are in Table 4. Our full model 

(Spike+L+E+T) outperforms all other benchmarks 
on all metrics. The precision and recall for Ran-
dom-selection and uniform selection are low since 
they do not incorporate any structural or content 
information. Spike-selection improves considera-
bly, since it takes advantage of the comment in-
tensity of a shot. However, not all comment-
intensive shots are highlights. For example, com-
ments at the beginning and end of a video are usu-
ally high-volume greetings and goodbyes as a 
courtesy. Also, spike-selection usually condenses 
highlights on consecutive shots with high-volume 
comments, while our method could jump and 
scatter to other less intensive but emotionally or 
conceptually concentrated shots. This can be ob-
served by the performance of Spike+E+T.  

We also observe that lag-calibration (Spike+L) 
alone improves the performance of Spike-
selection considerably, partially confirming our 
hypothesis that lag-calibration is important in 
time-sync comment related tasks.  

Results of Highlight Summarization 

In our highlight summarization model, the emo-
tional bias 𝑏O8M52M@ is set to be 0.3.  

The comparisons on 1-gram BLEU, ROUGE 
and F1 of our method and the benchmarks are in 
Table 5. Our method outperforms all other meth-
ods, especially on ROUGE-1. LSA has lowest 
BLEU, mainly because LSA favors long and mul-
ti-word sentences statistically, however these sen-
tences are not representative in time-sync com-

 BLEU-1 ROUGE-1 F1-1 
LSA 0.2382 0.4855 0.3196 

SumBasic 0.2854 0.3898 0.3295 
KL-divergence 0.3162 0.3848 0.3471 

Luhn 0.2770 0.4970 0.3557 
LexRank 0.3045 0.4325 0.3574 

Our method 0.3333 0.6006 0.4287 

Table 5. Comparison of Highlight Summariza-
tion Methods (1-Gram). 

 

 Precision Recall F-1 
Random-Selection 0.1578 0.1587 0.1567 
Uniform-Selection 0.1775 0.1830 0.1797 

Spike-Selection 0.2594 0.2167 0.2321 
Spike+E+T 0.2796 0.2357 0.2500 
Spike + L 0.3125 0.2690 0.2829 

Spike+L+E+T 0.3099 0.3071 0.3066 

Table 4. Comparison of Highlight Detection 
Methods. 
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ments. The SumBasic method also performs rela-
tively poor since it considers semantically related 
words separately unlike our method that use con-
cepts instead of words.  

The comparisons on 2-gram BLUE, ROUGE 
and F1 of our method and the benchmarks are in 
Table 6. Our method also outperforms all other 
methods.  

From the results, we believe that it is crucial to 
perform lag-calibration as well as concept and 
emotion mapping before summarization of time-
sync comment texts. Lag-calibration shrinks pro-
longed comments to its original shots, preventing 
inaccurate highlight detection. Concept and emo-
tional mapping works because time-sync com-
ments are usually very short (7.2 tokens on aver-
age), the meaning of the comment is usually con-
centrated on one or two “central-words” in the 

comment. Emotion mapping and concept mapping 
could effectively prevent the redundancy in the 
generated summary.  

7 Influence of Parameters 

7.1 Influence of Shot Length 

We analyze the influence of shot length on 𝐹1 
score for highlight detection. First from the distri-
bution of highlight shot lengths in golden stand-
ards (Figure 2), we observe that most of the high-
light shot lengths lie in the range of [0,25] (se-
conds), with 10 seconds as the mode. Therefore, 
we plot the 𝐹1 score of all four models at different 
shot lengths ranging from 5 to 23 seconds (Figure 
3).  

From Figure 3 we observe that (1) our method 
(Spike+L+E+T) consistently outperforms the oth-
er benchmarks at varied shot lengths; (2) however, 
the advantage of our method over Spike method 
seems to be moderated as the shot length increas-
es. This is reasonable, because as the shot length 
becomes longer, the number of comments in each 

shot accumulates. After certain point, shot with 
significantly more comments will signify as high-
light, no matter of the emotions and topics it con-
tains. However, this may not always be the case. 
In reality, when there are too few comments, de-
tection totally relying on volume will fail; on the 
other hand, when there are overwhelming vol-
umes of comments evenly distributed among 
shots, spikes may not be a good indicator since 

every shot has equally large volumes of comments 
now. Moreover, most highlights in reality are be-
low 15 seconds, and Figure 3 shows that our 
method could detect highlights more accurately at 
such finer level.  

7.2 Parameters for Highlight Detection 

We analyze the influence of four parameters on 
recall for highlight detection: maximum silence 
for lexical chains l²ÕÖ, the threshold for concept 
mapping ϕ�Ø±Ù�ÕÚ, the number of neighbors for 
concept mapping top_n, and the balance of emo-
tion and concept concentration λ (Figure 4).  

From Figure 4, we observe the following: (1) 
when it comes to lag-calibration, there seems to 
be an optimal Max Silence Length: 11 seconds as 
the longest blank continuance of a chain for our 
dataset. This value controls the compactness of a 
lexical chain. (2) In concept mapping, the Mini-
mum Overlap with Existing Concepts controls the 
threshold for concept-merge, the higher the 

 BLEU-2 ROUGE-2 F1-2 
SumBasic 0.1059 0.1771 0.1325 

LSA 0.0943 0.2915 0.1425 
LexRank 0.1238 0.2351 0.1622 

KL-divergence 0.1337 0.2362 0.1707 
Luhn 0.1227 0.3176 0.1770 

Our method 0.1508 0.3909 0.2176 

Table 6. Comparison of Highlight Summari-
zation Methods (2-Gram). 

 

 
Figure 2.Distribution of Shot Lengths in 

Highlight Golden Standards. 
 

 
Figure 3.Influence of Shot Length on F-1 

Scores of Highlight Detection. 
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threshold the more similar the two merged con-
cepts are. The recall increases as overlap increase 
to a certain point (0.5 in our dataset), and will not 
improve further after such point. (3) In concept 
mapping, there seems to be an optimal Number of 
Neighbors for searching (15 in our dataset). (4) 
The balance between emotion and concept con-
centration (lambda) is more on the emotion side 
(0.9 in our dataset).  

7.3 Parameter for Highlight Summarization 

We also analyze the influence of emotion bias 
b±²�³´�µ on ROGUE-1 and ROGUE-2 for high-
light summarization. The results are depicted in 
Figure 5.  

From Figure 5, we observe that when it comes 
to highlight summarization, emotion plays a mod-
erate role (emotion bias = 0.3). This is less signifi-
cant than its role in the highlight detection task, 
where emotion concentration is much more im-
portant than concept concentration.  

 

8 Conclusion 

In this paper, we propose a novel unsupervised 
framework for video highlight detection and 
summarization based on crowdsourced time-sync 
comments. For highlight detection, we develop a 
lag-calibration technique that shrinks lagged 

comments back to their original scenes based on 
concept-mapped lexical-chains. Moreover, video 
highlights are detected by scoring of comment in-
tensity and concept-emotion concentration in each 
shot. For highlight summarization, we propose a 
two-level SumBasic that updates word and con-
cept probabilities at the same time in each itera-
tive sentence selection. In the future, we plan to 
integrate multiple sources of information for high-
light detection, such as video meta-data, audience 
profiles, as well as low-level features of multiple 
modalities through video-processing.  
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Abstract

With the proliferation of Web-based so-
cial media, asynchronous conversations
have become very common for support-
ing online communication and collabora-
tion. Yet the increasing volume and com-
plexity of conversational data often make
it very difficult to get insights about the
discussions. We consider combining tex-
tual summary with visual representation of
conversational data as a promising way of
supporting the user in exploring conversa-
tions. In this paper, we report our current
work on developing visual interfaces that
present multimedia summary combining
text and visualization for online conver-
sations and how our solutions have been
tailored for a variety of domain problems.
We then discuss the key challenges and op-
portunities for future work in this research
space.

1 Introduction

Since the rise of social-media, an ever-increasing
amount of conversations are generated every day.
People engaged in asynchronous conversations
such as blogs to exchange ideas, ask questions,
and comment on daily life events. Often many
people contribute to the discussion, which become
very long with hundreds of comments, making it
difficult for users to get insights about the discus-
sion (Jones et al., 2004).

To support the user in making sense of human
conversations, both the natural language process-
ing (NLP) and information visualization (InfoVis)
communities have independently developed dif-
ferent techniques. For example, earlier works on
visualizing asynchronous conversations primarily
investigated how to reveal the thread structure of

a conversation using tree visualization techniques,
such as using a mixed-model visualization to show
both chronological sequence and reply relation-
ships (Venolia and Neustaedter, 2003), thumbnail
metaphor using a sequence of rectangles (Wat-
tenberg and Millen, 2003; Kerr, 2003), and ra-
dial tree layout (Pascual-Cid and Kaltenbrunner,
2009). However, such visualizations did not focus
on analysing the actual content (i.e., the text) of
the conversations.

On the other hand, text mining and summariza-
tion methods for conversations perform content
analysis of the conversations, such as what top-
ics are covered in a given text conversation (Joty
et al., 2013b), along with what opinions the con-
versation participants have expressed on such top-
ics (Taboada et al., 2011). Once the topics,
opinions and conversation structure (e.g., reply-
relationships between comments) are extracted,
they can be used to summarize the conversa-
tions (Carenini et al., 2011).

However, presenting a static/non-interactive
textual summary alone is often not sufficient to
satisfy the user information needs. Instead, gener-
ating a multimedia output that combines text and
visualizations can be more effective, because the
two can play complementary roles: while visual-
ization can help the user to discover trends and re-
lationship, text can convey key points about the
results, by focusing on temporal, causal and eval-
uative aspects.

In this paper, we present a visual text analytics
approach that combines both text and visualiza-
tion to helps users in understanding and analyzing
online conversations. We provide an overview of
our approach to multimedia summization of online
conversations followed by how our generic solu-
tions have been tailored to specific domain prob-
lems (e.g., supporting users of a community ques-
tion answering forum) . We then discuss further

12



Figure 1: The ConVis interface: The Thread Overview visually represents the whole conversation en-
coding the thread structure and how the sentiment is ex-pressed for each comment(middle); The topics
and authors are arranged circularly around the Thread Overview; and the Conversation View presents the
detailed comments in a scrollable list (right).

challenges, open questions, and ideas for future
work in the research area of multimedia summa-
rization for online conversations.

2 Multimedia Summarization of Online
Conversations

2.1 Our Approach
To generate multimedia summary for online con-
versation, our primary approach was to apply
human-centered design methodologies from the
InfoVis literature (Munzner, 2009; Sedlmair et al.,
2012) to identify the type of information that
needs to be extracted from the conversation as well
as to inform the design of the visual encodings and
interaction techniques.

Following this approach, we proposed a system
that creates a multimedia summary and supports
users in exploring a single asynchronous conver-
sation (Hoque and Carenini, 2014, 2015). The un-
derlying topic modeling approach groups the sen-
tences of a blog conversation into a set of top-
ical segments. Then, representative key phrases
are assigned to each of these segments (labeling).
We adopt a novel topic modeling approach that
captures finer level conversation structure in the
form of a graph called Fragment Quotation Graph
(FQG) (Joty et al., 2013b). All the distinct frag-
ments (both new and quoted) within a conversa-
tion are extracted as the nodes of the FQG. Then

the edges are created to represent the replying re-
lationship between fragments. If a comment does
not contain any quotation, then its fragments are
linked to the fragments of the comment to which
it replies, capturing the original ‘reply-to’ relation.

The FQG is exploited in both topic segmenta-
tion and labeling. In segmentation, each path of
the FQG is considered as a separate conversation
that is independently segmented (Morris and Hirst,
1991). Then, all the resulting segmentation deci-
sions are consolidated in a final segmentation for
the whole conversation. After that, topic labeling
generates keyphrases to describe each topic seg-
ment in the conversation. A novel graph based
ranking model is applied that intuitively boosts the
rank of keyphrases that appear in the initial sen-
tences of the segment, and/or also appear in text
fragments that are central in the FQG (see (Joty
et al., 2013b) for details).

While developing the system, we started with
a user requirement analysis for the domain of
blog conversations to derive a set of design prin-
ciples. Based on these principles, we designed an
overview+detail interface, named ConVis that pro-
vides a visual overview of a conversation by pre-
senting topics, authors and the thread structure of
a conversation (see Figure 1). Furthermore, it pro-
vides various interaction techniques such as brush-
ing and highlighting based on multiple facets to
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support the user in exploring and navigating the
conversation.

We performed an informal user evaluation,
which provides anecdotal evidence about the ef-
fectiveness of ConVis as well as directions for fur-
ther design. The participants’ feedback from the
evaluation suggests that ConVis can help the user
to identify the topics and opinions expressed in the
conversation; supporting the user in finding com-
ments of interest, even if they are buried near the
end of the thread. The informal evaluation also
reveals that in few cases the extracted topics and
opinions are incorrect and/or may not match the
mental model and information needs of the user.

In subsequent work, we focused on support-
ing readers in exploring a collection of conversa-
tions related to a given query (Hoque and Carenini,
2016). Exploring topics of interest that are po-
tentially discussed over multiple conversations is a
challenging problem, as the volume and complex-
ity of the data increases. To address this challenge,
we devised a novel hierarchical topic modeling
technique that organizes the topics within a set of
conversations into multiple levels, based on their
semantic similarity. For this purpose, we extended
the topic modeling approach for a single conver-
sation to generate a topic hierarchy from multiple
conversations by considering the specific features
of conversations. We then designed a visual inter-
face, named MultiConVis that presents the topic
hierarchy along with other conversational data, as
shown Figure 2. The user can explore the data,
starting from a possibly large set of conversations,
then narrowing it down to the subset of conver-
sations, and eventually drilling-down to the set of
comments belonging to a single conversation.

We evaluated MultiConVis through both case
studies with domain experts and a formal user
study with regular blog readers. Our case stud-
ies demonstrate that the system can be useful in a
variety of contexts of use, while the formal user
study provides evidence that the MultiConVis in-
terface supports the user’s tasks more effectively
than traditional interfaces. In particular, all our
participants, both in the case studies and in the
user study, appear to benefit from the topic hi-
erarchy as well as the high-level overview of the
conversations. The user study also shows that the
MultiConVis interface is significantly more useful
than the traditional interface, enabling the user to
find insightful comments from thousands of com-

ments, even when they were scattered across mul-
tiple conversations, often buried down near the end
of the threads. More importantly, MultiConVis
was preferred by the majority of the participants
over the traditional interface, suggesting the po-
tential value of our approach for combining NLP
and InfoVis.

2.2 Applications
Since our visual text analytics systems have been
made publicly available, they have been applied
and tailored for a variety of domain problems,
both in our own work as well as in other research
projects. For example, we conducted a design
study in the domain of community question an-
swering (CQA) forums, where our generic solu-
tions for combining NLP and InfoVis were sim-
plified and tailored to support information seeking
tasks for a user population possibly having low vi-
sualization expertise (Hoque et al., 2017). In ad-
dition to our work, several other researchers have
applied or partially adopted the data abstractions
and visual encodings of MultiConVis and Con-
Vis in a variety of domains, ranging from news
comments (Riccardi et al., 2015), to online health
forums (Kwon et al., 2015), to educational fo-
rums (Fu et al., 2017). We now analyze these re-
cent works and discuss similarities and differences
with our systems.

News comments: SENSEI1 is a research
project that was funded by the European Union
and was conducted in collaboration with four lead-
ing universities and two industry partners in Eu-
rope. The main goal of this project was to develop
summarization and analytics technology to help
users make sense of human conversation streams
from diverse media channels, ranging from com-
ments generated for news articles to customer-
support conversations in call centers.

After the research work on developing Con-
Vis was published and the tool was made pub-
licly available, the SENSEI project researchers
expressed their interest in adopting our system.
Their primary objective was to evaluate their text
summarization and analytics technology by visu-
alizing the results with ConVis, with the final goal
of detecting end-user improvements in task perfor-
mance and productivity.

In their version of the interface2, they kept the
main features of ConVis, namely the topics, au-

1www.sensei-conversation.eu
2A video demo of their version of the interface is available
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Figure 2: The MultiConVis interface. Here, the user filtered out some conversations from the list using
the Timeline located at the top, and then hovered on a conversation item (highlighted row in the right).
As a consequence, the related topics from the Topic Hierarchy were highlighted (left).

thors, and thread overview; and then added some
new features to show text analytics results specific
to their application, as shown in Figure 3 (Ric-
cardi et al., 2015). In particular, within the thread
overview, for each comment they encoded how
much this comment agrees or disagrees with the
original article, instead of showing the sentiment
distribution of that comment. Another interac-
tive feature they introduced was that clicking on
an author element results in showing the pre-
dicted mood of that author (using five different
mode types, i.e., amused, satisfied, sad, indig-
nant, and disappointed). Furthermore, they added
a summary view that shows a textual summary of
the whole conversation in addition to the detailed
comments. Finally, they introduced some new in-
teractive features, such as zooming and filtering
to deal with conversations that are very long with
several hundreds of comments.

Online health forums: Kwon et al. devel-
oped VisOHC (Kwon et al., 2015), a visual an-
alytics system designed for administrators of on-
line health communities (OHCs). In this paper,
they discuss similarities and differences between
VisOHC and ConVis. For instance, similar to
the thread overview in ConVis, they represented
the comments of a conversation using a sequence
of rectangles and used the color encoding within
those rectangles to represent sentiment (see Fig-
ure 4). However, they encoded additional data
in order to support the specific domain goals and
tasks of OHC administrators. For instance, they

at www.youtube.com/watch?v=XIMP0cuiZIQ

used a scatter plot to encode the similarities be-
tween discussion threads and a histogram view to
encode various statistical measures regarding the
selected threads, as shown in Figure 4.

Mamykina et al. analyzed how users in on-
line health communities collectively make sense
of the vast amount of information and opinions
within an online diabetes forum, called TuDia-
betes (Mamykina et al., 2015). Their study found
that members of TuDiabetes often value a multi-
plicity of opinions rather than consensus. From
their study, they concluded that in order to facil-
itate the collective sensemaking of such diversity
of opinions, a visual text analytics tool like Con-
Vis could be very effective. They also mentioned
that in addition to topic modeling and sentiment
analysis, some other text analysis methods related
to their health forum under study, such as detec-
tion of agreement and topic shift in conversation,
should be devised and incorporated into tools like
ConVis.

Educational forums: More recently, Fu et al.
presented iForum, an interactive visual analytics
system for helping instructors in understanding the
temporal patterns of student activities and discus-
sion topics in a MOOC forum (Fu et al., 2017).
They mentioned that while the design of iForum
has been inspired by tools such as ConVis, they
have tailored their interface to the domain-specific
problems of MOOC forums. For instance, like
ConVis, their system provides an overview of top-
ics and discussion threads, however, they focused
more on temporal trends of an entire forum, as op-
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Figure 3: A screenshot of the modified ConVis interface used in the SENSEI project. The interface
shows the results of some additional text analysis methods, namely the degree of agreement/disagreement
between a comment and the original article (within the thread overview), the predicted mood of the
corresponding author (A), and the textual summary of the conversation (B) (Riccardi et al., 2015).

Figure 4: VisOHC visually represents the com-
ments of a conversation using a sequence of rect-
angles (F), where color within each rectangle rep-
resents sentiment expressed in a comment. Addi-
tionally it shows a scatter plot (B), and a histogram
view (C) (The figure is adapted from (Kwon et al.,
2015)).

posed to an individual conversation or a set of con-
versations related to a specific query.

3 Challenges and Future Directions

While our approach to combining NLP and Info-
Vis to generate multimedia summaries has made
some significant progress in supporting the ex-

ploration and analysis of online conversations, it
also raises further challenges, open questions, and
ideas for future work. Here we discuss the key
challenges and opportunities for future research.

How can we provide more high-level summary
to users? In our current systems, we used the re-
sults from topic modeling which can be viewed
as crud summary of conversations, because each
topic is simply summarized by a phrase label and
the labels are not combined in a coherent dis-
course. Based on the tasks of real users we identi-
fied the need for higher level summarization. For
instance, users may benefit from a more high-
level abstract human-like summary of conversa-
tions, where the content extracted from the con-
versations is organized in a sequence of coherent
sentences.

Similarly, during our evaluations some users
found the current sentiment analysis insufficient
in revealing whether a comment is support-
ing/opposing a preceding one. It seems that opin-
ion seeking tasks (e.g., ‘why people were support-
ing or opposing an opinion?’) would require the
reader to know the argumentation flow within the
conversation, namely the rhetorical structure of
each comment (Joty et al., 2013a) and how these
structures are linked to each other.
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An early work (Yee and Hearst, 2005) at-
tempted to organize the comments using a tree-
map like layout, where the parent comment is
placed on top as a text block and the space below
the parent node is divided between supporting and
opposing statements. We plan to follow this idea
in ConVis, but incorporating a higher level dis-
course relation analysis of the conversations along
with the detection of controversial topics (Allen
et al., 2014).

How can we scale up our systems for big data?
As social media conversational data is growing in
size and complexity at an unprecedented rate, new
challenges have emerged from both the computa-
tional and the visualization perspectives. In partic-
ular, we need to address the following aspects of
big data, while designing visual text analytics for
online conversations.

Volume: Most of the existing visualizations are
inadequate to handle very large amounts of raw
conversational data. For example, ConVis scales
with conversations with hundreds of comments;
however, it is unable to deal with a very long con-
versation consisting of more than a thousand com-
ments. To tackle the scalability issue, we will in-
vestigate computational methods for filtering and
aggregating comments, as well as devise interac-
tive visualization techniques such as zooming to
progressively disclose the data from a high-level
overview to low-level details.

Velocity: The systems that we have developed
do not process streaming conversations. Yet in
many real-world scenarios, conversational data is
constantly produced at a high rate, which poses
enormous challenges for mining and visualization
methods. For instance, immediately after a prod-
uct is released a business analyst may want to
analyze text streams in social media to identify
problems or issues, such as whether customers are
complaining about a feature of the product. In
these cases, timely analysis of the streaming text
can be critical for the company’s reputation. For
this purpose, we aim to investigate how to effi-
ciently mine and summarize streaming conversa-
tions (tre, 2017) and how to visualize the extracted
information in real time to the user (Keim et al.,
2013).

How can we leverage text summarization and
visualization techniques to develop advanced sto-
rytelling tools for online conversations? Data sto-
rytelling has become increasingly popular among

InfoVis practitioners such as journalists, who may
want to create a visualization from social media
conversations and integrate it into their narratives
to convey critical insights. Unfortunately, even so-
phisticated visualization tools like Tableau 3 of-
fer only limited support for authoring data stories,
requiring users to manually create textual annota-
tions and organize the sequence of visualizations.
More importantly, they do not provide methods
for processing the unstructured or semi-structured
data generated in online conversations.

In this context, we aim to investigate how to
leverage NLP and InfoVis techniques for online
conversations to create effective semi-automatic
authoring tools for data storytelling. More specif-
ically, we need to devise methods for generating
and organizing the summary content from online
conversations and choosing the sequence in which
such content is delivered to users. To this end, a
starting point could be to investigate current re-
search on narrative visualization (Segel and Heer,
2010; Hullman and Diakopoulos, 2011).

How can we support the user in tailoring our
systems to a specify conversational genre, a spe-
cific domain, or tasks? In the previous section,
we already discussed how our current visual text
analytics systems have been applied and tailored
to various domains. However, in these systems,
the user does not have flexibility in terms of the
choice of the datasets and the available interaction
techniques. Therefore, it may take a significant
amount of programming effort to re-design the in-
terface for a specific conversational domain. For
example, when we tailored our system to a com-
munity question answering forum with a specific
user population in mind, we had to spend a con-
siderable amount of time modifying the existing
code in order to re-design the interface for the new
conversational genre.

In this context, can we enable a large number
of users - not just those who have strong program-
ming skills to author visual interfaces for explor-
ing conversations in a new domain? To answer
this question, we need to research how to construct
an interactive environment that supports custom
visualization design for different domains with-
out requiring the user to write any code. Such
interactive environment would allow the user to
have more control over the data to be represented
and the interactive techniques to be supported.

3www.tableau.com

17



To this end, we will investigate current research
on general purpose visual authoring tools such as
Lyra (Satyanarayan and Heer, 2014) and IVisDe-
signer (Ren et al., 2014), which provide custom vi-
sualization authoring environments, to understand
how we can build a similar tool, but specifically
for conversational data.

How can the system adapt to a diverse range of
users? A critical challenge of introducing a new
visualization is that the effectiveness of visualiza-
tion techniques can be impacted by different user
characteristics, such as visualization expertise,
cognitive abilities, and personality traits (Conati
et al., 2014). Unfortunately, most previous work
has focused on finding individual differences for
simple visualizations only, such as bar and radar
graphs (Toker et al., 2012). It is still unknown
how individual differences might impact the read-
ing ability of multimedia summary that requires
coordinations between text and visualization. In
this regard, we need to examine what aspects of a
multimedia output are impacted by user character-
istics and how to dynamically adapt the system to
such characteristics.

4 Conclusions

Multimedia summarization of online conversa-
tions is a promising approach for supporting the
exploration of online conversations. In this paper,
we present our current work on generating mul-
timedia summaries combining text and visualiza-
tion. We also discuss how our research has influ-
enced the subsequent work in this research space.
We believe that by addressing the critical chal-
lenges and research questions posed in the paper,
we will able to support users in understanding on-
line conversations more efficiently and effectively.
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Abstract

Recent neural headline generation models
have shown great results, but are generally
trained on very large datasets. We focus
our efforts on improving headline quality
on smaller datasets by the means of pre-
training. We propose new methods that
enable pre-training all the parameters of
the model and utilize all available text, re-
sulting in improvements by up to 32.4%
relative in perplexity and 2.84 points in
ROUGE.

1 Introduction

Neural headline generation (NHG) is the process
of automatically generating a headline based on
the text of the document using artificial neural net-
works.

Headline generation is a subtask of text sum-
marization. While a summary may cover mul-
tiple documents, generally uses similar style to
the summarized document, and consists of mul-
tiple sentences, headline, in contrast, covers a sin-
gle document, is often written in a different style
(Headlinese (Mårdh, 1980)), and is much shorter
(frequently limited to a single sentence).

Due to shortness and specific style, condensing
the the document into a headline often requires
the ability to paraphrase which makes this task a
good fit for abstractive summarization approaches
where neural networks based attentive encoder-
decoder (Bahdanau et al., 2015) type of models
have recently shown impressive results (e.g., Rush
et al. (2015); Nallapati et al. (2016)).

While state-of-the art results have been obtained
by training NHG models on large datasets like Gi-
gaword, access to such resources is often not pos-
sible, especially when it comes to low-resource

languages. In this work we focus on maximiz-
ing performance on smaller datasets with different
pre-training methods.

One of the reasons to expect pre-training to be
an effective way to improve performance on small
datasets, is that NHG models are generally trained
to generate headlines based on just a few first sen-
tences of the documents (Rush et al., 2015; Shen
et al., 2016; Chopra et al., 2016; Nallapati et al.,
2016). This leaves the rest of the text unutilized,
which can be alleviated by pre-training subsets of
the model on full documents. Additionally, the de-
coder component of NHG models can be regarded
as a language model (LM) whose predictions are
biased by the external information from the en-
coder. As a LM it sees only headlines during train-
ing, which is a small fraction of text compared to
the documents. Supplementing the training data of
the decoder with documents via pre-training might
enable it to learn more about words and language
structure.

Although, some of the previous work has used
pre-training before (Nallapati et al., 2016; Alifi-
moff, 2015), it is not fully explored how much pre-
training helps and what is the optimal way to do it.
Another problem is, that in previous work only a
subset of parameters (usually just embeddings) is
pre-trained leaving the rest of the parameters ran-
domly initialized.

The main contributions of this paper are: LM
pre-training for fully initializing the encoder and
decoder (sections 2.1 and 2.2); combining LM
pre-training with distant supervision (Mintz et al.,
2009) pre-training using filtered sentences of the
documents as noisy targets (i.e. predicting one
sentence given the rest) to maximally utilize
the entire available dataset and pre-train all the
paramters of the NHG model (section 2.3); and
analysis of the effect of pre-training different com-
ponents of the NHG model (section 3.3).
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Figure 1: A high level description of the NHG
model. The model predicts the next headline word
yt given the words in the document x1 . . . xN and
already generated headline words y1 . . . yt−1.

2 Method

The model that we use follows the architecture de-
scribed by Bahdanau et al. (2015). Although orig-
inally created for neural machine translation, this
architecture has been successfully used for NHG
(e.g., by Shen et al. (2016); Nallapati et al. (2016)
and in a simplified form by Chopra et al. (2016)).

The NHG model consists of: a bidirectional
(Schuster and Paliwal, 1997) encoder with gated
recurrent units (GRU) (Cho et al., 2014); a uni-
directional GRU decoder; and an attention mecha-
nism and a decoder initialization layer that connect
the encoder and decoder (Bahdanau et al., 2015).

During headline generation, the encoder reads
and encodes the words of the document. Initial-
ized by the encoder, the decoder then starts gener-
ating the headline one word at a time, attending to
relevant parts in the document using the attention
mechanism (Figure 1). During training the param-
eters are optimized to maximize the probabilities
of reference headlines.

While generally at the start of training either
the parameters of all the components are randomly
initialized or only pre-trained embeddings (with
dashed outline in Figure 1) are used (Nallapati
et al., 2016; Paulus et al., 2017; Gulcehre et al.,
2016), we propose pre-training methods for more
extensive initialization.

2.1 Encoder Pre-Training
When training a NHG model, most approaches
generally use a limited number of first sentences or
tokens of the document. For example Rush et al.
(2015); Shen et al. (2016); Chopra et al. (2016) use
only the first sentence of the document and Nalla-
pati et al. (2016) use up to 2 first sentences. While
efficient (training is faster and takes less memory

as the input sequences are shorter) and effective
(the most informative content tends to be at the be-
ginning of the document (Nallapati et al., 2016)),
this leaves the rest of the sentences in the docu-
ment unused. Better understanding of words and
their context can be learned if all sentences are
used, especially on small training sets.

To utilize the entire training set, we pre-train the
encoder on all the sentences of the training set doc-
uments. Since the encoder consists of two recur-
rent components – a forward and backward GRU
– we pre-train them separately. First we add a soft-
max output layer to the forward GRU and train it
on the sentences to predict the next word given the
previous ones (i.e. we train it as a LM). After
convergence on the validation set sentences, we
take the embedding weights of the forward GRU
and use them as fixed parameters for the backward
GRU. Then we train the backwards GRU follow-
ing the same procedure as with the forward GRU,
with the exception of processing the sentences in a
reverse order. When both models are fully trained,
we remove the softmax output layers and initial-
ize the encoder of the NHG model with the em-
beddings and GRU parameters of the trained LMs
(highlighted with gray background in Figure 1).

2.2 Decoder Pre-Training

Pre-training the decoder as a LM seems natural,
since it is essentially a conditional LM. During
NHG model training the decoder is fed only head-
line words, which is relatively little data compared
to the document contents. To improve the quality
of the headlines it is essential to have high qual-
ity embeddings that are a good semantic repre-
sentation of the input words and to have a well
trained recurrent and output layer to predict sensi-
ble words that make up coherent sentences. When
it comes to statistical models, the simplest way to
improve the quality of the parameters is to train
the model on more data, but it also has to be the
right kind of data (Moore and Lewis, 2010).

To increase the amount of suitable training data
for the decoder we use LM pre-training on filtered
sentences of the training set documents. For filter-
ing we use the XenC tool by Rousseau (2013) with
the cross-entropy difference filtering (Moore and
Lewis, 2010). In our case the in-domain data is
training set headlines, out-domain data is the sen-
tences from training set documents, and the best
cut-off point is evaluated on validation set head-
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lines. The careful selection of sentences is mostly
motivated by preventing the pre-trained decoder
from deviating too much from Headlinese, but it
also reduces training time.

Before pre-training we initialize the input and
output embeddings of the LM for words that are
common in both encoder and decoder vocabulary
with the corresponding pre-trained encoder em-
beddings. We train the LM on the selected sen-
tences until perplexity on the validation set head-
lines stops improving and then use it to initialize
the decoder parameters of the NHG model (high-
lighted with dotted background in Figure 1).

A similar approach, without data selection and
embedding initialization, has also been used by
Alifimoff (2015).

2.3 Distant Supervision Pre-Training

Approaches described in sections 2.1 and 2.2 en-
able full pre-training of the encoder and decoder,
but this still leaves the connecting parameters
(with white background in Figure 1) untrained.

As results in language modelling suggest, sur-
rounding sentences contain useful information to
predict words in the current sentence (Wang and
Cho, 2016). This implies that other sentences con-
tain informative sections that the attention mecha-
nism can learn to attend to and general context that
the initialization component can learn to extract.

To utilize this phenomenon, we propose using
carefully picked sentences from the documents as
pseudo-headlines and pre-train the NHG model to
generate these given the rest of sentences in the
document. Our pseudo-headline picking strategy
consists of choosing sentences that occur within
100 first tokens of the document and were retained
during cross-entropy filtering in section 2.2. Pick-
ing sentences from the beginning of the document
should give us the most informative sentences, and
cross-entropy filtering keeps sentences that most
closely resemble headlines.

The pre-training procedure starts with initializ-
ing the encoder and decoder with LM pre-trained
parameters (sections 2.1 and 2.2). After that, we
continue training the attention and initialization
parameters until perplexity on validation set head-
lines converges. We then use the trained parame-
ters to initialize all parameters of the NHG model.

Distant supervision has been also used for
multi-document summarization by Bravo-
Marquez and Manriquez (2012).
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Figure 2: Validation set (EN) perplexities of the
NHG model with different pre-training methods.

Model PPL (EN) PPL (ET)
No pre-training 65.1 ±1.0 25.9 ±0.4
Embeddings 51.8 ±0.7 20.7 ±0.3
Encoder (2.1) 59.3 ±0.9 23.5 ±0.4
Decoder (2.2) 48.3 ±0.7 18.8 ±0.3
Enc.+dec. 46.2 ±0.7 17.7 ±0.3
Distant all 58.6 ±0.9 21.3 ±0.3
Enc.+dec.+dist. (2.3) 45.8 ±0.7 17.5 ±0.3

Table 1: Perplexities on the test set with a 95%
confidence interval (Klakow and Peters, 2002).
All pre-trained models are significantly better than
the No pre-training baseline.

3 Experiments

We evaluate the proposed pre-training methods in
terms of ROUGE and perplexity on two relatively
small datasets (English and Estonian).

3.1 Training Details

All our models use hidden layer sizes of 256 and
the weights are initialized according to Glorot and
Bengio (2010). The vocabularies consist of up to
50000 most frequent training set words that oc-
cur at least 3 times. The model is implemented
in Theano (Bergstra et al., 2010; Bastien et al.,
2012) and trained on GPUs using mini-batches
of size 128. During training the weights are up-
dated with Adam (Kingma and Ba, 2014) (param-
eters: α=0.001, β1=0.9, β2=0.999, ε=10−8 and
λ=1 − 10−8) and L2-norm of the gradient is kept
within a threshold of 5.0 (Pascanu et al., 2013).
During headline generation we use beam search
with beam size 5.
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EN ET
Model R1R R1P RLR RLP R1R R1P RLR RLP

No pre-training 20.36 33.51 17.68 29.03 26.44 34.23 25.31 32.74
Embeddings 21.09 33.36 18.23 28.72 28.42 35.94 27.02 34.16
Encoder (2.1) 21.25 34.1 18.45 29.5 29.28 37.04 27.88 35.24
Decoder (2.2) 20.11 31.1 17.43 26.87 25.12 32.6 23.89 30.99
Enc.+dec. 20.72 33.93 18.04 29.43 27.18 34.58 25.79 32.78
Distant all 20.32 31.54 17.59 27.25 26.17 34.49 24.96 32.87
Enc.+dec.+dist. (2.3) 21.34 34.81 18.53 30.14 27.74 35.46 26.35 33.67

Table 2: Recall and precision of ROUGE-1 and ROUGE-L on the test sets. Best scores in bold. Results
with statistically significant differences (95% confidence) compared to No pre-training underlined.

3.2 Datasets

We use the CNN/Daily Mail dataset (Her-
mann et al., 2015)1 for experiments on English
(EN). The number of headline-document pairs is
287227, 13368 and 11490 in training, validation
and test set correspondingly. The preprocessing
consists of tokenization, lowercasing, replacing
numeric characters with #, and removing irrele-
vant parts (editor notes, timestamps etc.) from the
beginning of the document with heuristic rules.

For Estonian (ET) experiments we use a sim-
ilarly sized (341607, 18979 and 18977 training,
validation and test split) dataset that also consist
of news from two sources. During preprocess-
ing, compound words are split, words are true-
cased and numbers are written out as words. We
used Estnltk (Orasmaa et al., 2016) stemmer for
ROUGE evaluations.

3.3 Results and Analysis

Models are evaluated in terms of perplexity (PPL)
and full length ROUGE (Lin, 2004). In addi-
tion to pre-training methods described in sections
2.1-2.3, we also test: initializing only the embed-
dings using parameters from the LM pre-trained
encoder and decoder (Embeddings); initializing
the encoder and decoder, but leaving connecting
parameters randomized (Enc.+dec.); pre-training
the whole model from random initialization with
distant supervision only (Distant all); and a base-
line that is not pre-trained at all (No pre-training).

All pre-training methods gave significant im-
provements in PPL (Table 1). The best method
(Enc.+dec.+dist.) improved the test set PPL by
29.6-32.4% relative. Pre-trained NHG models
also converged faster during training (Figure 2)

1http://cs.nyu.edu/˜kcho/DMQA/

and most of them beat the final PPL of the baseline
already after the first epoch. General trend is that
pre-training a larger amount of parameters and the
parameters closer to the outputs of the NHG model
improves the PPL more. Distant all is an excep-
tion to that observation as it used much less train-
ing data (same as baseline) than other methods.

For ROUGE evaluations, we report ROUGE-
1 and ROUGE-L (Table 2). In contrast with
PPL evaluations, some pre-training methods ei-
ther don’t improve significantly or even worsen
ROUGE measures. Another difference com-
pared to PPL evaluations is that for ROUGE, pre-
training parameters that reside further from out-
puts (embeddings and encoder) seems more ben-
eficial. This might imply that a better document
representation is more important to stay on topic
during beam search while it is less important dur-
ing PPL evaluation where predicting next target
headline word with high confidence is rewarded
and the process is aided by previous target head-
line words that are fed to the decoder as inputs.
It is also possible, that a well trained decoder be-
comes too reliant on expecting correct words as in-
puts making it sensitive to errors during generation
which would somewhat explain why Enc.+dec.
performs worse than Encoder alone. This hypoth-
esis can be checked in further work by experiment-
ing with methods like scheduled sampling (Bengio
et al., 2015) that should increase the robustness to
mistakes during generation. Pre-training all pa-
rameters on all available text (Enc.+dec.+dist.)
still gives the best result on English and quite de-
cent results on Estonian. Best models improve
ROUGE by 0.85-2.84 points.

Some examples of the generated headlines on
the CNN/Daily Mail dataset are shown in Table 3.
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Document a democratic congressman is at the head of a group of representatives trying
to help undocumented immigrants avoid deportations with what they have
called the family defender toolkit . the informational pamphlet includes a
bilingual card - that some are calling a get out of deportation free card - that
lists reasons a person should not be deported under expanded .

Reference headline congressman is developing a get out of deportation toolkit to help undocu-
mented immigrants if they are detained

No pre-training congressman calls for undocumented immigrants
Embeddings congressman calls for help from immigrants trying to help immigrants avoid-

ing deportation
Encoder (2.1) republican congressman calls for immigrants trying to avoid deportation
Decoder (2.2) congressman who tried to stop deportations of immigrants
Enc.+Dec. immigration congressman at the head of the head of the group who tries to

avoid deportation
Distant all congressman calls for deportation to immigrants who stay in the country
Enc.+dec.+dist. (2.3) congressman tries to help undocumented immigrants avoid deportation
Document a chihuahua and a bearded dragon showed off their interspecies friendship

when they embarked upon a game of tag together . videoed in their front
room , the dog named foxxy cleopatra and the reptile called ryuu can be seen
chasing after one another around a coffee table . standing perfectly still while
looking in the other direction , the bearded dragon initially appears disinter-
ested as the chihuahua jumps around excitedly .

Reference headline you re it!
No pre-training is this the creepiest crawly?
Embeddings meet the poodle!
Encoder (2.1) it’s a knockout!
Decoder (2.2) the bearded dragon lizard: the bearded dragon lizard spotted in the middle of

the street
Enc.+Dec. oh, this is a lion!
Distant all meet the dragon dragon: meet the dragon dragon
Enc.+dec.+dist. (2.3) is this the world’s youngest lion?

Table 3: Examples of generated headlines on CNN/Daily Mail dataset.

4 Conclusions

We proposed three new NHG model pre-training
methods that in combination enable utilizing the
entire dataset and initializing all parameters of the
NHG model. We also evaluated and analyzed pre-
training methods and their combinations in terms
of perplexity (PPL) and ROUGE. The results re-
vealed that better PPL doesn’t necessarily trans-
late to better ROUGE – PPL tends to benefit from
pre-training parameters that are closer to outputs,
but for ROUGE it is generally the opposite. Also,
PPL benefited from pre-training more parameters
while for ROUGE it was not always the case. Pre-
training in general proved to be useful – our best
results improved PPL by 29.6-32.4% relative and
ROUGE measures by 0.85-2.84 points compared

to a NHG model without pre-training.
Current work focused on maximally utilizing

available headlined corpora. One interesting fu-
ture direction would be to additionally utilize po-
tentially much more abundant corpora of docu-
ments without headlines (also proposed by Shen
et al. (2016)) for pre-training. Another open ques-
tion is the relationship between the dataset size
and the effect of pre-training.

Acknowledgments

We would like to thank NVIDIA for the donated
GPU, the anonymous reviewers for their valuable
comments, and Kyunghyun Cho for the help with
the CNN/Daily Mail dataset.

24



References
Alex Alifimoff. 2015. Abstractive sentence summa-

rization with attentive deep recurrent neural net-
works.

Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua
Bengio. 2015. Neural machine translation by
jointly learning to align and translate. ICLR2015,
arXiv:1409.0473.

Frédéric Bastien, Pascal Lamblin, Razvan Pascanu,
James Bergstra, Ian J. Goodfellow, Arnaud Berg-
eron, Nicolas Bouchard, and Yoshua Bengio. 2012.
Theano: new features and speed improvements. In
Deep Learning and Unsupervised Feature Learning
NIPS 2012 Workshop.

Samy Bengio, Oriol Vinyals, Navdeep Jaitly, and
Noam Shazeer. 2015. Scheduled sampling for se-
quence prediction with recurrent neural networks.
In Advances in Neural Information Processing Sys-
tems, pages 1171–1179.

James Bergstra, Olivier Breuleux, Frédéric Bastien,
Pascal Lamblin, Razvan Pascanu, Guillaume Des-
jardins, Joseph Turian, David Warde-Farley, and
Yoshua Bengio. 2010. Theano: a CPU and
GPU math expression compiler. In Proceedings
of the Python for Scientific Computing Conference
(SciPy). Oral Presentation.

Felipe Bravo-Marquez and Manuel Manriquez. 2012.
A zipf-like distant supervision approach for multi-
document summarization using wikinews articles.
In International Symposium on String Processing
and Information Retrieval, pages 143–154. Springer.

Kyunghyun Cho, Bart van Merrienboer, Caglar Gul-
cehre, Dzmitry Bahdanau, Fethi Bougares, Holger
Schwenk, and Yoshua Bengio. 2014. Learning
phrase representations using rnn encoder–decoder
for statistical machine translation. In Proceedings of
the 2014 Conference on Empirical Methods in Nat-
ural Language Processing (EMNLP), pages 1724–
1734. Association for Computational Linguistics.

Sumit Chopra, Michael Auli, and M. Alexander Rush.
2016. Abstractive sentence summarization with at-
tentive recurrent neural networks. In Proceedings of
the 2016 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, pages 93–98. Asso-
ciation for Computational Linguistics.

Xavier Glorot and Yoshua Bengio. 2010. Understand-
ing the difficulty of training deep feedforward neural
networks. In International conference on artificial
intelligence and statistics, pages 249–256.

Caglar Gulcehre, Sungjin Ahn, Ramesh Nallapati,
Bowen Zhou, and Yoshua Bengio. 2016. Pointing
the unknown words. In Proceedings of the 54th An-
nual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 140–
149. Association for Computational Linguistics.

Karl Moritz Hermann, Tomáš Kočiský, Edward
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Abstract

Abstractive summarization, the task of
rewriting and compressing a document
into a short summary, has achieved con-
siderable success with neural sequence-to-
sequence models. However, these mod-
els can still benefit from stronger natu-
ral language inference skills, since a cor-
rect summary is logically entailed by the
input document, i.e., it should not con-
tain any contradictory or unrelated infor-
mation. We incorporate such knowledge
into an abstractive summarization model
via multi-task learning, where we share its
decoder parameters with those of an en-
tailment generation model. We achieve
promising initial improvements based on
multiple metrics and datasets (including
a test-only setting). The domain mis-
match between the entailment (captions)
and summarization (news) datasets sug-
gests that the model is learning some
domain-agnostic inference skills.

1 Introduction

Abstractive summarization, the task of rewriting a
document into a short summary is a significantly
more challenging (and natural) task than extrac-
tive summarization, which only involves choos-
ing which sentence from the original document
to keep or discard in the output summary. Neu-
ral sequence-to-sequence models have led to sub-
stantial improvements on this task of abstractive
summarization, via machine translation inspired
encoder-aligner-decoder approaches, further en-
hanced via convolutional encoders, pointer-copy
mechanisms, and hierarchical attention (Rush
et al., 2015; Nallapati et al., 2016; See et al., 2017).

Despite these promising recent improvements,

Input Document: may is a pivotal month for moving and
storage companies .
Ground-truth Summary: moving companies hit bumps
in economic road
Baseline Summary: a month to move storage companies
Multi-task Summary: pivotal month for storage firms

Figure 1: Motivating output example from our
summarization+entailment multi-task model.

there is still scope in better teaching summariza-
tion models about the general natural language
inference skill of logical entailment generation.
This is because the task of abstractive summa-
rization involves two subtasks: salient (important)
event detection as well as logical compression,
i.e., the summary should not contain any informa-
tion that is contradictory or unrelated to the origi-
nal document. Current methods have to learn both
these skills from the same dataset and a single
model. Therefore, there is benefit in learning the
latter ability of logical compression via external
knowledge from a separate entailment generation
task, that will specifically teach the model how to
rewrite and compress a sentence such that it logi-
cally follows from the original input.

To achieve this, we employ the recent paradigm
of sequence-to-sequence multi-task learning (Lu-
ong et al., 2016). We share the decoder param-
eters of the summarization model with those of
the entailment-generation model, so as to generate
summaries that are good at both extracting impor-
tant facts from as well as being logically entailed
by the input document. Fig. 1 shows such an (ac-
tual) output example from our model, where it suc-
cessfully learns both salient information extraction
as well as entailment, unlike the strong baseline
model.

Empirically, we report promising initial im-
provements over some solid baselines based on
several metrics, and on multiple datasets: Giga-
word and also a test-only setting of DUC. Impor-
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tantly, these improvements are achieved despite
the fact that the domain of the entailment dataset
(image captions) is substantially different from
the domain of the summarization datasets (gen-
eral news), which suggests that the model is learn-
ing certain domain-independent inference skills.
Our next steps to this workshop paper include
incorporating stronger pointer-based models and
employing the new multi-domain entailment cor-
pus (Williams et al., 2017).

2 Related Work

Earlier summarization work focused more towards
extractive (and compression) based summariza-
tion, i.e., selecting which sentences to keep vs
discard, and also compressing based on choos-
ing grammatically correct sub-sentences having
the most important pieces of information (Jing,
2000; Knight and Marcu, 2002; Clarke and Lap-
ata, 2008; Filippova et al., 2015). Bigger datasets
and neural models have allowed the addressing
of the complex reasoning involved in abstractive
summarization, i.e., rewriting and compressing the
input document into a new summary. Several ad-
vances have been made in this direction using ma-
chine translation inspired encoder-aligner-decoder
models, convolution-based encoders, switching
pointer and copy mechanisms, and hierarchical at-
tention models (Rush et al., 2015; Nallapati et al.,
2016; See et al., 2017).

Recognizing textual entailment (RTE) is the
classification task of predicting whether the rela-
tionship between a premise and hypothesis sen-
tence is that of entailment (i.e., logically follows),
contradiction, or independence (Dagan et al.,
2006). The SNLI corpus Bowman et al. (2015) al-
lows training accurate end-to-end neural networks
for this task. Some previous work (Mehdad et al.,
2013; Gupta et al., 2014) has explored the use of
textual entailment recognition for redundancy de-
tection in summarization. They label relationships
between sentences, so as to select the most in-
formative and non-redundant sentences for sum-
marization, via sentence connectivity and graph-
based optimization and fusion. Our focus, on the
other hand, is entailment generation and not recog-
nition, i.e., to teach summarization models the
general natural language inference skill of gener-
ating a compressed sentence that logically entails
the original longer sentence, so as to produce more
effective short summaries. We achieve this via

multi-task learning with entailment generation.
Multi-task learning involves sharing parameters

between related tasks, whereby each task benefits
from extra information in the training signals of
the related tasks, and also improves its generaliza-
tion performance. Luong et al. (2016) showed im-
provements on translation, captioning, and parsing
in a shared multi-task setting. Recently, Pasunuru
and Bansal (2017) extend this idea to video cap-
tioning with two related tasks: video completion
and entailment generation. We demonstrate that
abstractive text summarization models can also be
improved by sharing parameters with an entail-
ment generation task.

3 Models

First, we discuss our baseline model which is sim-
ilar to the machine translation encoder-aligner-
decoder model of Luong et al. (2015), and pre-
sented by Chopra et al. (2016). Next, we intro-
duce our multi-task learning approach of sharing
the parameters between abstractive summarization
and entailment generation models.

3.1 Baseline Model

Our baseline model is a strong, multi-layered
encoder-attention-decoder model with bilinear at-
tention, similar to Luong et al. (2015) and follow-
ing the details in Chopra et al. (2016). Here, we
encode the source document with a two-layered
LSTM-RNN and generate the summary using an-
other two-layered LSTM-RNN decoder. The word
probability distribution at time step t of the de-
coder is defined as follows:

p(wt|w<t, ct, st) = softmax(Wsg(ct, st)) (1)

where g is a non-linear function and ct and st are
the context vector and LSTM-RNN decoder hid-
den state at time step t, respectively. The context
vector ct =

∑
αt,ihi is a weighted combination

of encoder hidden states hi, where the attention
weights are learned through the bilinear attention
mechanism proposed in Luong et al. (2015). For
the rest of the paper, we use same notations.

We also use the same model architecture for
the entailment generation task, i.e., a sequence-to-
sequence model encoding the premise and decod-
ing the entailed hypothesis, via bilinear attention
between them.
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ENTAILMENT

GENERATION

Document Encoder Premise Encoder

Summary/Entailment Decoder

LSTM LSTM LSTM LSTM

LSTM LSTM LSTM LSTM LSTM LSTM LSTM LSTM

Figure 2: Multi-task learning of the summarization task (left) with the entailment generation task (right).

3.2 Multi-Task Learning

Multi-task learning helps in sharing knowledge
between related tasks across domains (Luong
et al., 2015). In this work, we show improvements
on the task of abstractive summarization by shar-
ing its parameters with the task of entailment gen-
eration. Since a summary is entailed by the input
document, sharing parameters with the entailment
generation task improves the logically-directed as-
pect of the summarization model, while maintain-
ing the salient information extraction aspect.

In our multi-task setup, we share the decoder
parameters of both the tasks (along with the word
embeddings), as shown in Fig. 2, and we optimize
the two loss functions (one for summarization
and another for entailment generation) in alternate
mini-batches of training. Let αs be the number of
mini-batches of training for summarization after
which it is switched to train αe number of mini-
batches for entailment generation. Then, the mix-
ing ratio is defined as αs

αs+αe
: αe
αs+αe

.

4 Experimental Setup

4.1 Datasets

Gigaword Corpus We use the exact annotated
Gigaword corpus provided by Rush et al. (2015).
The dataset has approximately 3.8 million train-
ing pairs. We use 10, 000 pairs as validation set
and the exact test sample provided by Rush et al.
(2015) as our test set. We use the first sentence
of the article as the source with vocabulary size of
119, 505 and article headline as target with vocab-
ulary size of 68, 885.

DUC Test Corpus The DUC corpus1 comes
in two variants: DUC-2003 corpus consists of

1
http://duc.nist.gov/duc2004/tasks.html

624 documents and DUC-2004 corpus consists of
500 documents. Each document in these datasets
has four human annotated summaries. For ex-
periments on this corpus, we directly used the
Gigaword-trained model and tested on the DUC-
2004 corpus. This is similar to the setups of Nalla-
pati et al. (2016) and Chopra et al. (2016) (whereas
the Rush et al. (2015) setup tunes on the DUC-
2003 corpus).

SNLI corpus For the task of entailment gen-
eration, we use the Standford Natural Language
Inference (SNLI) corpus (Bowman et al., 2015),
where we only use the entailment-labeled pairs
and regroup the splits to have a zero overlap train-
test split and have a multi-reference test set, as
suggested by Pasunuru and Bansal (2017). Out
of 190, 113 entailments pairs, we use 145, 822
unique premise pairs for training, and the rest of
them are equally divided into dev and test sets.

4.2 Evaluation

Following previous work (Nallapati et al., 2016;
Chopra et al., 2016; Rush et al., 2015), we use
the full-length F1 variant of Rouge (Lin, 2004) for
the Gigaword results, and the 75-bytes length lim-
ited Recall variant of Rouge for DUC. Addition-
ally, we also report other standard language gener-
ation metrics (as motivated recently by See et al.
(2017)): METEOR (Denkowski and Lavie, 2014),
BLEU-4 (Papineni et al., 2002), and CIDEr-
D (Vedantam et al., 2015), based on the MS-
COCO evaluation script (Chen et al., 2015).

4.3 Training Details

We use the following simple settings for all the
models, unless otherwise specified. We unroll the
encoder RNN’s to a maximum of 50 time steps and
decoder RNN’s to a maximum of 30 time steps.
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Models ROUGE-1 ROUGE-2 ROUGE-L METEOR BLEU-4 CIDEr-D
PREVIOUS WORK

ABS+ (Rush et al., 2015) 29.76 11.88 26.96 - - -
RAS-Elman (Chopra et al., 2016) 33.78 15.97 31.15 - - -
words-lvt2k-1sent (Nallapati et al., 2016) 32.67 15.59 30.64 - - -

OUR MODELS
Baseline 31.75 14.71 29.91 14.54 10.31 128.22
Multi-Task with Entailment Generation 32.75 15.35 30.82 15.25 11.09 130.44

Table 1: Summarization results on Gigaword. Rouge scores are full length F-1, following previous work.

We use RNN hidden state dimension of 512 and
word embedding dimension of 256. We do not ini-
tialize our word embeddings with any pre-trained
models, i.e., we learn them from scratch. We use
the Adam (Kingma and Ba, 2015) optimizer with
a learning rate of 0.001. During training, to handle
the large vocabulary, we use the sampled loss trick
of Jean et al. (2014). We always tune hyperpa-
rameters on the validation set of the corresponding
dataset, where applicable. For multi-task learning,
we tried a few mixing ratios and found 1 : 0.05 to
work better, i.e., 100 mini-batches of summariza-
tion with 5 mini-batches of entailment generation
task in alternate training rounds.

5 Results and Analysis

5.1 Summarization Results: Gigaword

Baseline Results and Previous Work Our base-
line is a strong encoder-attention-decoder model
based on Luong et al. (2015) and presented
by Chopra et al. (2016). As shown in Table 1,
it is reasonably close to some of the state-of-the-
art (comparable) results in previous work, though
making this baseline further strong (e.g., based on
pointer-copy mechanism) is our next step.

Multi-Task Results We show promising initial
multi-task improvements on top of our baseline,
based on several metrics. This suggests that the
entailment generation model is teaching the sum-
marization model some skills about how to choose
a logical subset of the events in the full input doc-
ument. This is especially promising given that the
domain of the entailment dataset (image captions)
is very different from the domain of the summa-
rization datasets (news), suggesting that the model
might be learning some domain-agnostic inference
skills.

5.2 Summarization Results: DUC

Here, we directly use the Gigaword-trained model
to test on the DUC-2004 dataset (see tuning dis-
cussion in Sec. 4.1). In Table 2, we again see that

Models R-1 R-2 R-L
Rush et al. (2015) 28.18 8.49 23.81
Chopra et al. (2016) 28.97 8.26 24.06
Nallapati et al. (2016) 28.35 9.46 24.59
Baseline 27.74 8.82 24.45
Multi-Task 28.17 9.22 24.84

Table 2: Summarization test results on DUC-2004
corpus. Rouge scores are based on 75-byte Recall,
following previous work.

Input Document: results from the second round of the
french first-division soccer league -lrb- home teams listed
first -rrb- : UNK
Ground-truth Summary: french soccer results
Baseline Summary: first round results of french league
soccer league

Multi-task Summary: second round of french soccer
league results
Input Document: austrian women in leading positions
complained about lingering male domination in their
society in a meeting tuesday with visiting u.s. first lady
hillary rodham clinton .
Ground-truth Summary: austrian women complain to
mrs. clinton about male domination by roland prinz
Baseline Summary: first lady meets with first lady
Multi-task Summary: austrian women complained
about male domination

Figure 3: Output examples of our multi-task
model in comparison with the baseline.

our Luong et al. (2015) baseline model achieves
competitive performance with previous work, esp.
on Rouge-2 and Rouge-L. Next, we show promis-
ing multi-task improvements over this baseline of
around 0.4% across all metrics, despite being a
test-only setting and also with the mismatch be-
tween the summarization and entailment domains.

5.3 Analysis Examples

Figure 3 shows some additional interesting output
examples of our multi-task model and how it gen-
erates summaries that are better at being logically
entailed by the input document, whereas the base-
line model contains some crucial contradictory or
unrelated information.
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6 Conclusion and Next Steps

We presented a multi-task learning approach
to incorporate entailment generation knowledge
into summarization models. We demonstrated
promising initial improvements based on multi-
ple datasets and metrics, even when the entailment
knowledge was extracted from a domain different
from the summarization domain.

Our next steps to this workshop paper include:
(1) stronger summarization baselines, e.g., using
pointer copy mechanism (See et al., 2017; Nal-
lapati et al., 2016), and also adding this capa-
bility to the entailment generation model; (2) re-
sults on CNN/Daily Mail corpora (Nallapati et al.,
2016); (3) incorporating entailment knowledge
from other news-style domains such as the new
Multi-NLI corpus (Williams et al., 2017), and (4)
demonstrating mutual improvements on the entail-
ment generation task.
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Abstract

Sequence-to-sequence models with atten-
tion have been successful for a variety
of NLP problems, but their speed does
not scale well for tasks with long source
sequences such as document summariza-
tion. We propose a novel coarse-to-fine
attention model that hierarchically reads a
document, using coarse attention to select
top-level chunks of text and fine attention
to read the words of the chosen chunks.
While the computation for training stan-
dard attention models scales linearly with
source sequence length, our method scales
with the number of top-level chunks and
can handle much longer sequences. Em-
pirically, we find that while coarse-to-
fine attention models lag behind state-of-
the-art baselines, our method achieves the
desired behavior of sparsely attending to
subsets of the document for generation.

1 Introduction

The sequence-to-sequence architecture of
Sutskever et al. (2014), also known as the
encoder-decoder architecture, is now the gold
standard for many NLP tasks, including machine
translation (Sutskever et al., 2014; Bahdanau
et al., 2015), question answering (Hermann
et al., 2015), dialogue (Li et al., 2016), caption
generation (Xu et al., 2015), and in particular
summarization (Rush et al., 2015).

A popular variant of sequence-to-sequence
models are attention models (Bahdanau et al.,
2015). By keeping an encoded representation of
each part of the input, we “attend” to the relevant
part each time we produce an output from the de-
coder. In practice, this means computing attention

weights for all encoder hidden states, then taking
the weighted average as our new context vector.

While successful, existing sequence-to-
sequence methods are computationally limited by
the length of source and target sequences. For
a problem such as document summarization, a
source sequence of length N (where N could
potentially be very large) requires O(N) model
computations to encode. However, it makes sense
intuitively that not every word of the source will
be necessary for generating a summary, and so we
would like to reduce the amount of computation
performed on the source.

Therefore, in order to scale attention models for
this problem, we aim to prune down the length of
the source sequence in an intelligent way. Instead
of naively attending to all the words of the source
at once, our solution is to use a two-layer hier-
archical attention. For document summarization,
this means dividing the document into chunks of
text, sparsely attending to one or a few chunks
at a time using hard attention, then applying the
usual full attention over those chunks – we call this
method coarse-to-fine attention. Through experi-
ments, we find that while coarse-to-fine attention
does not perform as well as standard attention, it
does show the desired behavior of sparsely reading
the source sequence.

We structure the rest of the paper as follows. In
Section 2, we introduce related work on summa-
rization and neural attention. In Section 3, we re-
view the encoder-decoder framework, and in Sec-
tion 4 introduce our models. In Section 5, we
describe our experimental setup, and in Section 6
show results. Finally, we conclude in Section 7.

2 Related Work

In summarization, neural attention models were
first applied by Rush et al. (2015) to do headline
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generation, i.e. produce a title for a news arti-
cle given only the first sentence. Nallapati et al.
(2016) and See et al. (2017) apply attention mod-
els to summarize full documents, achieving state-
of-the-art results on the CNN/Dailymail dataset.
All of these models, however, suffer from the in-
herent complexity of attention over the full docu-
ment. Indeed, See et al. (2017) report that a single
model takes over 3 days to train.

Many techniques have been proposed in the lit-
erature to efficiently handle the problem of large
inputs to deep neural networks. One particular
framework is that of “conditional computation”,
as coined by Bengio et al. (2013) — the idea is
to only compute a subset of a network’s units for
a given input by gating different parts of the net-
work.

Several methods, some stochastic and some de-
terministic, have been explored in the vein of con-
ditional computation. In this work, we will fo-
cus on stochastic methods, although determinis-
tic methods are worth considering as future work
(Rae et al., 2016; Shazeer et al., 2017; Miller et al.,
2016; Martins and Astudillo, 2016).

On the stochastic front, Xu et al. (2015) demon-
strate the effectiveness of “hard” attention. While
standard “soft” attention averages the representa-
tions of where the model attends to, hard attention
discretely selects a single location. Hard attention
has been successfully applied in various computer
vision tasks (Mnih et al., 2014; Ba et al., 2015),
but so far has limited usage in NLP. We will apply
hard attention to the document summarization task
by sparsifying our reading of the source text.

3 Background

We begin by describing the standard sequence-to-
sequence attention model, also known as encoder-
decoder models.

In the encoder-decoder architecture, an encoder
recurrent neural network (RNN) reads the source
sequence as input to produce the context, and a
decoder RNN generates the output sequence using
the context as input.

Formally, suppose we have a vocabulary V . A
given input sequence w1, . . . , wn ∈ V is trans-
formed into a sequence of vectors x1, . . . ,xn ∈
Rdin through a word embedding matrix E ∈
R|V|×din as xt = Ewt.

The encoder RNN is given by a parameterizable
function fenc and a hidden state ht ∈ Rdhid at each

time step t with ht = fenc(xt,ht−1). In our mod-
els, we use the long-short term memory (LSTM)
network (Hochreiter and Schmidhuber, 1997).

The decoder is another RNN fdec that generates
output words yt ∈ V . It keeps hidden state hdect ∈
Rdhid as hdect = fdec(yt,hdect−1) similar to the en-
coder RNN. A context vector is produced at each
time step using an attention function a that takes
the encoded hidden states [h1, . . . ,hn] and the
current decoder hidden state hdect and produces the
context ct ∈ Rdctx : ct = a([h1, . . . ,hn],hdect ).
As in Luong et al. (2015), we feed the context vec-
tor at time t−1 back into the decoder RNN at time
t, i.e. hdect = fdec([yt, ct−1],hdect−1).

Finally, a linear projection and softmax (the
generator) produces a distribution over output
words yt ∈ V:

p(yt|yt−1, . . . , y1, [h1, . . . ,hn]) =
softmax(Woutct + bout)

The models are then trained end-to-end to mini-
mize negative log-likelihood loss (NLL).

We note that we have great flexibility in how
our attention function a(·) combines the encoder
context and the current decoder hidden state. In
the next section, we describe our models for a(·).
4 Models

We describe a few instantiations for the attention
function a(·): standard attention, hierarchical
attention, and coarse-to-fine attention.

4.1 Standard Attention
In Bahdanau et al. (2015), the function a(·) is im-
plemented with an attention network. We compute
attention weights for each encoder hidden state hi
as follows:

βt,i = h>i Wattnhdect ∀i = 1, . . . , n (1)

αt = softmax(βt) (2)

c̃t =
n∑
i=1

αt,ihi (3)

Attention allows us to select the most relevant
words of the source (by assigning higher attention
weights) when generating words at each time step.

Our final context vector is then ct =
tanh(W2[c̃t,hdect ]) for W2 ∈ R2dhid×dctx a
learned matrix.

Going forward, we call this instantiation of the
attention function STANDARD.
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4.2 Hierarchical Attention

The attention network of STANDARD is computa-
tionally expensive for long sequences — for each
hidden state of the decoder, we need to compare
it to every hidden state of the encoder in order to
determine where to attend to. This seems unnec-
essary for a problem such as document summa-
rization; intuitively, we only need to attend to a
few important chunks of text at a time. Therefore,
we propose a hierarchical method of attending to
the document — by segmenting the document into
large top-level chunks of text, we first attend to
these chunks, then to the words within the chunks.

To accomplish this hierarchical attention, we
construct encodings of the document at both lev-
els. Suppose we have chunks s1, . . . , sm with
words wi,1, . . . , wi,ni in chunk si. For the top-
level representations, we use a simple encoding
model (e.g. bag of words or convolutions) on each
si to obtain hidden states hsi ∈ Rdsent (see Sec-
tion 5 for details). For the word representations,
we run an LSTM encoder separately on the words
of each chunk; specifically, we apply an RNN on
si to get hidden states hi,j for i = 1, . . . ,m and
j = 1, . . . , ni where hi,j = RNN(hi,j−1, wi,j).

Using the top-level representations hsi and
the word representations hi,j , we compute
coarse attention weights αs1, . . . , α

s
m for the top-

level chunks in the same way as STANDARD,
and similarly compute fine attention weights
αwi,1, . . . , α

w
i,ni

for each i. We then compute the
final soft attention on word wi,j as αi,j = αsi ·αwi,j
(note this ensures that the weights normalize to 1
over the whole document). Finally, we proceed
exactly as in standard attention by computing the
weighted average over hidden states hi,j to pro-
duce the context, i.e. c̃ =

∑
i,j αi,jhi,j .

We label this attention method HIER. Next, we
consider the hard attention version of this model
to achieve sparsity in our network.

4.3 Coarse-to-Fine Attention

With the previous models STANDARD and HIER,
we are required to compute hidden states over all
words and top-level chunks in the document, so
that if we haveM chunks andN words per chunk,
the computational complexity is O(MN) for each
attention step.

However, if we are able to perform conditional
computation and only read M+ of the chunks at
a time, we can reduce the attention complexity to

O(M + M+N), where we choose the chunks to
attend to in O(M) and read the selected chunks in
O(M+N). Note that this expression ignores the
total the number of words of the document, and
the bottleneck becomes the length of each chunk
of text.

In our model, we will apply stochastic sampling
to the top-level attention distribution in the spirit
of hard attention (Xu et al., 2015; Mnih et al.,
2014; Ba et al., 2015) while keeping the lower-
level attention as is. We call our method coarse-
to-fine attention1.

Specifically, using the top-level attention distri-
bution αs1, . . . , α

s
m, we select a single chunk si by

sampling this distribution. We then set the context
vector as

∑ni
j=1 α

w
i,jhi,j , where we use the word

attention weights for the chosen chunk si. Note
that this is equivalent to converting the top-level
distribution αsi to a one-hot encoding based on the
hard sample, then writing αi,j = αsi · αwi,j as in
HIER. At test time, we take the max αsi for a one-
hot encoding instead of sampling. We label this
coarse-to-fine method C2F.

Because the hard attention model loses the
property of being end-to-end differentiable, we
use reinforcement learning to train our network.
Specifically, we use the REINFORCE algorithm
(Williams, 1992), also formalized by Schulman
et al. (2015) in the stochastic computation graph
framework. Layers before the hard attention node
receive backpropagated policy gradient ∂L

∂θ = r ·
∂ log p(α|θ)

∂θ , where r is some reward and p(α|θ) is
the attention distribution that we sample from.

Rewards and variance reduction We can think
of our decoder RNN as a reinforcement learning
agent where the state is the LSTM decoder state
at time t and actions are the hard attention deci-
sions. Since samples from αt at time t of the
RNN decoder can also affect future rewards, the
total influenced reward is

∑T
s=t rs at time t, where

rt = log p(yt|y1, . . . , yt−1,x) is the single step re-
ward. Inspired by the discount factor from RL, we
slightly modify the total reward: instead of simply
taking the sum, we can scale later rewards with a
discount factor γ, giving total reward

∑T
s=t γ

s−trs
for the stochastic hard attention node at. We found

1The term coarse-to-fine attention has previously been in-
troduced in the literature (Mei et al., 2016). However, their
idea is different: they use coarse attention to reweight the fine
attention computed over the entire input. This idea has also
been called hierarchical attention (Nallapati et al., 2016).
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Figure 1: Model architecture for sequence-to-sequence with coarse-to-fine attention. The left side is the encoder that reads
the document, and the right side is the decoder that produces the output sequence. On the encoder side, the top-level hidden
states are used for the coarse attention weights, while the word-level hidden states are used for the fine attention weights. The
context vector is then produced by a weighted average of the word-level states. In HIER, we average over the coarse attention
weights, thus requiring computation of all word-level hidden states. In C2F, we make a hard decision for which chunk of text
to use, and so we only need to compute word-level hidden states for one chunk.

that adding a discount factor helps in practice (we
use γ = 0.5).

Training on the reward directly tends to have
high variance, and so we subtract a baseline re-
ward to help reduce variance as per Weaver and
Tao (2001). To calculate these baselines, we store
a constant bt for each decoder time step t. We fol-
low Xu et al. (2015) and keep an exponentially
moving average of the reward for each time step
t as bt ← bt + β(rt − bt) where rt is the average
minibatch reward and β a learning rate (set to 0.1).

In addition to including a baseline, we also scale
the rewards by a tuned hyperparameter λ — we
found that scaling helped to stabilize training. We
empirically set λ to 0.3. Therefore, our final re-
ward at time t can be written as

λ

T∑
s=t

γs−t(rs − bs) (4)

ALTERNATE training Xu et al. (2015) explain
that training hard attention with REINFORCE has
very high variance, even when including a base-
line. Thus, for every minibatch of training, they
randomly use soft attention instead of hard atten-
tion with some probability (they use 0.5). The
backpropagated gradient is then the standard soft
attention gradient instead of the REINFORCE gra-
dient. When we use this training method in our
results, we label it as +ALTERNATE.

Multiple samples From our initial experiments
with C2F, we found that taking a single sample

was not very effective. However, we discovered
that sampling multiple times from the attention
distribution αs improves performance.

To be precise, we fix a number kmul for the
number of times we sample from αs. Then, we
sample based on the multinomial distribution µ ∼
Mult(kmul, {αi}mi=1) to produce the new top-level
attention vector α̃s, with α̃si = µi/kmul. In our re-
sults, we label this as +MULTI.

Intuitively, kmul is the number of top-level
chunks we select to produce the context. With
higher kmul, the hard attention model more closely
approximates the soft attention model, and hence
should lead to better performance. This, however,
incurs a cost in computational complexity.

5 Experiments

5.1 Data

Experiments were performed on a version of
the CNN/Dailymail dataset from Hermann et al.
(2015). Each data point is a news document ac-
companied by up to 4 “highlights”, and we take
the first of these as our target summary. Note that
our dataset differs from related work (Nallapati
et al., 2016; See et al., 2017) which take all the
highlights as the summary, as we were less inter-
ested in target side length and more in correctly
locating sparse attention in the source.

Train, validation, and test splits are provided
with the original dataset along with document to-
kenization and sentence splitting. We do addi-
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tional preprocessing by replacing all numbers with
# and appending end of sentence tokens </s> to
each sentence. We limit our vocabulary size to the
50000 most frequent words, replacing the rest with
<unk> tokens.

5.2 Implementation Details

To ease minibatch training on the hierarchical
models, we arrange the first 400 words of the doc-
ument into a 10 by 40 image and take each row
to be a top-level chunk. For HIER, we also experi-
ment with shapes of 5 by 80 and 2 by 200 (denoted
5X80, 2X200 resp.). These should more closely
approximate STANDARD as the shape approaches
a single sequence.

In addition, we pad short documents to the max-
imum length with a special padding word and al-
low the model to attend to it. However, we zero out
word embeddings for the padding states and also
zero out their corresponding LSTM states. We
found in practice that very little of the attention
ended up on the corresponding states.

5.3 Models

Baselines We consider a few baseline models. A
strong and simple baseline is the first sentence of
the document, which we denote FIRST.

We also consider the integer linear program-
ming (ILP) based document summarizer of Dur-
rett et al. (2016). We apply the code 2 directly on
the test set without retraining the system. We pro-
vide the necessary preprocessing using the Berke-
ley coreference system3. We call this baseline
ILP.

Our models We ran experiments with the mod-
els STANDARD, HIER, and C2F as described
above.

For the coarse attention representations hsi of
HIER and C2F, we experiment with convolutional
and bag of words encodings. We use convolu-
tions for the top-level representations by default,
where we follow Kim (2014) and perform a con-
volution over each window of words in the chunk
using 600 filters of kernel width 6. We use max-
over-time pooling to obtain a fixed-dimensional
top-level representation in Rdf where df = 600
is the number of filters. For bag of words, we sim-
ply take the top-level representation as the sum of

2https://github.com/gregdurrett/berkeley-doc-summarizer
3https://github.com/gregdurrett/berkeley-entity

the chunk’s word embeddings (for a separate em-
bedding matrix), and we write BOW when we use
this encoding. For BOW models, we fix the word
embeddings on the encoder side (in other models,
they are fine tuned).

As an addition to any top-level representation
method, we can include positional embeddings. In
general, we expect the order of text in the docu-
ment to matter for summarization — for example,
the first few sentences are usually important. We
therefore include the option to concatenate a 25-
dimensional embedding of the chunk’s position to
the representation. When we use positional em-
beddings, we write +POS.

For C2F, we include options +MULTI for
kmul > 1, +PRETRAIN for starting with a model
pretrained with soft attention for 1 epoch, and
+ALTERNATE for sampling between hard and soft
attention with probability 0.5.

5.4 Training

We train with minibatch stochastic gradient de-
scent (SGD) with batch size 20 for 20 epochs,
renormalizing gradients below norm 5. We initial-
ize the learning rate to 0.1 for the top-level encoder
and 1 for the rest of the model, and begin decaying
it by a factor of 0.5 each epoch after the validation
perplexity stops decreasing.

We use 2 layer LSTMs with 500 hidden units,
and we initialize word embeddings with 300-
dimensional word2vec embeddings (Mikolov and
Dean, 2013). We initialize all other parameters as
uniform in the interval [−0.1, 0.1]. For convolu-
tional layers, we use a kernel width of 6 and 600
filters. Positional embeddings have dimension 25.
We use dropout (Srivastava et al., 2014) between
stacked LSTM hidden states and before the final
word generator layer to regularize (with dropout
probability 0.3). At test time, we run beam search
to produce the summary with a beam size of 5.

Our models are implemented using Torch based
on a past version of the OpenNMT system4 (Klein
et al., 2017). We ran our experiments on a 12GB
Geforce GTX Titan X GPU. The models take be-
tween 2-2.5 hours to train per epoch.

5.5 Evaluation

We report metrics for perplexity and ROUGE bal-
anced F-scores (Lin, 2004) on the test set.

4http://opennmt.net
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With multiple gold summaries in the
CNN/Dailymail highlights, we take the max
ROUGE score over the gold summaries for a
predicted summary, as our models are trained to
produce a single sentence. The final metric is then
the average over all test data points.5

Note that because we are training the model
to output a single highlight, our numbers are not
comparable with Nallapati et al. (2016) or See
et al. (2017).

6 Results

Table 1 shows summarization results. We see
that our soft attention models comfortably beat the
baselines, while hard attention lags behind.

The ILP model ROUGE scores are surprisingly
low. We attribute this to the fact that our models
usually produce a single sentence as the summary,
while the ILP system can produce multiple. ILP
therefore has comparatively high ROUGE recall
while suffering in precision.

Unfortunately, the STANDARD sequence-to-
sequence baseline proves to be difficult to beat.
HIER performs surprisingly poorly, even though
the hierarchical assumption seems like a natural
one to make. We believe that the assumption
that we can factor the attention distribution into
learned coarse and fine factors may in fact be
too strong. Because the training signal is back-
propagated to the word-level LSTM via the coarse
attention, the training algorithm cannot directly
compare word attention weights as in STANDARD.
Thus, the model does not learn how to attend to the
most relevant top-level chunks, instead averaging
the attention as a backoff (see 6.1). Additionally,
the shapes 5X80 and 2X200 perform slightly bet-
ter, indicating that the model prefers to have fewer
sequences to attend to.

C2F results are significantly worse than soft
attention results. As has been previously ob-
served (Zaremba and Sutskever, 2015), training
with reinforcement learning is inherently more
difficult than standard maximum likelihood, as
the signal from rewards tends to have high vari-
ance (even with variance reduction techniques).
Thus, it may be too difficult to train the encoder
(which forms a large part of the model) using
such a noisy gradient. Even with soft attention
pretraining (+PRETRAIN) and alternating training

5We run the ROUGE 1.5.5 script with flags -m -n 2
-a -f B.

(+ALTERNATE), C2F fails to reach HIER perfor-
mance.

While taking a single sample performs quite
poorly, we see that taking more than one sam-
ple gives a significant boost to scores (+MULTI2,
+MULTI3). There seem to be diminishing returns
as we take more samples.

Finally, we note that positional embeddings
(+POS) give a nontrivial boost to scores and causes
the attention to prefer the front of the document.
The exception, C2F + POS, is due to the fact that
the attention collapses to always highlight the first
top-level chunk.

We show predicted summaries from each model
in Figure 2. We note that the ILP system, which
extracts sentences first, produces long summaries.
In contrast, the generated summaries tend to be
quite succint, and most are the result of copying
or paraphrasing specific sentences.

Source: isis supporters have vowed to murder twitter staff because they
believe the site ’s policy of shutting down their extremist pages is a ’
virtual war ’ . </s> a mocked - up image of the site ’s founder jack
dorsey in <unk> was posted yesterday alongside a diatribe written in
arabic , which claimed twitter employees ’ necks are ’ a target for the
soldiers of the caliphate ’ . </s> addressing mr dorsey personally ,
it claimed twitter was taking sides in a ’ media war ’ which allowed ’
slaughter ’ , adding : ’ your virtual war on us will cause a real war on
you . </s> diatribe : an image of twitter founder jack dorsey in <unk>
was posted alongside a rant in arabic </s> ...

GOLD: diatribe in arabic posted anonymously yesterday and shared
online
FIRST: isis supporters have vowed to murder twitter staff because they
believe the site ’s policy of shutting down their extremist pages is a ’
virtual war ’ .
ILP: ISIS supporters have vowed to murder Twitter staff because they
believe the site ’s policy of shutting down their extremist pages is a ’
virtual war ’ . Twitter was taking sides . Islamic State militants have
swept through huge tracts of Syria and Iraq , murdering thousands of
people .

STANDARD: image of jack dorsey ’s founder jack dorsey posted on
twitter
HIER: the message was posted in arabic and posted on twitter
HIER BOW: the message was posted on twitter and posted on twitter
HIER +POS: dorsey in <unk> was posted yesterday alongside a
diatribe in arabic
C2F: ’ lone war ’ is a ’ virtual war ’ image of the islamic state
C2F +MULTI2: isis supporters say site ’s policy of shutting down is a ’
propaganda war ’
C2F +POS +MULTI2: twitter users say they believe site ’s policy of
closure is a ’ media war ’

Figure 2: Predicted summaries for each model. The source
document is truncated for clarity.

6.1 Analysis

Sharpness of Attention We are interested in
measuring the ability of our models to focus on
a single top-level chunk using attention. Quan-
titatively, we measure the entropy of the coarse
attention on the validation set in Table 2. Intu-
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Model PPL ROUGE-1 ROUGE-2 ROUGE-L

FIRST - 32.3 15.5 27.4
ILP - 29.1 16.0 26.5

STANDARD 13.9 34.7 18.8 32.3

HIER 16.0 33.3 17.5 31.0
HIER BOW 16.3 33.0 17.4 30.7
HIER +POS 15.4 34.2 18.3 31.8
HIER 5X80 15.0 33.9 18.0 31.5
HIER 2X200 14.5 33.9 18.1 31.6

C2F 32.8 28.2 12.9 26.2
C2F +POS 37.8 28.3 12.5 26.1
C2F +MULTI2 25.5 30.0 14.4 27.9
C2F +POS +MULTI2 21.9 31.2 15.3 29.0
C2F +MULTI3 22.9 30.4 14.9 28.3
C2F +PRETRAIN 26.3 29.7 14.2 27.5
C2F +ALTERNATE 23.6 31.1 15.4 28.8

Table 1: Summarization results for CNN/Dailymail (first highlight as target) on perplexity (PPL) and ROUGE metrics.

Model Entropy

STANDARD 1.31
HIER 2.14
C2F 0.15
C2F +MULTI2 0.59
C2F +POS +MULTI2 0.46

Table 2: Entropy over coarse attention, averaged over all at-
tention distributions in the validation set. For reference, uni-
form attention in our case gives entropy ≈ 2.30.

itively, higher entropy means the attention is more
spread out, while lower entropy means the atten-
tion is concentrated.

We compute the entropy numbers by averag-
ing over all generated words in the validation
set. Because each document has been split into
10 chunks, perfectly uniform entropy would be
≈ 2.30.

We note that the entropy of C2F is very low
(before taking the argmax at test time). This is
exactly what we had hoped for — we will see that
the model in fact learns to focus on only a few
top-level chunks of the document over the course
of generation. If we have multiple samples with
+MULTI2, the model is allowed to use 2 chunks at
a time, which relaxes the entropy slightly.

We also observe that the HIER entropy is very
high and almost uniform. The model appears to be
averaging the encoder hidden states across chunks,
indicating that the training failed to find the same
optimum as in STANDARD. We discuss this fur-
ther in the next section.

Attention Heatmaps For the document in Fig-
ure 2, we visualize the coarse attention distribu-
tions produced by each model in Figure 3.

In each figure, the rows are the top-level chunks
of each document (40 words per row), and the
columns are the summary words produced by the
model. The intensity of each box for a given
column represents the strength of the attention
weight on that row. For STANDARD, the heatmap
is produced by summing the word-level attention
weights in each row.

In HIER, we observe that the attention becomes
washed out (in accord with its high entropy) and
is essentially averaging all of the encoder hidden
states. This is surprising because in theory, HIER

should be able to replicate the same attention dis-
tribution as STANDARD.

If we examine the word-level attention (not pic-
tured here), we find that the model focuses on stop
words (e.g. punctuation marks, </s>) in the en-
coder. We posit this may be due to the LSTM “sav-
ing” information at these words, and so the soft at-
tention model can best retrieve the information by
averaging over these hidden states. Alternatively,
the model may be ignoring the encoder and gener-
ating only from the decoder language model.

In C2F, we see that we get very sharp attention
on some rows as we had hoped. Unfortunately, the
model has trouble deciding where to attend to, os-
cillating between the first and second-to-last rows.
We partially alleviate this problem by allowing the
model to attend to multiple rows in hard attention.
Indeed, with +MULTI2 +POS, the model actually
produces a very coherent output by focusing at-
tention near the beginning. We believe that the
improved result for this example is not only due
to more flexibility in where to attend, but a better
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Figure 3: Sentence attention visualizations for different models. From left to right: (1) STANDARD, (2) HIER, (3) C2F, (4)
C2F +MULTI2 +POS.

encoding model due to the training process.

7 Conclusion

In this work, we experiment with a novel coarse-
to-fine attention model on the CNN/Dailymail
dataset. We find that both versions of our model,
HIER and C2F, fail to beat the standard sequence-
to-sequence model on metrics, but C2F has the de-
sired property of sharp attention on a small subset
of the source. Therefore, coarse-to-fine attention
shows promise for scaling up existing models to
larger inputs.

Further experimentation is needed to improve
these attention models to state of the art. In par-
ticular, we need to better understand (1) the rea-
son for the subpar performance and high entropy
of hierarchical attention, (2) how to control the
variance training of reinforcement learning, and
(3) how to balance the tradeoff between stronger
models and attention sparsity over long source se-
quences. We would also like to investigate alter-
natives to reinforcement learning for implement-
ing sparse attention, e.g. sparsemax (Martins and
Astudillo, 2016) and key-value memory networks

(Miller et al., 2016) (preliminary investigations
with sparsemax were not extremely promising, but
we leave this to future work). Resolving these is-
sues can allow attention models to become more
scalable, especially in computationally intensive
tasks such as document summarization.
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Abstract

Summarization of spoken conversations is
a challenging task, since it requires deep
understanding of dialogs. Abstractive
summarization techniques rely on linking
the summary sentences to sets of original
conversation sentences, i.e. communities.
Unfortunately, such linking information is
rarely available or requires trained anno-
tators. We propose and experiment au-
tomatic community creation using cosine
similarity on different levels of represen-
tation: raw text, WordNet SynSet IDs, and
word embeddings. We show that the ab-
stractive summarization systems with au-
tomatic communities significantly outper-
form previously published results on both
English and Italian corpora.

1 Introduction

Spoken conversation summarization is an impor-
tant task, since speech is the primary medium of
human-human communication. Vast amounts of
spoken conversation data are produced daily in
call-centers. Due to this overwhelming number
of conversations, call-centers can only evaluate a
small percentage of the incoming calls (Stepanov
et al., 2015). Automatic methods of conversation
summarization have a potential to increase the ca-
pacity of the call-centers to analyze and assess
their work.

Earlier works on conversation summarization
have mainly focused on extractive techniques.
However, as pointed out in (Murray et al., 2010)
and (Oya et al., 2014), abstractive summaries are
preferred to extractive ones by human judges.
The possible reason for this is that extractive
techniques are not well suited for the conversa-
tion summarization, since there are style differ-

ences between spoken conversations and human-
authored summaries. Abstractive conversation
summarization systems, on the other hand, are
mainly based on the extraction of lexical informa-
tion (Mehdad et al., 2013; Oya et al., 2014). The
authors cluster conversation sentences/utterances
into communities to identify most relevant ones
and aggregate them using word-graph models.

The graph paths are ranked to yield abstract sen-
tences – a template. And these templates are se-
lected for population with entities extracted from
a conversation. Thus the abstractive summariza-
tion systems are limited to these templates gener-
ated by supervised data sources. The template se-
lection strategy in these systems leverages on the
manual links between summary and conversation
sentences. Unfortunately, such manual links are
rarely available.

In this paper we evaluate a set of heuristics for
automatic linking of summary and conversations
sentences, i.e. ‘community’ creation. The heuris-
tics rely on the similarity between the two, and
we experiment with the cosine similarity compu-
tation on different levels of representation – raw
text, text after replacing the verbs with their Word-
Net SynSet IDs, and the similarity computed us-
ing distributed word embeddings. The heuristics
are evaluated within the template-based abstrac-
tive summarization system of Oya et al. (2014).
We extend this system to Italian using required
NLP tools. However, the approach transparently
extends to other languages with available Word-
Net, minimal supervised summarization corpus
and running text. Heuristics are evaluated and
compared on AMI meeting corpus and Italian
LUNA Human-Human conversation corpus.

The overall description of the system with the
more detailed description of the heuristics is pro-
vided in Section 2. In Section 3 we describe the
corpora, evaluation methodology and the commu-
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Figure 1: Abstractive summarization pipeline.

nity creation experiments. Section 4 provides con-
cluding remarks and future directions.

2 Methodology

In this section we describe the conversation sum-
marization pipeline that is partitioned into com-
munity creation, template generation, ranker train-
ing, and summary generation components. The
whole pipeline is depicted in Figure 1.

2.1 Template Generation

Template Generation follows the approach of (Oya
et al., 2014) and, starting from human-authored
summaries, produces abstract templates applying
slot labeling, summary clustering and template fu-
sion steps. The information required for the tem-
plate generation are part-of-speech (POS) tags,
noun and verb phrase chunks, and root verbs from
dependency parsing.

For English, we use Illinois Chunker (Pun-
yakanok and Roth, 2001) to identify noun phrases
and extract part-of-speech tags; and the the tool of
(De Marneffe et al., 2006) for generating depen-
dency parses. For Italian, on the other hand, we
use TextPro 2.0 (Pianta et al., 2008) to perform all
the Natural Language Processing tasks.

In the slot labeling step, noun phrases from
human-authored summaries are replaced by Word-
Net (Fellbaum, 1998) SynSet IDs of the head
nouns (right most for English). For a word, SynSet
ID of the most frequent sense is selected with re-
spect to the POS-tag. To get hypernyms for Italian
we use MultiWordNet (Pianta et al., 2002).

The clustering of the abstract templates gener-
ated in the previous step is performed using the
WordNet hierarchy of the root verb of a sentence.

The similarity between verbs is computed with re-
spect to the shortest path that connects the senses
in the hypernym taxonomy of WordNet. The tem-
plate graphs, created using this similarity, are then
clustered using the Normalized Cuts method (Shi
and Malik, 2000).

The clustered templates are further generalized
using a word graph algorithm extended to tem-
plates in (Oya et al., 2014). The paths in the word
graph are ranked using language models trained on
the abstract templates and the top 10 are selected
as a template for the cluster.

2.2 Community Creation

In the AMI Corpus, sentences in human-authored
summaries are manually linked to a set of the sen-
tences/utterances in the meeting transcripts, re-
ferred to as communities. It is hypothesized that
a community sentence covers a single topic and
conveys vital information about the conversation
segment. For the automatic community creation
we explore four heuristics.

• H1 (baseline): take the whole conversation as
a community for each sentence;

• H2: The 4 closest turns with respect to cosine
similarity between a summary and a conver-
sation sentence.

• H3: The 4 closest turns with respect to co-
sine similarity after replacing the verbs with
WordNet SynSet ID.

• H4: The 4 closest turns with respect to
cosine similarity of averaged word embed-
ding vectors obtained using word2vec for a
turn.(Mikolov et al., 2013).

The number of sentences selected for a community
is set to 4, since it is the average size of the manual
community in the AMI corpus.

We use word2vec tool (Mikolov et al., 2013)
for learning distributed word embeddings. For
English, we obtained pre-trained word embed-
dings trained on a part of Google News data set
(about 3 billion words)1. The model contains
300-dimensional vectors for 3 million words and
phrases. For Italian, we use the word2vec to train
word embeddings on the Europarl Italian corpus
(Koehn, 2005)2. We empirically choose 300, 5,
and 5 for the embedding size, window length, and
word count threshold, respectively.

1
https://github.com/mmihaltz/word2vec-GoogleNews-vectors

2
http://www.statmt.org/europarl/
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2.3 Summary Generation

The first step in summary generation is the seg-
mentation of conversations into topics using a lexi-
cal cohesion-based domain-independent discourse
segmenter – LCSeg (Galley et al., 2003). The pur-
pose of this step is to cover all the conversation
topics. Next, all possible slot ‘fillers’ are extracted
from the topic segments and are ranked with re-
spect to their frequency in the conversation.

An abstract template for a segment is selected
with respect to the average cosine similarity of the
segment and the community linked to that tem-
plate. The selected template slots are filled with
the ‘fillers’ extracted earlier.

2.4 Sentence Ranking

Since the system produces many sentences that
might repeat the same information, the final set of
automatic sentences is selected from these filled
templates with respect to the ranking using the to-
ken and part-of-speech tag 3-gram language mod-
els. In this paper, different from (Oya et al., 2014),
the sentence ranking is based solely on the n-gram
language models trained on the tokens and part-of-
speech tags from the human-authored summaries.

3 Experiments and Results

We evaluate the automatic community creation
heuristics on the AMI meeting corpus (Carletta
et al., 2006) and Italian and English LUNA
Human-Human corpora (Dinarelli et al., 2009).

3.1 Data Sets

The two corpora used for the evaluation of the
heuristics are AMI and LUNA. The AMI meeting
corpus (Carletta et al., 2006) is a collection of 139
meeting records where groups of people are en-
gaged in a ‘roleplay’ as a team and each speaker
assumes a certain role in a team (e.g. project man-
ager (PM)). Following (Oya et al., 2014), we re-
moved 20 dialogs used by the authors for develop-
ment, and use the remaining dialogs for the three-
fold cross-validation.

The LUNA Human-Human corpus (Dinarelli
et al., 2009) consists of 572 call-center dialogs
where a client and an agent are engaged in a prob-
lem solving task over the phone. The 200 Ital-
ian LUNA dialogs have been annotated with sum-
maries by 5 native speakers (5 summaries per di-
alog). For the Call Centre Conversation Summa-
rization (CCCS) shared task (Favre et al., 2015)

a set of 100 dialogs was manually translated to
English. The conversations are equally split into
training and testing sets as 100/100 for Italian, and
50/50 for English.

3.2 Evaluation
ROUGE-2 metric (Lin, 2004) is used for the eval-
uation. The metric considers bigram-level preci-
sion, recall and F-measure between a set of refer-
ence and hypothesis summaries. For AMI corpus,
following (Oya et al., 2014), we report ROUGE-2
F-measures on 3-fold cross-validation. For LUNA
Corpus, on the other hand, we have used the mod-
ified version of ROUGE 1.5.5 toolkit from the
CCCS Shared Task (Favre et al., 2015), which
was adapted to deal with a conversation-dependent
length limit of 7%. Unlike the AMI Corpus, the
official reported results for the CCCS Shared Task
were recall; thus, for LUNA Corpus the reported
values are ROUGE-2 recall.

For statistical significance testing, we use a
paired bootstrap resampling method proposed in
(Koehn, 2004). We create new virtual test sets
of 15 conversations with random re-sampling 100
times. For each set, we compute the ROUGE-2
score and compare the system performances using
paired t-test with p = 0.05.

3.3 Results
In this section we report on the results of the ab-
stractive summarization system using the commu-
nity creation heuristics described in Section 2.

Following the Call-Center Conversation Sum-
marization Shared Task at MultiLing 2015 (Favre
et al., 2015), for LUNA Corpus (Dinarelli et al.,
2009) we compare performances to three extrac-
tive baselines: (1) the longest turn in the conver-
sation up to the length limit (7% of a conversa-
tion) (Baseline-L), (2) the longest turn in the first
25% of the conversation up to the length limit
(Baseline-LB) (Trione, 2014), and (3) Maximal
Marginal Relevance (MMR) (Carbonell and Gold-
stein, 1998) with λ = 0.7. For AMI corpus, on
the other hand, we compare performances to the
abstractive systems reported in (Oya et al., 2014).

The performances of the heuristics on AMI cor-
pus are given in Table 1. In the table we also re-
port the performances of the previously published
summarization systems that make use of the man-
ual communities – (Oya et al., 2014) and (Mehdad
et al., 2013); and our run of the system of (Oya
et al., 2014). With manual communities we have
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Model ROUGE-2
Mehdad et al. (2013) 0.040
Oya et al. (2014) (15 seg.) 0.068
Manual Communities 0.072
(H2) Top 4 turns: token 0.076
(H3) Top 4 turns: SynSetID 0.077
(H4) Top 4 turns: Av. WE 0.079

Table 1: Average ROUGE-2 F-measures on 3-fold
cross-validation for the abstractive summarization
systems on AMI corpus.

Model EN IT
Extractive Systems

Baseline-L 0.015 0.015
Baseline-LB 0.023 0.027
MMR 0.024 0.020

Abstractive Systems
(H1) Whole Conversation 0.019 0.018
(H2) Top 4 turns: token 0.039 0.021
(H3) Top 4 turns: SynSetID 0.041 0.025
(H4) Top 4 turns: Av. WE 0.051 0.029

Table 2: ROUGE-2 recall with 7% summary
length limit for the extractive baselines (Favre
et al., 2015) and abstractive summarization sys-
tems with the community creation heuristics on
LUNA corpus.

obtained average F-measure of 0.072. From the
table, we can observe that all the systems with
automatic community creation heuristics and the
simplified sentence ranking described in Section 2
outperform the systems with manual communities.
Among the heuristics, average word embedding-
based cosine similarity metric performs the best
with average F-measure of 0.079. All the sys-
tems with automatic community creation heuris-
tics (H2, H3, H4) perform significantly better than
the system with manual communities.

For Italian, the extractive baseline that selects
the longest utterance from the first quarter of a
conversation, is the strong baseline with ROUGE-
2 recall of 0.027. It is not surprising, since the
longest turn from the beginning of the conversa-
tion is usually a problem description, which ap-
pears in human-authored summaries. In the CCCS
Shared Task, none of the submitted systems was
able to outperform it. The system with a word
embedding-based automatic community creation
heuristic, however, achieves recall of 0.029, sig-
nificantly outperforming it.

Using word embeddings allow us to exploit
monolingual data, which helps to avoid the prob-
lem of data sparsity encountered using WordNet,
which allows for better communities on out-of-
domain data set and better coverage. This fact can
account for the wider gap in performance between
using H2 – H4 heuristics.

For the 100 English LUNA dialogs, we observe
the same pattern as for Italian dialogs and AMI
corpus: the best performance is observed for the
similarity using word embeddings (0.051). How-
ever, for English LUNA, the best extractive base-
line is weaker, as H2 and H3 heuristics are able to
outperform it.

The additional observation is that the perfor-
mance for English is generally higher. Moreover,
word embeddings provide larger boost on English
LUNA. Whether this is due to the properties of
Italian or the differences in the amount and domain
of data used for training word embeddings is a
question we plan to address in the future. We also
observe that English WordNet gives a better lexi-
cal coverage than the Multilingual WordNet used
for Italian. Thus, it becomes important to explore
methods which does not rely on WordNet, as now
the Italian system may be suffering from the data
sparsity problem due to it.

Overall, the heuristics with word embedding
vectors perform the best on both corpora and
across-languages. Consequently, we conclude that
automatic community creation with word embed-
ding for similarity computation is a good tech-
nique for the abstractive summarization of spoken
conversations.

4 Conclusion

In this paper we have presented automatic com-
munity creation heuristics for abstractive spoken
conversation summarization. The heuristics are
based on the cosine similarity between conversa-
tion and summary sentences. The similarity is
computed as different levels: raw text, text after
verbs are replaces with WordNet SynSet IDs and
average word embedding similarity. The heuris-
tics are evaluated on AMI meeting corpus and
LUNA human-human conversation corpus. The
community creation heuristic based on cosine sim-
ilarity using word embedding vectors outperforms
all the other heuristics on both corpora, as well as
it outperforms the previously published results.

We have observed that the systems generally
perform better on English; and the performance
differences among heuristics is less for Italian.
The Italian word embedding were trained on Eu-
roparl, that is much smaller in size than the data
that was used to train English embeddings. In the
future we plan to address these issues and train
embeddings on a larger more diverse corpus.
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Abstract

We present a fully unsupervised, extrac-
tive text summarization system that lever-
ages a submodularity framework intro-
duced by past research. The framework
allows summaries to be generated in a
greedy way while preserving near-optimal
performance guarantees. Our main contri-
bution is the novel coverage reward term
of the objective function optimized by
the greedy algorithm. This component
builds on the graph-of-words representa-
tion of text and the k-core decomposition
algorithm to assign meaningful scores to
words. We evaluate our approach on the
AMI and ICSI meeting speech corpora,
and on the DUC2001 news corpus. We
reach state-of-the-art performance on all
datasets. Results indicate that our method
is particularly well-suited to the meeting
domain.

1 Introduction

We present an extractive text summarization sys-
tem and test it on automatic meeting speech tran-
scriptions and news articles. Summarizing spon-
taneous multiparty meeting speech text is a dif-
ficult task fraught with many unique challenges
(McKeown et al., 2005). Rather than the well-
formed grammatical sentences found in traditional
documents, the input data consist of utterances, or
fragments of speech transcripts. Information is di-
luted across utterances due to speakers frequently
hesitating and interrupting each other, and noise
abounds in the form of disfluencies (often ex-
pressed with filler words such as “um”, “uh-huh”,
etc.) and unrelated chit-chat. Since human tran-
scriptions are very costly, the only transcriptions
available in practice are often Automatic Speech

Recognition (ASR) output. Recognition errors in-
troduce much additional noise, making the task of
summarization even more difficult. In this paper,
we use ASR output as our sole input, and do not
make use of additional data such as prosodic fea-
tures (Murray et al., 2005).

2 Background

2.1 Graph-of-words representation
A graph-of-words represents a piece of text as
a network whose nodes are unique terms in
the document, and whose edges encode some
kind of term-term relationship information. Un-
like the traditional vector space model that as-
sumes term independence, a graph-of-words is an
information-rich structure, and enables many pow-
erful tools from graph theory to be applied to NLP
tasks. The most famous example is probably the
use of PageRank for unsupervised keyword ex-
traction and document summarization (Mihalcea
and Tarau, 2004).

More recent unsupervised NLP studies based
on graphs reached state-of-the-art performance
on a variety of tasks such as multi-sentence
compression, information retrieval, real-time sub-
event detection from text streams, keyword ex-
traction, and real-time topic detection (Filippova,
2010; Rousseau and Vazirgiannis, 2013; Meladi-
anos et al., 2015; Tixier et al., 2016a; Meladianos
et al., 2017).

While several variants of the graph-of-words
representation exist, with different levels of so-
phistication and many graph building and graph
mining parameters (Tixier et al., 2016b), we stick
here to the traditional configuration of (Mihal-
cea and Tarau, 2004), which simply records co-
occurrence statistics. In this setting, as illustrated
in Figure 1, an undirected edge is drawn between
two nodes if the unigrams they represent co-occur
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within a window of fixed size W that is slided
over the full text from start to finish, overspan-
ning sentences. In addition, edges are assigned
integer weights matching co-occurrence counts.
This approach follows the Distributional Hypoth-
esis (Harris, 1954), in that it assumes the exis-
tence and strength of the dependence between tex-
tual units to be solely determined by the frequency
with which they share local contexts of occur-
rence.
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Figure 1: Undirected, weighted graph-of-words example.
W = 8 and overspans sentences. Stemmed words, weighted
k-core decomposition. Numbers inside parentheses are

CoreRank scores. For clarity, non-(nouns and adjectives) in
italic have been removed.

2.2 Graph degeneracy
Within the rest of this subsection, we will consider
G(V,E) to be an undirected, weighted graph with
n = |V | nodes and m = |E| edges. The concept
of graph degeneracy was introduced by (Seidman,
1983) and first applied to the study of cohesion in
social networks. It is inherently related to the k-
core decomposition technique.

k-core. A core of order k (or k-core) of G is
a maximal connected subgraph of G in which ev-
ery vertex v has at least degree k. The degree of
v is the sum of the weights of its incident edges.
Note that here, since edge weights are integers (co-
occurrence counts), node degrees, and thus, the
k’s, are also integers.

The k-core decomposition of G is the set of
all its cores from 0 or 1 (G itself, respectively
in the disconnected/connected case) to kmax (its
main core). As shown in Figure 2, it forms a hi-
erarchy of nested subgraphs whose cohesiveness
and size respectively increase and decrease with k.

The higher-level cores can be viewed as a filtered
version of the graph that excludes noise (actually,
the main core of a graph is a coarse approxima-
tion of its densest subgraph). This property of the
core decomposition is highly valuable when deal-
ing with graphs constructed from noisy text. The
core number of a node is the highest order of a
core that contains this node. As detailed in Algo-
rithm 1, the k-core decomposition is obtained by
implementing a pruning process that iteratively re-
moves the lowest degree nodes from the graph.

Algorithm 1 k-core decomposition
Input: Undirected graph G = (V,E)
Output: Core numbers c(v), ∀v ∈ V
1: i← 0
2: while |V | > 0 do
3: while ∃v : degree(v) ≤ i do
4: c(v)← i
5: V ← V \ {v}
6: E ← E \ {(u, v)|u ∈ V }
7: end while
8: i← i+ 1
9: end while

3-core

2-core

1-core

Core number Core number Core numberc = 1 c = 2 c = 3

*
**

Figure 2: k-core decomposition of a graph and illustration of
the value added by CoreRank. While nodes ? and ?? have
the same core number (=2), node ? has a greater CoreRank
score (3+2+2=7 vs 2+2+1=5), which better reflects its more

central position in the graph.

Time complexity. While linear algorithms
are available to compute the core decomposi-
tion of unweighted graphs (Batagelj and Zaver-
snik, 2003), it is slightly more expensive to ob-
tain in the weighted case (our setting here), and
requires O(m log(n)) (Batagelj and Zaveršnik,
2002). Finally, building a graph-of-words is
linear: O(nW ). Overall though, the whole
pipeline remains very affordable, given that word
co-occurrence networks constructed from single
documents rarely feature more than hundreds of
nodes. In fact, when dealing with single, short
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pieces of text, the k-core decomposition is fast
enough to be used in real-time settings (Meladi-
anos et al., 2017).

2.3 Submodularity and extractive
summarization

Just like their convex counterparts in the continu-
ous case, submodular functions share unique prop-
erties that make them conveniently optimizable.
For this reason, they are are popular and have
been applied to a variety of real-world problems,
such as viral marketing (Kempe et al., 2003), sen-
sor placement (Krause et al., 2008), and docu-
ment summarization (Lin and Bilmes, 2011). In
what follows, we briefly introduce the concept of
submodularity and outline how it spontaneously
comes into play when dealing with extractive sum-
marization. For clarity and consistency, we pro-
vide explanations within the context of document
summarization (without loss of generality).

Submodularity. A set function F : 2V → R
where V =

{
v1, ..., vn

}
is said to be submodular

if it satisfies the property of diminishing returns
(Krause and Golovin, 2012):

∀A ⊆ B ⊆ V \ v, F (A ∪ v)− F (A) ≥ F (B ∪ v)− F (B)
(1)

If F measures summary quality, diminishing re-
turns means that the gain of adding a new sentence
to a given summary should be greater than the gain
of adding the same sentence to a larger summary
containing the smaller one.

Monotonocity. Trivially, a set function is
monotone non-decreasing if:

∀A ⊆ B,F (A) ≤ F (B) (2)

Which means that the quality of a summary can
only increase or stay the same as it grows in size,
i.e., as we add sentences to it.

Budgeted maximization. The task of extrac-
tive summarization can be viewed as the selection,
under a budget constraint, of the subset of sen-
tences that best represents the entire set (i.e., the
document). This problem translates to a combina-
torial optimization task:

arg max
S⊆V

F (S) |
∑
v∈S

cv ≤ B (3)

Where S is a subset of the full set of sentences
V (i.e., a summary), cv ≥ 0 is the cost of sentence
v, and B is the budget. Finally, F is a summary

quality scoring set function, mapping 2V (the fi-
nite ensemble of all subsets of V , i.e., of all possi-
ble summaries), to R. In other words, F assigns a
single numeric score to a given summary.

While finding an exact solution for Equation 3
is NP-hard, it was proven that under a cardinal-
ity constraint (unit costs), a greedy algorithm can
approach it with factor (e − 1)/e ≈ 0.63 in the
worst case (Nemhauser et al., 1978). However, for
this guarantee to hold, F has to be submodular and
monotone non-decreasing.

More recently, (Lin and Bilmes, 2010) proposed
a modified greedy algorithm whose solution is
guaranteed to be at least 1−1/

√
e ≈ 0.39 as good

as the best one, under a general budget constraint
(not necessarily unit costs). Empirically, the ap-
proximation factor was shown to be close to 90%.
The constraints on F remain unchanged. More
precisely, the algorithm of (Lin and Bilmes, 2010)
iteratively selects the sentence that maximizes the
ratio of objective function gain to scaled cost:

F (G ∪ v)− F (G)
crv

(4)

Where G is the current summary, cv is the cost
of sentence v (e.g., number of words, bytes...), and
r > 0, the scaling factor, adjusts for the fact that
the objective function F and the cost of a sentence
might be expressed in different units and thus not
be directly comparable.

Objective function. The choice of F is what
matters here. Naturally, F should capture the de-
sirable properties in a summary, which have tradi-
tionally been formalized in the literature as rele-
vance and non-redundancy.

A well-known function capturing both aspects
is Maximum Marginal Relevance (MMR) (Car-
bonell and Goldstein, 1998). Unfortunately, MMR
penalizes for redundancy, which makes it non-
monotone. Therefore, it cannot benefit from the
near-optimality guarantees. To address this issue,
(Lin and Bilmes, 2011) proposed to positively re-
ward diversity, with objective function:

F (S) = C(S) + λD(S) (5)

Where C and D respectively reward coverage
and diversity, and λ ≥ 0 is a trade-off parameter.
λD(S) can be viewed as a regularization term. We
used an objective function of the form described
by Equation 5 in our system. In the next subsec-
tion, we present and motivate our choices for C
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and D.

3 Proposed system

Our system can be broken down into the four mod-
ules shown in Figure 3, which we detail in what
follows.

1. Text preprocessing 2. Graph building

3. Keyword 

extraction

4. Submodularity-

based summarization

Figure 3: Overarching system process flow

3.1 Text preprocessing
The fully unsupervised nature of our system gives
it the advantage of being applicable to different
languages (and different types of textual input)
with only minimal changes in the preprocessing
steps. A necessary first step is thus to detect the
language of the input text. So far, our model sup-
ports English and French, although our experi-
ments were ran for the English language only.
•Meeting speech: utterances shorter than 0.85

second are then pruned out, words are lowercased
and stemmed, and specific flags introduced by the
ASR system (e.g., indicating inaudible sounds,
such as “{vocalsound}” in English) are removed.
Punctuation is also discarded. Custom stopwords
and fillerwords for meeting speech, learned from
the development sets of the AMI and ICSI cor-
pora1, are also discarded. French stopwords and
fillerwords were learned from a database of French
speech curated from various sources2. The surviv-
ing words are considered as node candidates for
the next phase, without any part-of-speech-based
filtering. Note that the absence of requirement for
a POS tagger makes our system even more flexi-
ble.
• Traditional documents: standard stopwords

are removed (e.g., SMART stopwords3 for the
English language), punctuation is removed, and
words are lowercased and stemmed.

In parallel, a copy of the original untouched ut-
terances/sentences is created. It is from this set
that the algorithm will select from to generate the
summary at step 4. In the meeting domain only,
in order to improve readability, the last 3 words

1most frequent words followed by manual inspection
2available at https://github.com/Tixierae/EMNLP2017_

NewSum
3
http://jmlr.org/papers/volume5/lewis04a/

a11-smart-stop-list/english.stop

of each utterance are eliminated if they are filler
words, and repeated consecutive unigrams (e.g.
“remote remote”), and bigrams (e.g. “remote con-
trol remote control”) are collapsed to single terms
(“remote”, “remote control”). Note that these ex-
tra cleaning steps were performed for our system
as well as all the baselines.

3.2 Graph-building
A word co-occurrence network, as defined in Sub-
section 2.1, is built. The size of the sliding window
was tuned on the development sets of each dataset,
as will be explained in Subsection 4.4.

3.3 Keyword extraction and scoring
We used the Density and CoreRank heuristics in-
troduced by (Tixier et al., 2016a). In brief, these
techniques are based on the assumption, verified
empirically, that spreading influence is a better
“keywordedness” metric than random walk-based
ones, such as PageRank. Influential spreaders are
those nodes in the graph that can reach a large
portion of the other nodes in the network at min-
imum time and cost. Research has shown (Kit-
sak et al., 2010) that the spreading influence of
a node is better captured by its core number, be-
cause unlike the eigenvector centrality or PageR-
ank measures, which only capture individual pres-
tige, graph degeneracy also takes into account the
extent to which a node is part of a dense, cohesive
part of the graph. Such positional information is
highly valuable in determining the ability of the
node to propagate information throughout the net-
work.

More precisely, the “Density” and “CoreRank”
techniques were shown by (Tixier et al., 2016a)
to reach state-of-the-art unsupervised keyword ex-
traction performance on medium and large docu-
ments, respectively. Both methods decompose the
word co-occurrence network of a given piece of
text with the weighted k-core algorithm.
• “Density” then computes the density of each

k-core subgraph and selects the optimal cut-off
kbest in the hierarchy as the elbow in the density
vs. k curve. It finally returns the members of the
kbest-core of the graph as keywords. The assump-
tion is that it is valuable to descend the hierarchy
of cores as long as the desirable density properties
are maintained, but once they are lost (as identified
by the elbow), it is time to stop.
• The second method, “CoreRank”, assigns to

each node a score computed as the sum of the
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core numbers of its neighbors (see Figure 1),
and retains the top p% nodes as keywords (we
used p = 0.15). As illustrated in Figure 2, by
decreasing granularity from the subgraph to the
node level, CoreRank generates a ranking of nodes
that better captures their structural position in the
graph. Also, stabilizing scores across node neigh-
borhoods increases even more the inherent noise
robustness property of graph degeneracy, which is
particularly desirable when dealing with noisy text
such as automatic speech transcriptions.

We encourage the reader to refer to the original
paper for more information about the Density and
CoreRank heuristics.

3.4 Extractive summarization
An objective function of the form presented in
Equation 5 and the modified greedy algorithm of
(Lin and Bilmes, 2010) are finally used to com-
pose summaries by selecting from the original ut-
terances with coverage and diversity functions as
detailed next.
• Coverage function. We chose a concept-

based coverage function. Such functions fulfill
the monotonicity and submodularity requirements
(Lin and Bilmes, 2011). More precisely, we com-
pute the coverage of a candidate summary S as
the weighted sum of the scores of the keywords it
contains:

C(S) =
∑
i∈S

niwi (6)

Where ni is the number of times keyword i ap-
pears in S, and wi is the score of keyword i.
Non-keywords are not taken into account. There-
fore, a summary not containing any keyword gets a
null score. Remember that the keywords and their
scores are given by the “Density” and “CoreRank”
techniques, respectively for the AMI and ICSI cor-
pora.

Note that (Riedhammer et al., 2008a) also used
a concept-based relevance measure. However, the
way we define, and the mechanism by which we
extract and assign scores to concepts radically dif-
fer. Our degeneracy-based methods natively as-
sign weights to all the words in the graph, and then
extract keywords based on those weights, while
(Riedhammer et al., 2008a) consider all n-grams
and then use a basic frequency-based weighting
scheme. Our work is also related to (Lin et al.,
2009), but unlike us, the authors use a sentence
semantic graph and a different objective function.

• Diversity reward function. We encourage di-
versity by taking into account the proportion of
keywords covered by a candidate summary, irre-
spective of the scores of the keywords:

D(S) = Nkeywords∈S/Nkeywords (7)

Where Nkeywords∈S is the number of (unique)
keywords contained in the summary, and
Nkeywords is the total number of keywords
extracted for the meeting. Promoting non-
redundancy is important as our coverage term
does not inherently penalizes for redundancy,
unlike for instance (Gillick et al., 2009).

4 Experimental setup

4.1 Datasets
We tested our approach on ASR output and regular
text. The lists of meetings/documents IDs we used
for development and testing are available on the
project online repository4.

4.1.1 Meeting speech transcriptions
We used two standard datasets very popular in the
field of meeting speech summarization, the AMI
and ICSI corpora.
• The AMI corpus (McCowan et al., 2005)

comprises ASR transcripts for 137 meetings
where 4 participants play a role within a fictive
company. Average duration is 30 minutes (843 ut-
terances, 6758 words, unprocessed). Each meet-
ing is associated with a human-written abstractive
summary of 300 words on average, and with a
human-composed extractive summary (140 utter-
ances on average). We used the same test set as
in (Riedhammer et al., 2008b), featuring 20 meet-
ings.
• The ICSI corpus (Janin et al., 2003) is a col-

lection of 57 real life meetings involving between
2 and 6 participants. The average duration, 56
minutes, is much longer than for the AMI meet-
ings, which reflects in the average size of the ASR
transcriptions (1454 utterances, 15211 words, un-
processed). For consistency with previous work,
we selected the standard test set of 6 meetings. For
each meeting of this test set, 3 human abstractive
and 3 human extractive summaries are available,
of respective average sizes 390 words and 133 ut-
terances.

4
https://github.com/Tixierae/EMNLP2017_NewSum

(name lists.txt)
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Note that for both the AMI and ICSI corpora,
the ASR word error rate is quite high: it ap-
proaches 37%. For each corpus, we constructed a
development set of 15 meetings randomly selected
from the training set in order to perform parameter
tuning.

4.1.2 Traditional documents
We also tested our approach on the DUC2001
corpus5. This collection comprises 304
newswire/newspaper articles of average size
800 words. Each document is associated with a
human-written abstractive summary of about 100
words. After removing the 13 articles that did
not have an abstract and/or a body, whose bodies
were shorter than 200 words, and whose abstracts
contained less than 10 words, we generated a
small development set of 15 randomly selected
articles for parameter tuning. We then used the
remaining documents as the test set, removing the
ones whose size differed too much from the size
of the articles in the development set (by at least 2
standard deviations, i.e. exceeded 46 sentences in
size, see Fig 4). This left us with a test set of 207
documents.

50
10

0
15

0
20

0 number of sentences

dev set test set

Figure 4: Size of the DUC2001 documents in development
and test sets.

4.2 Evaluation
To align with previous efforts, the extractive sum-
maries generated by our system and the baselines
(that will be presented subsequently) were com-
pared against the human abstractive summaries.
We used the ROUGE-1 evaluation metric (Lin,
2004). ROUGE, based on n-gram overlap, is
the standard way of evaluating performance in
the field of textual summarization. In particular,
ROUGE-1, which works at the unigram level, was
shown to significantly correlate with human eval-
uations. While it has been suggested than cor-
relation may be weaker in the meeting domain
(Liu and Liu, 2008), we stuck to ROUGE because

5
http://www-nlpir.nist.gov/projects/duc/

guidelines/2001.html

of the lack of a clear substitute, and for consis-
tency with the literature, as a very large majority
of studies previously published in the domain use
ROUGE.

For each dataset, and for a given summarization
method, ROUGE scores were computed for each
meeting in the test set and then averaged to obtain
an overall score for the method (macro-averaging).
For the ICSI corpus, 3 human abstractive sum-
maries are available for each meeting in the test
set, so an average score was first computed.

4.3 Baseline systems
We benchmarked the performance of our system
against six different baselines, presented below.
The first two baselines were included based on
the best practice recommendation of (Riedhammer
et al., 2008b), in order to ease cross-comparison
with other studies.
Random. This system randomly selects elements
from the full list of utterances/sentences until the
budget is violated. Since this approach is stochas-
tic, ROUGE scores were averaged across 30 runs.
Longest greedy. Here, the longest utter-
ance/sentence is selected at each step until the size
constraint is satisfied.
TextRank (Mihalcea and Tarau, 2004). An undi-
rected complete graph is built where nodes are ut-
terances/sentences and edges are weighted accord-
ing to the normalized content overlap of their end-
points. Finally, weighted PageRank is applied and
the highest ranked nodes are selected for inclu-
sion in the summary. We used a publicly available
Python implementation6.
ClusterRank (Garg et al., 2009). AMI & ICSI
only. ClusterRank is an extension of TextRank tai-
lored to meeting summarization. Utterances are
first clustered based on their position in the tran-
script and their TF-IDF cosine similarity. Then,
a complete graph is built from the clusters, with
normalized cosine similarity edge weights. Fi-
nally, each utterance is assigned a score based on
the weighted PageRank score of the node it be-
longs to and its cosine similarity with the node
centroid. The utterances associated with the high-
est scores are then added to the summary, if they
differ enough from it. Since the authors did not
make their code publicly available, we wrote our
own implementation in Python7. We set the win-

6
https://github.com/summanlp/textrank

7available on the project repository.
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Figure 5: ROUGE-1 score comparisons for various budgets, on the 3 datasets used in this study.

dow threshold parameter to 3 like in the original
paper, but increased the similarity threshold from
0.4 to 0.6 because 0.4 returned too many clusters.
PageRank submodular (PRsub). This baseline is
exactly the same as our system, the only difference
being that keyword scores are obtained through
weighted PageRank rather than via a degeneracy-
based technique (Density or CoreRank).
Oracle. AMI & ICSI only. This last baseline ran-
domly selects utterances from the human extrac-
tive summaries until the budget has been reached.
Again, we average ROUGE scores over 30 runs to
account for the randomness of the procedure. Note
that this approach assumes the human extractive
summaries to be the best possible ones, which is
arguable.

4.4 Parameter tuning
• λ and r. Recall that the main tuning parame-
ters of our method and the PageRank submodular
baseline (PRsub) are λ, which controls the trade-

off between the coverage and the diversity termsC
and D of our objective function, and r, the scaling
factor, which makes the gain in objective function
value and utterance cost comparable (see Equa-
tion 4). To tune these parameters, we conducted a
grid search on the development set of each corpus,
retaining the parameter combination maximizing
the average ROUGE-1 F1-score, for summaries of
fixed size equal to 300 and 100 words, respectively
for the AMI & ICSI and the DUC2001 corpora.
More precisely, our grid had axes [0, 7] and [0, 2]
for λ and r respectively, with steps of 0.1 in each
case. The best λ and r for each dataset are sum-
marized in Table 1.
•W and heuristic. Still on the development sets

of each collection, we also experimented with two
window sizes for building the word co-occurrence
network (6 and 12), and for our model, whether
we should use the Density or CoreRank technique.
The best window size was 12 on the AMI and ICSI
corpora, and 6 on DUC2001. The Density method
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turned out to be best on the AMI corpus, while
CoreRank yielded better results on the ICSI and
DUC2001 corpora.

The reason why is not entirely clear. (Tix-
ier et al., 2016a) initially found that with respect
to keyword extraction, Density was better suited
to medium-size documents (∼ 400 words) while
CoreRank was superior on longer documents (∼
1,300 words), because the latter is working at
a finer granularity level (node level instead of
subgraph level), and thus enjoys more flexibility.
However, the AMI corpus comprises much bigger
pieces of text (2,200 words on average, after pre-
processing). Therefore, we could have expected
the CoreRank heuristic to give better results on
this dataset also. We hypothesize that the differ-
ence in task might explain why this is not the case.
Indeed, in keyword extraction, we are interested
in selecting keywords for direct comparison with
the gold standard, whereas in summarization, we
are only interested in scoring keywords, as an in-
termediary step towards sentence scoring and se-
lection. Therefore, in summarization, working at
the subgraph level and extracting larger numbers
of keywords is not directly equivalent to sacri-
ficing precision, since the less relevant keywords
will have minimal impact on the sentence selec-
tion process due to their low scores.

System AMI ICSI DUC2001
Our model (2, 0.9) (5, 0.3) (0.6, 0.1)

PRsub (4.7, 0.5) (4, 0.6) (1.6, 0.2)

Table 1: Optimal parameter values (λ,r) for our system and
the submodular baseline.

As shown in Table 1, the λ values are all non-
zero (and quite high), indicating that including a
regularization term favoring diversity in our ob-
jective function is necessary. Moreover, the signif-
icantly greater values reached by λ on the AMI &
ICSI datasets show that ensuring diversity is even
more important when dealing with meeting tran-
scripts, most probably because there is much more
redundancy in spontaneous, noisy utterances than
in sentences belonging to properly written news
article, and also because more (sub)topics are dis-
cussed during meetings.

5 Results

5.1 Quantitative results
We consider the cost of an utterance/a sentence to
be the number of words it contains, and the budget

to be the maximum size allowed for a summary,
measured in number of words. For each meet-
ing/document in the test sets, we generated extrac-
tive summaries with budgets ranging from 100 to
500 words (AMI & ICSI corpora) and from 50 to
300 words (DUC2001 collection), with steps of 50
in each case.

Results for all datasets and all budgets are
shown in Figure 5, while Tables 2, 3, and 4 provide
detailed comparisons for the budget correspond-
ing to the best performance achieved by a non-
oracle system, respectively on the AMI, ICSI, and
DUC2001 datasets. We tested for statistical signif-
icance in macro-averaged F1 scores using the non-
parametric version of the t-test, the Mann-Whitney
U test8.

System Recall Precision F-1 score
Our model 39.98 33.40 35.88?

PRsub 38.73 32.41 34.80
Oracle 37.02 30.99 33.27

TextRank 34.33 28.66 30.82
ClusterRank 33.87 28.18 30.35

Longest greedy 32.61 27.47 29.41
Random 31.06 26.05 27.95

Table 2: Macro-averaged ROUGE-1 scores on the AMI test
set (20 meetings) for summaries of 350 words. ?Statistically
significant difference (p < 0.03) w.r.t. all baselines except

PRsub.

System Recall Precision F-1 score
Oracle 36.64 27.59 31.16

Our model 35.60 26.94 30.34?

PRsub 33.97 25.28 28.70
Longest greedy 33.37 25.06 28.33

Random 31.06 22.83 26.02
ClusterRank 31.00 22.48 25.78

TextRank 28.19 20.71 23.57

Table 3: Macro-averaged ROUGE scores on the ICSI test set
(6 meetings) for summaries of 450 words. ?Statistically

significant difference (p < 0.05) w.r.t. all baselines except
the oracle and PRsub.

System Recall Precision F-1 score
PRsub 50.17 41.08 45.13

Our model 49.69 40.71 44.71?

TextRank 50.00 39.92 44.29
Longest greedy 47.22 38.29 42.25

Random 45.13 36.61 40.39

Table 4: Macro-averaged ROUGE scores on the DUC2001
test set (207 documents) for summaries of 125 words.

?Statistically significant difference (p < 0.03) w.r.t. the
Longest greedy and Random baselines.

•Meeting domain. Our approach significantly
outperforms all baselines on the AMI corpus (in-
cluding the oracle) and all systems on the ICSI
corpus (except the oracle), both in terms of pre-
cision and recall. Also, our system proves con-

8
https://stat.ethz.ch/R-manual/R-devel/library/

stats/html/wilcox.test.html
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sistently better throughout the different summary
sizes. Until the peak is reached, the margin in F1
score between our model and the competitors even
tend to widen as the budget increases.

Performance is weaker for all models on the
ICSI corpus because in that case the system sum-
maries have to jointly match 3 human summaries
of different sizes (instead of a single summary),
which is a much more difficult task.

Best performance is attained for a larger budget
on the ICSI corpus (450 vs. 350 words), which can
be explained by the fact that the ICSI human sum-
maries tend to be larger than the AMI ones (390
vs 300 words, on average). Finally, remember that
the extractive summaries generated by the systems
were compared against the abstractive summaries
freely written by human annotators, using their
own words. This makes it impossible for extrac-
tive systems to reach perfect scores, because the
gold standard contains words that were never used
during the meeting, and thus that do not appear in
the ASR transcriptions. Overall, our model is very
competitive to the oracle, which is notable since
the oracle has direct access to the human extrac-
tive summaries.
• Regular documents. The absolute ROUGE

scores and the margins between systems are much
greater (resp. smaller) than on the AMI and
ICSI corpora, confirming without surprise that
summarization is a much easier task when per-
formed on well-written documents than on spon-
taneous meeting speech transcriptions. Although
very close (0.42 difference in F1-score), our
method does not reach absolute best performance,
which is attained by the submodular baseline
with PageRank-based coverage function, for sum-
maries of 125 words (average size of the gold stan-
dard summaries is about 100 words). The ab-
sence of superiority on this dataset might be ex-
plained by the fact that graph degeneracy really
adds value when dealing with noisy input, such
as automatic speech transcriptions. However, on
regular documents, the recognized superiority of
degeneracy-based techniques over PageRank (Tix-
ier et al., 2016a; Rousseau and Vazirgiannis, 2015)
for keyword extraction does not seem to translate
into a significantly better measure of coverage for
sentence scoring.

5.2 Qualitative results
Instead of providing a single sample summary at
the end of this paper, we deployed our system as
an interactive web application9. With the inter-
face, the user can generate summaries with our
system for all the meetings/documents in the AMI,
ICSI, and DUC2001 test sets. Custom files are ac-
cepted as well, and links to examples of such files
in French and English are provided.

What can be observed in the meeting domain is
that while the keywords extracted tend to be very
relevant and their scores meaningful, and while
the utterances selected by our system tend to have
good coverage and relatively low redundancy, the
summaries suffer in readability, which can be ex-
plained by the fully extractive nature of our ap-
proach, and the low quality of the input (37% word
error rate). This qualitative aspect of performance
is not captured by ROUGE-1 which simply com-
putes unigram overlap statistics.

6 Conclusion

We presented a fully unsupervised system that
uses a powerful submodularity framework intro-
duced by past research to generate extractive sum-
maries of textual documents in a greedy way with
near-optimal performance guarantees. Our prin-
cipal contribution is in the coverage term of the
objective function that is optimized by the greedy
algorithm. This term leverages graph degeneracy
applied on word co-occurrence networks to rank
words according to their structural position in the
graph. Evaluation shows that our system reaches
state-of-the-art extractive performance, and is es-
pecially well-suited to be used on noisy text, such
as ASR output from meetings. Future work should
focus on improving the readability of the final
summaries. To this purpose, unsupervised graph-
based sentence compression and/or natural lan-
guage generation techniques, like in (Filippova,
2010; Mehdad et al., 2013) seem very promising.
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Abstract

Recent advances in automatic text summa-
rization have used deep neural networks
to generate high-quality abstractive sum-
maries, but the performance of these mod-
els strongly depends on large amounts
of suitable training data. We propose a
new method for mining social media for
author-provided summaries, taking advan-
tage of the common practice of appending
a “TL;DR” to long posts. A case study us-
ing a large Reddit crawl yields the Webis-
TLDR-17 corpus, complementing existing
corpora primarily from the news genre.
Our technique is likely applicable to other
social media sites and general web crawls.

1 Introduction

Given a document, automatic summarization is the
task of generating a coherent shorter version of the
document that conveys its main points. Depend-
ing on the use case, the target length of a summary
may be chosen relative to that of the input docu-
ment, or it may be limited. Either way, a summary
must be considered “accurate” by a human judge
in relation to its length: the shorter a summary
has to be, the more it will have to abstract over
the input text. Automatic abstractive summariza-
tion can be considered one of the most challeng-
ing variants of automatic summarization (Gamb-
hir and Gupta, 2017). But with recent advance-
ments in the field of deep learning, new ground
was broken using various kinds of neural network
models (Rush et al., 2015; Hu et al., 2015; Chopra
et al., 2016; See et al., 2017).

The performance of these kinds of summariza-
tion models strongly depends on large amounts of
suitable training data. To the best of our knowl-
edge, the top rows of Table 1 list all English-

Table 1: Top rows: commonly used English-lang-
uage corpora; bottom row: our contribution.

Corpus Genre Training pairs

English Gigaword News articles 4 million
CNN/Daily Mail News articles 300,000
DUC 2003 Newswire 624
DUC 2004 Newswire 500

Webis-TLDR-17 Social Media 4 million

language corpora that have been applied to train-
ing and evaluating single-document summariza-
tion networks in the past two to three years; only
the two largest corpora are of sufficient size to
serve as training sets by themselves. At the same
time, all of these corpora cover more or less the
same text genre, namely news. This is probably
due to the relative ease by which news articles can
be obtained as well as the fact that the news tend
to contain properly written texts, usually from pro-
fessional journalists. Notwithstanding the useful-
ness of existing corpora, we argue that the appar-
ent lack of genre diversity currently poses an ob-
stacle to deep learning-based summarization.

In this regard, we identified a novel, large-scale
source of suitable training data from the genre of
social media. We benefit from the common prac-
tice of social media users summarizing their own
posts as a courtesy to their readers: the abbrevia-
tion TL;DR, originally used as a response mean-
ing “too long; didn’t read” to call out on unneces-
sarily long posts, has been adopted by many so-
cial media users writing long posts in anticipa-
tory obedience and now typically indicates that
a summary of the entire post follows. This pro-
vides us with a text and its summary—both writ-
ten by the same person—which, when harvested
at scale, is an excellent datum for developing and
evaluating an automatic summarization system. In
contrast to the state-of-the-art corpora, social me-
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dia texts are written informally and discuss every-
day topics, albeit mostly unstructured and often-
times poorly written, offering new challenges to
the community. Thus, we endeavored to extract
a usable dataset specifically suited for abstractive
summarization from Reddit, the largest discussion
forum on the web, where TL;DR summaries are
extensively used. In what follows, we discuss in
detail how the data was obtained and preprocessed
to compile the Webis-TLDR-17 corpus.

2 Related Work

The summarization community has developed a
range of resources for training and evaluating ex-
tractive and abstractive summarization systems
geared towards a diverse set of different sum-
marization tasks. Table 1 reviews the datasets
most commonly used for the basic task of single-
document summarization, focusing on datasets
used in recent, abstractive approaches.

The English Gigaword Corpus has been the
most important summarization resource in recent
years, as neural network models have made great
progress toward the task of generating news head-
lines from article texts (Rush et al., 2015; Nal-
lapati et al., 2016). The dataset consists of ap-
proximately 10 million news articles along with
their headlines, extracted from 7 popular news
agencies: Agence France-Presse, Associated Press
Worldstream, Central News Agency of Taiwan,
Los Angeles Times/Washington Post Newswire
Service, Washington Post/Bloomberg Newswire
Service, New York Times Newswire Service, and
Xinhua News Agency. About 4 million English
article-title pairs have typically been used to train,
evaluate and test recent summarization systems.

The famous Document Understanding Confer-
ence (DUC), hosted by the US National Insti-
tute of Standards and Technology (NIST) from
2001 to 2007, yielded two corpora that have been
applied to single-document summarization. The
DUC 2003 and DUC 2004 corpora consist of a
few hundred newswire articles each, along with
single-sentence summaries. Generally considered
too small to train abstractive summarization sys-
tems, past research has focused on the use of vari-
ous optimization methods—such as non-negative
matrix factorization (Lee et al., 2009), support
vector regression (Ouyang et al., 2011), and evolu-
tionary algorithms (Alguliev et al., 2013)—to se-
lect salient sentences for an extractive summary.

Beyond that, recent works in abstractive summa-
rization have used DUC corpora for validation and
testing purposes.

In addition to the Gigaword and DUC corpora,
whose document-summary pairs consist of only a
single sentence in the summary, Nallapati et al.
(2016) present a new abstractive summarization
dataset based on a passage-based question answer-
ing corpus constructed by Hermann et al. (2015).
The data is sourced from CNN and Daily Mail
news stories, which are annotated with human-
generated, abstractive, multi-sentence summaries.

Next to the English resources listed in Table 1,
the LCSTS dataset collected by Hu et al. (2015)
is perhaps closest to our own work—both in terms
of text genre and collection method. Their dataset
comprises 2.5 million content-summary pairs col-
lected from the Chinese social media platform
Weibo, a service similar to Twitter in that a post is
limited to 140 characters. Weibo users frequently
start their posts with a short summary in brackets.

3 Dataset Construction

Reddit is a community centered around social
news aggregation, web content rating, and discus-
sion, and, as of mid-2017, one of the ten most-
visited sites on the web according to Alexa.1 Com-
munity members submit and curate content con-
sisting of text posts or web links, segregated into
channels called subreddits, covering general top-
ics such as Technology, Gaming, Finance, Well-
being, as well as special-interest subjects that may
only be relevant to a handful of users. At the time
of writing, there are about 1.1 million subreddits.
In each subreddit, users submit top-level posts—
referred to as submissions—and others reply with
comments, reflecting, contradicting, or supporting
the submission. Submissions consist of a title and
either a web link, or a user-supplied body text;
in the latter case, the submission is also called a
self-post. Comments always have a body text—
unless subsequently deleted by the author or a
moderator—which may also include inline URLs.

Large crawls of Reddit comments and submis-
sions have recently been made available to the
NLP community.2 For the purpose of construct-
ing our summarization corpus, we employ the set
of 286 million submissions and 1.6 billion com-
ments posted to Reddit between 2006 and 2016.

1http://www.alexa.com/siteinfo/reddit.com
2http://files.pushshift.io/reddit/
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Table 2: Filtering steps to get the TL;DR corpus.
Filtering Step Subreddits Submissions Comments

Raw Input 617,812 286,168,475 1,659,361,605
Contains tl.{0,3}dr 37,090 2,081,363 3,755,345
Contains tl;dr3 34,380 2,002,684 3,412,371
Non-bot post 34,349 1,894,094 3,379,287

Final Pairs 32,778 1,667,129 2,377,372

3.1 Corpus Construction

Given the raw data of Reddit submissions and
comments, our goal is to mine for TL;DR content-
summary pairs. We set up a five-step pipeline of
consecutive filtering steps; Table 2 shows the num-
ber of posts remaining after each step.

An initial investigation showed that the spelling
of TL;DR is not uniform, but many plausible vari-
ants exist. To boil down the raw dataset to an
upper bound of submissions and comments (col-
lectively posts) that are candidates for our cor-
pus, we first filtered all posts that contain the two
letter sequences ’tl’ and ’dr’ in that order, case-
insensitive, allowing for up to three random letters
in-between. This included a lot of instances found
within URLs, which were thus ignored by default.
Next, we manually reviewed a number of example
posts for all of the 100 most-frequent spelling vari-
ants (covering 90% of the distribution) and found
33 variants to be highly specific to actual TL;DR
summaries,3 whereas the remaining, less frequent,
variants contained too much noise to be of use.

The Reddit community has developed many
bots for purposes such as content moderation, ad-
vertisement or entertainment. Posts by these bots
are often well formatted but redundant and irrel-
evant to the topic at hand. To ensure we collect
only posts made by human users—critically, some
Reddit users operate TL;DR-bots that produce au-
tomatic summaries, which may introduce undesir-
able noise—we filter out all bot accounts with the
help of an extensive list provided by the Reddit
community,4 as well as manual inspection of cases
where the user name contained the substring “bot.”

For the remaining posts, we attempt to split
their bodies at the expression TL;DR to form the
content-summary pairs for our corpus. We locate
the position of the TL;DR pattern in each post, and
split the text into two parts at this point, the part

3tl dr, tl;dr, tldr, tl:dr, tl/dr, tl; dr, tl,dr, tl, dr, tl-dr, tl’dr,
tl: dr, tl.dr, tl ; dr, tl dr, tldr;dr, tl ;dr, tl\dr, tl/ dr, tld:dr, tl;;dr,
tltl;dr, tl˜dr, tl / dr, tl :dr, tl - dr, tl\\dr, tl. dr, tl:;dr, tl|dr, tl;sdr,
tll;dr, tl : dr, tld;dr

4https://www.reddit.com/r/autowikibot/wiki/redditbots

Table 3: Examples of content-summary pairs.
Example Submission

Title: Ultimate travel kit
Body: Doing some traveling this year and I am looking to build the ultimate
travel kit ... So far I have a Bonavita 0.5L travel kettle and AeroPress. Looking
for a grinder that would maybe fit into the AeroPress. This way I can stack
them in each other and have a compact travel kit.
TL;DR: What grinder would you recommend that fits in AeroPress?

Example Comment (to a different submission)

Body: Oh man this brings back memories. When I was little, around five, we
were putting in a new shower system in the bathroom and had to open up the
wall. The plumber opened up the wall first, then put in the shower system, and
then left it there while he took a lunch break. After his break he patched up the
wall and left, having completed the job. Then we couldn’t find our cat. But we
heard the cat. Before long we realized it was stuck in the wall, and could not
get out. We called up the plumber again and he came back the next day and
opened the wall. Out came our black cat, Socrates, covered in dust and filth.
TL;DR: plumber opens wall, cat climbs in, plumber closes wall, fucking me-
ows everywhere until plumber returns the next day

before being considered as the content, and the
part following as the summary. In this step, we ap-
ply a small set of rules to remove erroneous cases:
multiple occurrences of TL;DRs are disallowed
for their ambiguity, the length of a TL;DR must
be shorter than that of the content, there must be at
least 2 words in the content and 1 word in TL;DR.
The last rule is very lenient; any other threshold
would be artificial (i.e., a 10 word sentence may
still be summarizable in 2 words). However, fu-
ture users of our corpus probably might have more
conservative thresholds in mind. We hence pro-
vide a subset with a 100 word content threshold.

Reddit allows Markdown syntax in post texts,
and many users take advantage of this facility. As
this introduces some special characters in the text,
we disregard all Markdown formatting, as well as
inline URLs, when searching for TL;DRs.

After filtering, we are left with approximately
1.6 million submissions and 2.4 million com-
ments for a total of 4 million content-summary
pairs. Table 3 shows one example each of content-
summary pairs in submissions and comments. The
development of the filtering pipeline went along
with many spot-checks to ensure selection preci-
sion. As a final corpus validation, we reviewed
1000 randomly selected pairs and found 95% to be
correct, a proportion that allows for realistic usage.
Nevertheless, we continue on refining the filtering
pipeline as systematic errors become apparent.

3.2 Corpus Statistics

For the 4 million content-summary pairs, Table 4
shows distributions of the word counts of content
and summary, as well as the ratio of summary to
content word count. On average, the content body
of submissions tends to be nearly twice as long as
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Table 4: Length statistics for the TL;DR corpus.
Min Median Max Mean σ

Comments
Total 3 164 6,880 225.21 210.22
Content 2 144 6,597 202.99 199.19
Summary 1 15 1,816 22.21 27.81
Summ. / Cont. 0.00 0.11 1.00 0.16 0.16

Submissions
Total 3 296 9,973 416.40 384.72
Content 2 269 9,952 382.75 366.99
Summary 1 22 3,526 33.65 47.87
Summ. / Cont. 0.00 0.08 1.00 0.12 0.13

that of comments, whereas the fraction of the to-
tal word count in the summary tends to be higher
for submissions (about 11% being typical) than
for comments (8%). As the length of a post in-
creases, the length of the summary tends to in-
crease as well (Pearson correlations of 0.40 for
submissions and 0.35 for comments), while the ra-
tio of summary to content word count increases
only slightly (correlations of 0.11 and 0.07).

3.3 Corpus Verticals

The corpus allows for constructing verticals with
regard to content type, content topic, and summary
type. Content type refers to submissions vs. com-
ments, the key difference being that submissions
include an author-supplied title field, which can
serve as an additional source of summary ground
truth. Comments may perhaps inherit the title of
the submission they were posted to, but topic drift
may occur. The submission of the example com-
ment in Table 3 was befittingly entitled “So I found
my cat after 6 hours with some power tools...”, re-
ferring to a picture of a cat stuck in a wall.

Content topic refers to the subreddit a submis-
sion or comment was posted to. While subreddits
cover trending topics as well as online culture very
well, thus ensuring a broader range of topics than
news can deliver, there is currently no ontology
grouping them for ease of selection.

In our data exploration, we observed that Reddit
users write TL;DRs with various intentions, such
as providing a “true” summary, asking questions
or for help, or forming judgments and conclu-
sions. Although the first kind of TL;DR posts are
most important for training summarization mod-
els, yet, the latter allow for various alternative
summarization-related tasks. Hence, we exem-
plify how the corpus may be heuristically split
according to summary type—other summary type
verticals are envisioned.

To estimate the number of true summaries, we
extract noun phrases from both content and sum-
mary, and retain posts where they intersect. Only
966,430 content-summary pairs—580,391 from
submissions and 386,039 from comments—pass
this test, but this is a lower bound: since abstrac-
tive summaries may well be semantically relevant
to a post without sharing any noun phrases.

To extract question summaries, we test for the
presence of one of 21 English question words,5 as
well as a question mark, in the summary. We can
isolate a subset of 78,710 content-summary pairs
this way (see Table 3 top), which allow for training
tailored models yielding questions for a summary.

Many posts contain abusive words in the con-
tent, the TL;DR, or both (see Table 3 bottom).
While retaining vulgarity in a summary may be
appropriate, it seems rarely desirable if a model in-
troduces vulgarity of its own. To separate 299,145
vulgar summaries, we use a list of more than
500 English offensive words from Google’s now
defunct “What Do You Love” project.6 Come to
think of it, these may still be used to train a swear-
ing summarizer, if only for comedic effect.

4 Conclusion

We show how social media can serve as a source
of large-scale summarization training data, and
mine a set of 4 million content-summary pairs
from Reddit, which we make available to the re-
search community as the Webis-TLDR-17 cor-
pus.7 Preliminary experiments training the mod-
els proposed by Rush et al. (2015) and Nallapati
et al. (2016) on our dataset have been promising:
by manual inspection of individual samples, they
produce useful summaries for many Reddit posts;
we leave a quantitative evaluation for future work.

Our filtering pipeline, data exploration, and ver-
tical formation allow for fine-grained control of
the data, and can be tailored to one’s own needs.
Other data sources should be amenable to mining
TL;DRs, too: a cursory examination of the Com-
monCrawl and Clueweb12 web crawls unearths
more than 2 million pages containing the pattern—
though extracting clean content-summary pairs
will likely require more effort for general web con-
tent than for self-contained social media posts.

5Extension of the word list at https://en.wikipedia.org/
wiki/Interrogative word with “can”, “should”, “would”, “is”,
“could”, “does”, “will” after manual analysis of the corpus.

6Obtained via https://gist.github.com/jamiew/1112488
7https://www.uni-weimar.de/medien/webis/corpora/
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Abstract

We envisioned responsive generic hierar-
chical text summarization with summaries
organized by topic and paragraph based on
hierarchical structure topic models. But
we had to be sure that topic models were
stable for the sampled corpora. To that end
we developed a methodology for aligning
multiple hierarchical structure topic mod-
els run over the same corpus under simi-
lar conditions, calculating a representative
centroid model, and reporting stability of
the centroid model. We ran stability exper-
iments for standard corpora and a develop-
ment corpus of Global Warming articles.
We found flat and hierarchical structures
of two levels plus the root offer stable cen-
troid models, but hierarchical structures of
three levels plus the root didn’t seem stable
enough for use in hierarchical summariza-
tion.

1 Introduction

We envisioned a responsive generic hierarchical
text summarization process for complex subjects
and multiple page documents with resulting text
summaries organized by topic and paragraph. In-
formation extraction and summary construction
would be based on hierarchical structure topic
models learned in the analysis phase.1 The hierar-
chical topic structure would provide the organiza-
tion as well as the information quantity budget and
extraction criteria for sections and paragraphs in
hierarchical summarization. Initial attempts along
this path offered promise for a more coherent and
organized summary for a small corpus of Global

1Phases are the somewhat standard: corpus preparation,
analysis, information extraction, summary construction.

Warming articles from (Live Science, 2015) ver-
sus that obtained by flat topic structures.

However, multiple analyses of the same Global
Warming corpus and various standard corpora un-
der similar conditions rendered seemingly differ-
ent hierarchical topic models. Model differences
remained even after transforming and reducing
models based on required summary size and other
extrinsic summary requirements. So we decided
to examine topic model stability with the goal of
assuring that stable, representative, and credible
topic models would be produced in our analysis
phase. This paper documents our effort at assuring
hierarchical topic model stability for hierarchical
summarization.

It is inherent in Bayesian probabilistic topic
modeling and similar methods that repeat analyses
of the same corpus under the same conditions give
different results. But we must have substantially
similar results to do credible hierarchical summa-
rization (or other application). We require topic
model stability, i.e., similar topic models for anal-
yses performed under similar conditions. Without
stable results, we do not know which analyses to
believe, if any, and we mistrust the methodology
itself. Furthermore, any application of the result-
ing topic model is not credible.

Organization of Paper Bayesian probabilisitic
topic analysis (§2.1) expresses a corpus as the ma-
trix product of topic compositions of words with
document mixtures of topics. In flat topic analy-
sis, the matrix of topic-word compositions is orga-
nized as a flat vector of individual topics. With hi-
erarchical structure topic analysis, the topics take
on a hierarchical tree structure.

Topic model quality (§2.2) is typically assessed
by predictive likelihood of words for a test corpus
or by assessment of topic coherence. Our stabil-
ity assessment methodology seems largely com-

64



plementary to quality assessment.
The Hungarian assignment algorithm (Kuhn,

1955) has been used for aligning flat topic model
pairs (§2.3), based on a cost matrix of pairwise
topic alignments. We will use a pairwise topic
similarity measure for populating the Hungarian
algorithm’s cost matrix.

Topic models, including hierarchical models,
are being used to construct text summaries (§2.4),
including hierarchical text summaries. This pro-
vides sufficient reason to want to assure the stabil-
ity of flat and hierarchical structure topic models.

We introduce the particular flat and hierarchical
structure topic models (§3.1) used for this paper.

In a simple yet significant innovation, we ex-
tend topic alignment (§3.2) to hierarchical struc-
ture topic model pairs via a recursive application
of the Hungarian assignment algorithm starting
with root topics of the model pair. Surprisingly,
we find time complexity of the hierarchical topic
structure improves versus flat structure with in-
creasing level of the hierarchy. 2

We measure stability (§3.3) as alignment (pro-
portion of aligned topics), similarity (weighted co-
sine similarity over topic compositions), and di-
vergence (Jensen-Shannon divergence over topic
distributions). Measures are defined for flat and
then extended to hierarchical structure topic mod-
els.

The more topic models in the study, the more
credible the stability analysis, since we are align-
ing more models and measuring stability based on
more analyses. For complex problems, however,
more models also makes it more likely we would
encounter alternative topic models, just as human
topic modelers might. We perform agglomerative
clustering on topic model similarity (§3.4) to test
whether models form a single or multiple stable
topic model groups, or are unstable.

For each cluster, we align models and calculate
topic frequency weighted centroids (§3.5) of topic-
word compositions for aligned topics. Then we as-
sess stability versus the centroid model (§3.6) sim-
ilarly to that done previously for model pairs.

We demonstrate the methodology (§4) over flat
and hierarchical structure models in an 18 run fac-
torial experiment on three corpora, and in a sepa-
rate ad hoc 16 run experiment on a larger corpus.

We return to our work on hierarchical summa-

2Software engineering already knows this – that hierar-
chical structure is less time complex than monolithic.

rization (§5) now armed with stable hierarchical
topic models and examine our next steps as well
as options for further research.

2 Previous Work

We use Bayesian probabilistic topic modeling in
the analysis phase of our hierarchical summariza-
tion process. Here we briefly review topic model-
ing, topic model quality, topic model stability, and
use of topic models in hierarchical summarization.

2.1 Topic Models

The Latent Dirichlet analysis (LDA) Bayesian
probabilistic topic model, introduced and popular-
ized by Blei et al. (2003); Griffiths and Steyvers
(2004), factors a corpus of document-word occur-
rences as the matrix product of topic compositions
of words and document mixtures of topics (figure
1). The topic structure is flat and the number of
topics,K, and vocabulary size, V , are fixed. In the
generative probabilistic model, topic-word com-
positions are distributed symmetric Dirichlet with
parameter η, and document-topic mixtures are dis-
tributed Dirichlet with concentration parameter α.

Corpus
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Figure 1: Topic Model Factorization of Corpus

Teh et al. (2005, 2006) generalized the LDA
model in two important ways: (1) the number of
topics,K, is made open ended by treating the topic
model as a Dirichlet process (DP) with growth
parameter γ for sampling a new topic, and (2)
documents are sampled from Dirichlet processes
(DPs) which are themselves sampled from corpus
DPs thus forming hierarchical Dirichlet processes,
HDPs, even while the topic structure remains flat.

Blei et al. (2010) developed hierarchical topic
analysis where the generative model of the cor-
pus consists of a hierarchy of nested Dirichlet pro-
cesses (DPs) and each document is generated as a
single non-branching path down the corpus hier-
archical structure. Stay-or-go stochastic switches
are used at each document node to determine
whether to stay on the current topic or go to a topic
further down the tree.

Paisley et al. (2015) extended the non-branching
document paths to a nested hierarchical structure
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Dirichlet process model with branching in both the
document and global models. In figure 2, the grey
represents the corpus tree and the black overlaid
trees the individual document trees. Each docu-
ment parent node is a DP sampled from its corre-
sponding corpus node DP. Analysis infers the cor-
pus topic structure and compositions, and docu-
ment topic mixtures and stay-or-go switches.

Figure 2: Hierarchical Corpus Structure

2.2 Quality

Predictive log likelihood for words, test LL(x), is
a popular measure of topic analysis quality. Test
LL(x) shows the predictability of words on test
data given the model fit to training data (corpus
topics and compositions). While not a stability
measure, test LL(x) does give an objective indi-
cation of predictability. Teh et al. (2007) pro-
vides formulas for calculating test LL(x) for the
flat topic structure in both Gibbs sampler and vari-
ational inference analysis methods.

Assessing quality of individual topics can be
as simple as noting topics below a minimum fre-
quency or comparing divergence of topics from
any of uniform, corpus, or power distributions
of word frequencies. More powerful methods
assess individual and aggregate topic coherence.
The current standard is to measure coherence by
normalized pairwise mutual information (NPMI)
(Aletras and Stevenson, 2013; Lau et al., 2014;
Röder et al., 2015) versus pairwise probabilities
calculated from some very large pertinent corpus.

We view test likelihood and topic coherence as
largely complementary to topic model stability.

2.3 Topic Alignment and Stability

Topic models must be aligned on topics before as-
sessing stability. de Wall and Barnard (2008) cal-
culates similarity weights between topics from dif-
ferent models over documents, constructs a cost
matrix from negative similarity weights, and ap-
plies the Hungarian assignment algorithm (Kuhn,
1955) to determine the optimal pairwise topic

model alignment. Stability is defined as the cor-
relation between aligned topics over documents.

Greene et al. (2014) calculates the average of
Jaccard scores on sets of popular word ranks be-
tween topic combinations of a topic model pair,
and determines the model agreement (i.e., stabil-
ity) as the average over topics of Jaccard scores
resulting from the optimal topic alignment by the
Hungarian assignment algorithm.

Chuang et al. (2015) notes that model alignment
is “ill-defined and computationally intractable”
with multiple-to-multiple mappings between top-
ics, and adopts the solution of mapping topics up-
to-one topic.3

Yang et al. (2016) aligns topics for flat topic
structures also using the Hungarian assignment al-
gorithm and up-to-one topic correspondence. Sta-
bility is measured as agreement between token
topic assignments over aligned topic models.

We use the Hungarian algorithm and the up-
to-one topic correspondence. We choose to em-
phasize topic correspondence based on topic word
compositions, as in the generative model, and so
base our cost matrix on similarity of topic word
compositions between models.

2.4 Topic Model Based Summarization

Haghighi and Vanderwende (2009) examined sev-
eral hybrid topic models using LDA as a build-
ing block and demonstrated the superior efficacy
of their hybrid model (general topic, general con-
tent topic, detail content topics, and document
specific topics) in constructing short summaries
for Document Understanding Conferences (U.S.
Department of Commerce: National Institute of
Standards and Technology, 2015). Delort and Al-
fonseca (2011); Mason and Charniak (2011) used
similar models in short summaries for the Text
Analysis Conferences (of Commerce: National In-
stitute of Standards and Technology, 2010, 2011).
Celikyilmaz and Hakkani-Tur (2010, 2011) used a
more general hierarchical LDA topic model struc-
ture, doing hierarchical summarization for longer
summaries. Christensen et al. (2014) developed
“hierarchical summarization” using temporal hier-
archical clustering and budgeting summary com-
ponent size by cluster.

We use a more general hierarchical structured
Bayesian topic model similar to Paisley et al.

3Indeed, the issue of mapping 1 topic to 2+ topics would
be an interesting and useful problem to solve.
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(2015). Essential for any of these related hierar-
chical topic model or cluster based methods is the
stability of the model used to drive summarization.

3 Methodology

We present a process for aligning topic models and
measuring topic model stability for both flat and
hierarchical structure cases. The resulting stable
hierarchical structure topic centroid model would
be further transformed to take into account extrin-
sic summarization requirements.

Stability – Measurement Process

1. Infer multiple topic models for the same cor-
pus run under similar conditions.

2. Determine pairwise topic model alignments.

3. Calculate stability over pairs.

4. Cluster topic models using agglomerative
clustering over pairwise stability.

5. For each cluster:

(a) Align member topic models and calcu-
late topic model centroids.

(b) Align member topic models with topic
centroid model.

(c) Calculate stability of topic models with
topic centroid model.

6. Interpret stability results.

3.1 Topic Modeling

For a flat topic structure, we use a Gibbs sam-
pler implementation of Teh et al. (2006) hierar-
chical Dirichlet processes (HDP). For a hierarchi-
cal topic structure, we use a Gibbs sampler imple-
mentation of a simplified version of Paisley et al.
(2015)’s nested hierarchical Dirichlet processes.
Our simplified model and Gibbs sampler drops the
use of stay-or-go stochastic switches at each doc-
ument Dirichlet process (DP) node. See supple-
mental notes (Supplemental, 2017b).

3.2 Pairwise Topic Model Alignment

From a set of M topic models, all M(M − 1)/2
model pairs are aligned based on topic pair assign-
ment costs. Assignment cost between topics from
distinct model pairs is calculated as

costk,l = −(mk/N)(nl/N) ∗ cosSim(mk,nl),

where (k, l) indexes topics from model pairs, mk

and nl are topic frequencies, N is corpus size,
mk and nl are vectors of word frequencies for
topic pair (k, l), and cosSim calculates the co-
sine similarity.4 By using topic frequency ratios
in the cost, similar frequency topics are preferred.
Since weak similarities are not useful, we censor
cosSim ≤ .25 and substitute zero for their cost.

Flat Topic Models Pairwise costs are assembled
into a cost matrix indexed by (k, l) and the optimal
cost assignment of the model pair is determined
by the Hungarian assignment algorithm. For un-
equal numbers of topics, vectors of zero (maxi-
mum) costs are substituted for nonexistent topics.

Hierarchical Topic Models Hierarchical topic
structures are single rooted branching trees of
depth L where the root is depth 0. Each tree
node includes a topic of word compositions, and
each non-leaf tree node includes a Dirichlet pro-
cess (DP) of topic mixtures. We restrict hierarchi-
cal topic structure alignment to require: (1) roots
must align, and (2) aligned child branches must
align in their ancestors. With these restrictions,
we developed Minimize Subtree Cost (algorithm
1) applying the Hungarian algorithm to DP (non-
leaf) nodes of the hierarchical topic structure.

MethodminimizeSubtreeCost is invoked ini-
tially for model pair roots, (σ0, τ0) and recursively
thereafter for subtree pairs, (σ, τ). If either sub-
tree is a leaf the topic alignment cost is returned.
For internal nodes, a cost matrix is constructed be-
tween the child nodes for the subtrees, the Hun-
garian assignment algorithm is invoked to get the
optimum cost alignment for the subtrees, the topic
cost is added to the subtree costs, and this result
is returned. Filling the subtree cost matrix calcu-
lates the cost of aligning properties between model
pairs of subtree children by minimizing subtree
costs for each child pair. Thus calculating subtree
costs and filling subtree costs together recursively
span the entire solution space for hierarchical topic
alignment. See supplemental java snippets (Sup-
plemental, 2017a).

Time Complexity For flat topic structures, topic
alignment time complexity is O(K2(V + K)),
where K is the number of topics and V is the vo-
cabulary size. Preparation of the cost matrix takes
K2 topic vector cosine similarity calculations over

4Alternatively, straight cosine similarity or a divergence
measure such as Hellinger distance could be used.
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Algorithm 1 Minimize Subtree Cost
Require: Trees σ, τ

*Method: minimizeSubtreeCost(σ, τ )*
if isLeaf(σ) or isLeaf(τ ) then

return topicCost(σ, τ )
else

costs← fillSubtreeCosts(σ, τ )
return topicCost(σ, τ )

+HungarianAssignment(costs)
end if

*Method: fillSubtreeCosts(σ, τ )*
for k = 0 to σ.children.size do

for l = 0 to τ .children.size do
costs[k, l]← minimizeSubtreeCost

(σ.children[k], τ .children[l])
end for

end for
return costs

V words giving O(K2V ), and the Hungarian
assignment algorithm which minimizes cost has
time complexity O(K3) (Kuhn, 1955).

Level 1 in the hierarchical structure is simi-
lar to the flat topic structure. Time complexity is
O(B2(V +B)), with branching factor,B, in place
of number of topics, K. Each increment in level
increases by a factor ofB2 the tree node pairs from
the parent level. The resulting time complexity for
level l beyond the root is thenO(B2l(V +B)). For
B > 1 the final level dominates the order calcula-
tion, and so the time complexity for a hierarchical
structure of depth L is O(B2L(V +B)).

We compare this with the time complexity for
the flat structure alignment problem by express-
ing K as though from a flattened hierarchical
structure, K = (1 − BL+1)/(1 − B).5 Then,
O(K2(V +K)) = O([(1−BL+1)/(1−B)]2(V +
[(1 − BL+1)/(1 − B)])). For B > 1 the terms
with B in the ratio dominate, and so expressing
flat structure in hierarchical terms gives time com-
plexity O(B2L(V +BL)). Cost of assignment for
flat is greater by a factor of BL−1 versus a compa-
rable hierarchical structure.

This is a surprising result! We had expected hi-
erarchical structure to add time complexity, but in-
stead it reduces time complexity with increasing
level compared to a corresponding flat structure.
Alignment of topics between hierarchical struc-

5Sum of geometric series,
∑L

l=0 Bl, for a branching tree.

tures is less time complex than for flat structures.

3.3 Pairwise Stability
Given the topic model alignment, we calculate
alignment, similarity, and divergence measures.
Table 1 gives a priori and preliminary calibration
study interpretations of the stability measures.

Proportion Aligned Alignment is calculated as,
pAlign = K ′/[(Kσ + Kτ )/2], where K ′ is the
number of aligned topics, and Kσ and Kτ are the
number of topics for each model.

Weighted Similarity Similarity is calculated as
topic frequency weighted similarity of the topic
word compositions of the (σ, τ) model pair, 6

wtSimσ,τ =
∑

(k,l)∈
aligned

mk + nl
2N

cosSim(mk,nl),

where (k, l) indexes topics from the flat or hierar-
chically aligned model pair, mk and nl are topic
frequencies, N is the corpus size, mk and nl are
vectors of word frequencies for topic pair (k, l),
and cosSim calculates the cosine similarity. Only
aligned topics are added to the wtSim, but the
corpus size includes all observations, so the fewer
aligned topics, the lower the weighted similarity.
For the hierarchical model we require that ances-
tors are also aligned.

Divergence Divergence is calculated as the
Jensen-Shannon divergence (JSD) between topic
frequency distributions for model pairs. Distribu-
tions are calculated as follows: (1) model σ topic
frequency counts are assembled in array s by topic
index k, (2) frequencies of unaligned topics from
σ are set to zero with the sum of frequencies of
unaligned topics set in sK where K is the maxi-
mum number of topics for the (σ, τ) model pair,
(3) model τ topic frequency counts are assembled
in array t by topic index l, (4) frequencies of un-
aligned topics from τ are set to zero with the sum
of frequencies of unaligned topics set in tK+1, and
(5) topic frequencies in t are reordered according
to the alignment mapping between (σ, τ). Thus,
aligned topics coincide with respect to their po-
sitions in s, t and unaligned frequencies are kept
separate between models. Divergence is calcu-
lated as

JSD(s||t) = 1/2(KLD(s||m) +KLD(t||m)),
6Unweighted or other weighting could be used as well.
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Basis Value Interpretation
a priori alignment = 1 full alignment
calibration alignment ≈ 0.6 useful alignment
a priori similarity = 1 full similarity
calibration similarity ≈ 0.6 useful similarity
calibration similarity ≈ 0.25 marginal similarity
a priori divergence = 0 full convergence
calibration divergence ≈ 0.1 strong convergence
calibration divergence ≈ 0.4 strong divergence

Table 1: Preliminary interpretation of stability

where m = (s + t)/2 and KLD is the Kullback-
Leibler divergence. For the hierarchical model we
require that ancestors are also aligned.

3.4 Cluster Topic Models

There are multiple ways in which topics can be
organized and assigned - whether performed auto-
matically or by human experts. So we test whether
model pairs align to a single stable model group,
or if multiple stable groups can be identified.

We use group-average agglomerative clustering
(Manning et al., 2008) on pairwise weighted simi-
larity,wtSim, to form model clusters. This results
in compact clusters maximizing separation be-
tween clusters while minimizing the distance be-
tween the cluster centroid and its members. Clus-
tering begins with each model forming its own
cluster and ends when either all models form a
single cluster or no more clusters can be formed
that meet wtSim > cutPoint, where wtSim is
the average weighted similarity. Output is a list of
clusters where each cluster includes a list of mod-
els ordered by entry into the cluster and wtSim.

Agglomerative clustering is fast and simple;
pairwise similarity scores do not have to be recal-
culated after each clustering step. However, we
don’t know what are the similarities or differences
between clusters without inspecting them.

3.5 Form Topic Centroid Models

With only one cluster, no unclustered models, and
good similarity, the models seem stable. We form
topic centroids and report this centroid model as
the representative topic model. With multiple
clusters, we should consider the appropriateness
of multiple solutions – perhaps corresponding to
multiple human solutions. We form centroids for
each topic and report centroid models as represen-
tative of the clusters. The occurrence of many un-
clustered models would indicate instability.

Controls specify a censor limit for similarity be-
low which topics do not merge into a centroid,

and a minimum number of models and minimum
topic frequency below which topics drop from the
centroid topic model. While a cluster may have
several models, not all topics need not be aligned
across all models.

Form Topic Centroid Model (algorithm 2)
forms cluster centroid models by copying the
cluster centroid from the initial model and
then aligning and entering individual models
into the centroid iteratively based on their or-
der of entry into the cluster. The method
optimizeSubtreeMap, a variation on the pre-
vious minimizeSubtreeCost (algorithm 1),
returns the topic correspondence mapping. Topics
which do not meet the topic similarity censor limit
(wtSim < .25) are not aligned. Unaligned top-
ics are provisionally added to the centroid model
in case subsequent models in the list have similar
topics. After the centroid model is formed, top-
ics which to not meet a minimum topic frequency
limit or minimum number of topic models limit
are dropped.

Algorithm 2 Form Topic Centroid Model

Require: Cluster list of trees λ
*Method: formCentroidModel(λ)*
µ← λ0

for i = 1 to λ.size do
mapping ← optimizeSubtreeMap(µ, λi)
for all topic ∈ λi do

if topic ∈ mapping then
index← mapping.indexOf(topic)
aggregateTopic(µ, λi, index, topic)

else
addTopic(µ, λi, topic)

end if
end for

end for
for all topic ∈ µ do

if failsDropLimits(topic) then
drop(µ, topic)

end if
end for

3.6 Centroid Model Stability
For each cluster’s centroid model, we align indi-
vidual models with the centroid model and esti-
mate stability. The method is similar to that for
pairwise stability with the exception that the cen-
troid model is always one member of the pair and
so only M (centroid, model) pairs are analyzed.
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3.7 Use in Hierarchical Summarization

The final product is a single stable centroid model,
when one exists. The stable centroid model shows
the topic structure, the proportional importance of
each topic, and the word composition of each topic
as a discrete probability distribution. In our hierar-
chical summarization process, this centroid model
would be further transformed (nested, pruned, ag-
gregated) by taking into account extrinsic require-
ments of summary size, and paragraph and sub-
paragraph structure. The resulting topic structure
model would be used to extract information pro-
portionally for each topic, and organize the section
and paragraph structured summary.

If the centroid model is not stable, then hier-
archical summarization would not be credible. If
there are multiple identifiable stable clusters, then
their centroid models become candidates for orga-
nizing the hierarchical summary.

4 Stability Experiments

The purpose of the stability experiments is to
demonstrate the methodology over corpora for flat
and hierarchical structures. When stable centroid
models result from replicate topic analyses, they
can credibly be transformed to take into account
extrinsic summarization requirements, and carried
forward to the information extraction phase of our
hierarchical summarization process.

4.1 Corpora

Corpora used in this study are Journal of the
ACM (JACM) abstracts from years 1987-2000,
Global Warming (GW) articles for the year 2015
(Live Science, 2015), Proceedings of the National
Academy of Sciences (PNAS) abstracts for years
1991-2001 (Ponweiser et al., 2015), Neural In-
formation Processing Systems (NIPS) proceed-
ings for years 1988-1999 from (Lichman, 2013).
PNAS and GW texts were lemmatized. Stop
words and words with frequency less than ten
were removed. JACM and GW are small cor-
pora; JACM has very small abstracts while GW
has short articles; PNAS has numerous abstracts
and NIPS has longer articles.

4.2 Experimental Design

An 18 run factorial design (3 corpora x 3 levels
x 2 growth rates) crosses JACM, GW, and PNAS
corpora, with flat (L=0) and hierarchical (L=2,3)
topic structures, and topic growth rates to achieve

Corpus J V N D
JACM 534 1,328 33,517 62.8
GW 116 970 31,894 274.9
PNAS 27,688 9,685 2,713,006 98.0
NIPS 1,491 6,149 1,813,400 1,216.2

Table 2: Corpora Characteristics.

J=document count, V=vocabulary size, N=corpus
size, D=average document size.

two different topic count ranges. Four replicate
topic analyses were run at each factorial setting.
For training, our simplified Gibbs sampler used
α=1.0 and η=0.01 with optimization. The growth
parameter γ was set to create topic counts at low
(L), medium (M), and high (H) ranges.

Separately, an ad hoc experiment was per-
formed on a set of 16 trials on the NIPS corpus
with hierarchical (L=3) model using similar train-
ing control settings. This experiment demonstrates
the occurrence of multiple clusters.

4.3 Results - Factorial Design

Stability analysis was performed for each exper-
imental group of replicates. Topics were not
aligned whenwtSim < .25, clustering terminated
when when avgWtSim < cutPoint = .5,7

and topics were dropped from the cluster centroid
model when nModelk < 2.

Table 3 shows the results for the factorial de-
sign with corpus, hierarchical topic structure (L),
and growth rate (γ). Results reported are num-
ber of topics in training model (K), and stabil-
ity measures of number (K’) and proportion of
topics aligned (pAlign) in centroid model, aver-
age weighted similarity (wtSim), and hierarchi-
cal Jensen-Shannon divergence (hJSD). Ideal re-
sults based on a priori values (table 1) would be
pAlign ≈ 1, wtSim ≈ 1, hJSD ≈ 0.

We expected simpler would be more stable
(Ockham’s razor), such that more levels and top-
ics give poorer stability. This is largely confirmed
by stability measures in that greater hierarchy lev-
els and greater topic count models generally had
poorer stability measures. Hierarchical L=3 mod-
els and with the JACM corpus especially showed
poorer stability.

7JACM L = 3 model used .4 for cut point.
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Model Train Stability
L γ K K’ pAlign wtSim hJSD
JACM
0 M 70.3 70.5 1.00 0.867 0.028
2 M 78.0 66.0 0.85 0.839 0.052
3 M 84.8 48.2 0.57 0.682 0.128
0 H 106.8 106.8 1.00 0.851 0.034
2 H 104.5 87.2 0.83 0.831 0.062
3 H 108.5 46.7 0.43 0.700 0.157
GW

0 M 65.8 65.8 1.00 0.869 0.030
2 M 73.8 72.0 0.98 0.894 0.028
3 M 82.3 59.8 0.73 0.762 0.100
0 H 99.0 98.2 0.99 0.871 0.023
2 H 108.0 89.8 0.83 0.824 0.081
3 H 105.8 62.8 0.59 0.726 0.133
PNAS
0 L 86.8 86.5 0.99 0.930 0.013
2 L 76.8 72.3 0.94 0.905 0.052
3 L 76.3 58.8 0.77 0.732 0.137
0 M 135.0 134.0 0.99 0.920 0.017
2 M 140.3 122.5 0.87 0.875 0.071
3 M 134.3 92.2 0.69 0.752 0.143

Table 3: Experimental results - stability.

4.4 Results - Ad hoc Design - NIPS

We analyzed a set of 16 trials on the NIPS corpus
run under somewhat similar conditions with topic
counts in the 90 to 200 range with hierarchical
L=3. Given the corpus size, non-equality of con-
ditions, and diversity of topic counts, we weren’t
surprised to find multiple distinct clusters.

Stability analysis was performed with control
settings: topics not aligned for wtSim < .25,
clustering terminated for wtSim < cutPoint =
.5 or .6, and topics dropped from the cluster cen-
troid model for nModelk < 2. Results are re-
ported in table 4. At cutPoint = 0.5, all models
formed one cluster; at cutPoint = 0.6, three sep-
arate clusters were identified and six models were
not joined to any cluster. Proportion of aligned
topics declined (nModelk < 2 is a more stringent
test when there are only 2 or 3 models in the clus-
ter), but similarity and divergence measures were
substantially improved for each of the three sepa-
rate clusters.

4.5 Impact on Hierarchical Summarization

For corpora in the factorial design, both flat and
hierarchal L=2 topic structures resulted in good

Cluster nModels pAlign wtSim hJSD
cut point=0.5

0 16 0.81 0.592 0.246
cut point=0.6

0 5 0.66 0.783 0.073
1 2 0.31 0.829 0.140
2 3 0.50 0.821 0.086
* 6 models were not clustered

Table 4: Ad hoc stability experiment on NIPS.

stability (high alignment and similarity with little
divergence), so the centroid topic model can cred-
ibly be carried forward for use in our hierarchi-
cal summarization process. The hierarchical L=3
models are generally less stable.

The NIPS stability analysis for a single cluster
shows moderate similarity of models and moder-
ate divergence of topic distributions, while more
restrictive clustering reveals three separate clusters
and six unassigned models. This bears further in-
vestigation.

5 Discussion

We have:

• placed modeling hierarchical topic structure
in the analysis phase of our hierarchical text
summarization process;

• established the importance of a stable topic
model for use in the analysis phase;

• developed a methodology for aligning and
measuring stability of topic models;

• defined innovative and simple hierarchical
topic structure model alignment via a recur-
sive algorithm applying the Hungarian algo-
rithm to individual Dirichlet processes;

• quantified time complexity of our hierarchi-
cal alignment algorithm and showed reduced
time complexity at increasing hierarchical
level versus flat topic structures;

• developed alignment, similarity, and diver-
gence stability measures for hierarchical
topic structures;

• applied agglomerative clustering to form co-
herent groups of topic models:

– constructed representative cluster cen-
troid models, and
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– calculated centroid model stability;

• demonstrated the methodology, finding cred-
ible models for flat and hierarchical L=2
structures;

• demonstrated the methodology on a large set
of hierarchical L=3 topic models run on the
NIPS corpus, finding multiple coherent clus-
ters plus unclustered models;

• mentioned parenthetically work on a pilot
calibration study for stability measures;

Future Work There is work to be done on topic
model stability, model alignment, and stability
measurement:

• apply our methodology to larger, more varied
models and different inference methods;

• improve, expand, and publish calibration
studies beyond our pilot;

• explore other topic model alignment cost
measures;

• further improve topic alignment including
options other than up-to-one matching;

• improve hierarchical structure topic model
stability.

Summarization - Next Step We further trans-
form the hierarchical topic structure taking into ac-
count extrinsic summarization requirements. The
product from the analysis phase is a hierarchi-
cal structure topic model where each topic in-
cludes its proportional representation of the cor-
pus and a composition of words given as a dis-
crete probability distribution. This structure is
used in information extraction, where topic com-
positions match information from the corpus, e.g.,
sentences, and proportional representation budgets
the quantity of information to be extracted for each
topic. The transformed topic structure organizes
summary topic and paragraph structure.

Conclusion Our topic model stability methodol-
ogy lets us diagnose and compute “usable” hierar-
chical topic models for collections of long docu-
ments. This is an essential and “attractive starting
point towards hierarchical text summarization.” 8

8Thanks to reviewer for this concise statement of benefit.
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Abstract

The evaluation of summaries is a challeng-
ing but crucial task of the summarization
field. In this work, we propose to learn an
automatic scoring metric based on the hu-
man judgements available as part of classi-
cal summarization datasets like TAC-2008
and TAC-2009. Any existing automatic
scoring metrics can be included as fea-
tures, the model learns the combination
exhibiting the best correlation with human
judgments. The reliability of the new met-
ric is tested in a further manual evaluation
where we ask humans to evaluate sum-
maries covering the whole scoring spec-
trum of the metric. We release the trained
metric as an open-source tool.

1 Introduction

The task of automatic multi-document summariza-
tion is to convert source documents into a con-
densed text containing the most important infor-
mation. In particular, the question of evaluation is
notably difficult due to the inherent lack of gold
standard.

The evaluation can be done manually by involv-
ing humans in the process of scoring a given sys-
tem summary. For example, with the Responsive-
ness metric, human annotators score summaries
on a LIKERT scale ranging from 1 to 5. Later, the
Pyramid scheme was introduced to evaluate con-
tent selection with high inter-annotator agreement
(Nenkova et al., 2007).

Manual evalations are meaningful and reliable
but are also expensive and not reproducible. This
makes them unfit for systematic comparison.

Due to the necessity of having cheap and re-
producible metrics, a significant body of research

was dedicated to the study of automatic evalua-
tion metrics. Automatic metrics aim to produce
a semantic similarity score between the candidate
summary and a pool of reference summaries pre-
viously written by human annotators (Lin, 2004;
Yang et al., 2016; Ng and Abrecht, 2015). Some
variants rely only on the source documents and the
candidate summary ignoring the reference sum-
maries (Louis and Nenkova, 2013; Steinberger and
Ježek, 2012).

In order to select the best automatic metric,
we typically consider manual evalution metrics as
our gold standard, then a good automatic met-
ric should reliably predict how well a summarizer
would perform if human evaluation was conducted
(Owczarzak et al., 2012; Lin, 2004; Rankel et al.,
2013).

In practice, we use the human judgment datasets
like the ones constructed during the manual evalu-
ation of the Text Analysis Conference (TAC). The
system summaries submitted to the shared tasks
were manually scored by trained human annota-
tors following the Responsiveness and/or the Pyra-
mid schemes. An automatic metric is considered
good if it ranks the system summaries similarly as
humans did.

Currently, ROUGE (Lin, 2004) is the accepted
standard for automatic evaluation of content selec-
tion because of its simplicity and its good correla-
tion with human judgments. However, previous
works on evaluation metrics comparison averaged
scores of summaries over topics for each system
and then computed the correlation with averaged
scores given by humans. ROUGE works well in
this scenario which compares only systems after
aggregating their scores for many summaries. We
call this scenario system-level correlation analy-
sis.

A more natural analysis, which we use in this
work, is to compute the correlation between the
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candidate metric and human judgments for each
topic indivually and then average these correla-
tions over topics. In this scenario, which we
call summary-level correlation analysis, the per-
formance of ROUGE significantly drops meaning
that on average ROUGE does not really identify
summary quality, it can only rank systems after
aggregation of many topics.

In order to advance the field of summarization
we need to have more consistent metrics correlat-
ing well with humans on every topic and capable
of estimating the quality of individual summaries
(not just systems).

We propose to rely on human judgment datasets
to learn an automatic scoring metric. The learned
metric presents the advantage of being explicitly
trained to exhibit high correlation with the “gold-
standard” human judgments at the summary level
(and not just at the system level). The setup is
also convenient because any already existing auto-
matic metric can be incorporated as a feature and
the model learns the best combination of features
matching human judgments.

We should worry whether the learned metric is
reliable. Indeed, typical human judgment datasets
(like the ones from TAC-2008 or TAC-2009) con-
tain manual scores only for several system sum-
maries which have a limited range of quality. We
conduct a manual evaluation specifically designed
to test the metric accross its whole scoring spec-
trum.

To summarize our contributions: We performed
a summary-level correlation analysis to compare
a large set of existing evaluation metrics. We
learned a new evaluation metric as a combination
of existing ones to maximize the summary-level
correlation with human judgments. We conducted
a manual evaluation to test whether learning from
available human judgment datasets yields a reli-
able metric accross its whole scoring spectrum.

2 Related Work

Automatic evaluation of content has been the sub-
ject of a lot of research. Many automatic metrics
have been developed and we present here some of
the most important ones.

ROUGE (Lin, 2004) simply computes the n-
gram overlap between a system summary and a
pool of reference summaries. It has become a
de-facto standard metric because of its simplicity
and high correlation with human judgments at the

system-level. Afterwards, Ng and Abrecht (2015)
extended ROUGE with word embeddings. Instead
of hard lexical matching of n-grams, ROUGE-WE
uses soft matching based on the cosine similarity
of word embedding.

Recently, a line of research aimed at creating
strong automatic metrics by automating the Pyra-
mid scoring scheme (Harnly et al., 2005). Yang
et al. (2016) proposed PEAK, a metric where the
components requiring human input in the original
Pyramid annotation scheme are replaced by state-
of-the-art NLP tools. It is more semantically mo-
tivated than ROUGE and approximates correctly
the manual Pyramid scores but it is computation-
ally expensive making it difficult to use in practice.

Some other metrics do not make use of the ref-
erence summaries, they compute a score based
only on the candidate summary and the source
documents (Lin et al., 2006; Louis and Nenkova,
2013). One representative of this class is the
Jensen Shannon (JS) divergence, an information-
theoretic measure comparing system summaries
and source documents with their underlying prob-
ability distributions of n-grams. JS divergence is
simply the symmetric version of the well-known
Kullback-Leibler (KL) divergence (Haghighi and
Vanderwende, 2009).

Little work has been done on the topic of
learning an evaluation metric. Conroy and Dang
(2008) previously investigated the performances
of ROUGE metrics in comparison with human
judgments and proposed ROSE (ROUGE Opti-
mal Summarization Evaluation) a linear combi-
nation of ROUGE metrics to maximize correla-
tion with human responsiveness. We also look for
a combination of features which correlates well
with human judgements but, in contrast to Con-
roy and Dang (2008), we include a wider set of
metrics: ROUGE scores, other evaluation met-
rics (like Jensen-Shannon divergence) and features
typically used by summarization systems.

Hirao et al. (2007) also proposed a related ap-
proach. They used a voting based regression to
score summaries with human judgments as gold
standard. Our setup is different because we train
and evaluate our metric with the summary-level
correlation analysis instead of the system-level
one. Our experiments are done on multi-document
datasets whereas they use single-documents. Fi-
nally, we also perform a further manual evaluation
to test the metric outside of its training domain.
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3 Approach

Let a dataset D contain m topics. A given topic
ti consists of a set of documents Di, a set of ref-
erence summaries θi, a set of n system summaries
Si and the scores given by humans to the n sum-
maries of Si noted Ri. We note si,j the j-th sum-
mary of the i-th topic and rhi,j the score it received
from manual evaluation:

ti = (Di, θi,Si,Ri)
Si = [si,1, . . . , si,n]

Ri = [rhi,1, . . . , r
h
i,n]

(1)

An automatic evaluation metric is a function
taking as input a document set Di, a set of ref-
erence summaries θi and a candidate system sum-
mary s and outputs a score. For simplicity, we
note: σ(Di, θi, s) = σi(s) the score of s as a sum-
mary of the i-th topic according to some scoring
metric σ.

We search an automatic scoring function σ such
that σi(si,j) correlates well with the manual scores
rhi,j .

The final score can be computed at the system-
level by aggregating scores over topics before and
then computing the correlation or at the summary-
level by computing the correlation for each topic
and then averaging over topics. We briefly present
the difference between the two in the following
paragraphs.

System-level correlation Let K be any corre-
lation metric operating on two lists of scored el-
ements, then the system-level correlation is com-
puted by the following formula:

Ksys
avg = K([

m∑
i

σi(si,1), . . . ,
m∑
i

σi(si,n)],

[
m∑
i

rhi,1, . . . ,
m∑
i

rhi,n]) (2)

Both terms in K are lists of size n. The scores
for the summaries of the l-th summarizer are ag-
gregated to form the l-th element of the lists. The
correlation is computed on the two aggregated
lists. Therefore, Ksys

avg only indicates whether the
evaluation metrics can rank systems correctly af-
ter aggregation of many summary scores but it
ignores individual summaries. It has been used
before because evaluation metrics were initially
tasked to compare systems.

Summary-level correlation Instead, we advo-
cate for the summary-level correlation which is
computed by the following formula:

Ksumm
avg =

1
m
·
∑
ti∈D

K([σi(si,1), . . . , σi(si,n)],

[rhi,1, . . . , r
h
i,n]) (3)

Here, we compute the correlation between human
judgments and automatic scores for each topic and
then average the correlation scores over topics.
This measures how well evaluation metrics cor-
relate with human judgments for summaries and
not only for systems which is important in order
to have finer grain of understanding.

From now on, when we refer to correlation with
human judgments we will refer to the summary-
level correlation.

Correlation metrics There exist many possible
choices for K. As different correlation metrics
measure different properties, we use three comple-
mentary metrics: Pearson’s r, Spearman’s ρ and
Normalized Discounted Cumulative Gain (Ndcg).

Pearson’s r is a value correlation metric which
depicts linear relationships between the scores
produced by the automatic metric and the human
judgments.

Spearman’s ρ is a rank correlation metric which
compares the ordering of systems induced by the
automatic metric and the ordering of systems in-
duced by human judgments.

Ndcg is a metric that compares ranked lists and
puts more emphasis on the top elements by log-
arithmic decay weighting. Intuitively, it captures
how well the automatic metric can recognize the
best summaries.

3.1 Features
The choice of features is a crucial part of every
learning setup. Here, we can benefit from the
large amount of previous works studying signals
of summary quality. We can classify these signals
in three categories.

First, any existing automatic scoring metric can
be a feature. These metrics use the candidate sum-
mary and the reference summary to output a score.

The second category contains the previous sum-
marization systems having an explicit formulation
of summary quality. These systems can implicitly
score any summary, then they extract the summary
with maximal score via optimization techniques
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(Gillick and Favre, 2009; Haghighi and Vander-
wende, 2009). Optimization-based systems have
recently become popular (McDonald, 2007). Such
features score the candidate summary based only
on the document sources and the summary itself.

The last category contains the metrics produc-
ing a score based only on the summary. Examples
of such metrics include readability or redundancy.

Clearly, features using reference summaries
(existing automatic metrics) are expected to be
more useful for our task. However, it has been
shown that some metrics of the second cate-
gory (like JS divergence) also contain useful sig-
nal to approximate human judgments (Louis and
Nenkova, 2013). Therefore, we use features com-
ing from all three categories expecting that they
are sensitive to different properties of a good sum-
mary.

We considered only features cheap to compute
in order to deliver a simple and efficient tool. We
now briefly present the selected features.

Features using reference summaries
ROUGE-N (Lin, 2004) computes the n-gram
overlap between the candidate summary and
the pool of reference summaries. We include
as features the variants identified by Owczarzak
et al. (2012) as strongly correlating with humans:
ROUGE-2 recall with stemming and stopwords
not removed (giving the best agreement with
human evaluation), and ROUGE-1 recall (the
measure with the highest ability to identify the
better summary in a pair of system summaries).

ROUGE-L (Lin, 2004) considers each sentence
of the candidate and reference summaries as se-
quences of words (after stemming). It interprets
the longest common subsequence between sen-
tences as a similarity measure. An overall score
for the candidate summary is given by combining
the scores of individual sentences. One advantage
of using ROUGE-L is that it does not require con-
secutive matches but in-sequence matches reflect-
ing sentence-level word order.

JS divergence measures the dissimilarity be-
tween two probability distributions. In summa-
rization, it was also used to compare the n-gram
probability distribution of a summary and souce
documents (Louis and Nenkova, 2013), but here
we employ it for comparing the n-gram probability
distribution of the candidate summary with the ref-
erence summaries. Thus, it yields an information-
theoretic measure of the dissimilarity between the

candidate summary and the reference summaries.
If θi is the set of reference summaries for the

i-th topic, then we compute the following score:

JSref (s, θi) =
1
|θi|

∑
ref∈θi

JS(s, ref) (4)

ROUGE-WE (Ng and Abrecht, 2015) is the
variant of ROUGE-N replacing the hard lexical
matching by a soft matching based on the cosine
similarity of word embeddings. We use ROUGE-
WE-1 and ROUGE-WE-2 as part of our features.

FrameNet-based metrics ROUGE-WE pro-
poses a statistical approach (word embeddings) to
alleviate the hard lexical matching of ROUGE. We
also include a linguistically motivated one. We
replace all nouns and verbs of the reference and
candidate summaries with their FrameNet (Baker
et al., 1998) frames. This frame annotation is
done with the best-performing system configura-
tion from Hartmann et al. (2017) pre-trained on all
FrameNet data. It assigns a frame to a word based
on the word itself and the surrounding context in
the sentence.

Frames are more abstract than words, thus dif-
ferent but related words might be associated with
the same frames depending on the meaning of the
words in the respective context. ROUGE-N can
now match related words through their frames. We
also use the unigram and bigram variants (Frame-
N).

Semantic Vector Space Similarities In gen-
eral, automatic evaluation metrics comparing sys-
tem summaries with reference summaries propose
a kind of semantic similarity between summaries.
Finding good automatic evaluation metric is hard
because the task of textual semantic similarity is
challenging. With the development of word em-
beddings (Mikolov et al., 2013), several seman-
tic similarities have arisen exploiting the inherent
similarities built in vector space models. We in-
clude one such metric: AV GSIM , the cosine sim-
ilarity between the average word embeddings of
the system summary and the reference summaries.
To reduce noise, we exclude stopwords.

Features using document sources are inspired
by existing summarization systems:

TF?IDF comes from the seminal work from
Luhn (1958). Each sentence in the summary is
scored according to the TF*IDF of its term. The
score of the summary is the sum of the scores of
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its sentences. We computed the version based on
unigrams and bigrams (TF∗IDF-N).

N-gram Coverage is inspired by the strong
summarizer ICSI (Gillick and Favre, 2009). Each
n-gram in the summary is scored with the fre-
quency it has in the source documents. The fi-
nal score of the system summary is the sum of
the scores of its n-grams. We also use the variants
based on unigrams and bigrams (Cov-N).

KL and JS measures the KL or JS divergence
between the word distributions in the summary
and source documents. We use as features both
KL and JS based on unigram and bigram distribu-
tions (KL-N and JS-N).

Features using the candidate summary only
Finally, we also include a redundancy metric based
on n-gram repetition in the summary. It is the
number of unique n-grams divided by the total
number of n-grams in the summary. We also use
unigrams and bigrams (Red-N).

3.2 Model
For a given topic ti, let φ be the function taking as
input a document set Di, a set of reference sum-
maries θi and a system summary s and output-
ing the set of features described earlier. We note
φ(Di, θi, s) = φi(s), the feature set representing s
as a summary of the topic i.

We aim to learn a function σω with parameters
ω scoring summaries similarly as humans would.
If σω(φi(s)) is the score given by the learned met-
ric to the summary s, we look for the set of pa-
rameters ω which maximizes the summary-level
correlation defined by equation 3. It means we are
trying to solve the following problem:

argmax
ω

∑
ti∈D

K([σω(φi(si,1)), . . . , σω(φi(si,n))],

[rhi,1, . . . , r
h
i,n]) (5)

We can approach this problem either with a
learning-to-rank or with a regression framework.
Learning-to-rank seems well suited because it cap-
tures the fact that we are interested in ranking sum-
maries, however we selected the regression ap-
proach in order to keep the model simple. It solves
a different but closely related problem:

argmax
ω

∑
ti∈D

n∑
j

‖σω(φi(si,j))− rhi,j‖2
2

(6)

The regression finds the parameters predicting
the scores closest to the ones given by humans.
We use an off-the-shelf implementation of Support
Vector Regression (SVR) from scikit-learn (Pe-
dregosa et al., 2011).

4 Experiments

We conducted both automatic and manual testing
of the learned metric. We present here the datasets
and results of the experiments.

4.1 Datasets

We use two multi-document summarization
datasets from the Text Analysis Conference (TAC)
shared tasks: TAC-2008 and TAC-2009.1 TAC-
2008 and TAC-2009 contain 48 and 44 topics, re-
spectively. Each topic consists of 10 news articles
to be summarized in a maximum of 100 words.
We use only the so-called initial summaries (A
summaries), but not the update part.

For each topic, there are 4 human reference
summaries. In both editions, all system sum-
maries and the 4 reference summaries were man-
ually evaluated by NIST assessors for readability,
content selection (with Pyramid) and overall re-
sponsiveness. At the time of the shared tasks, 57
systems were submitted to TAC-2008 and 55 to
TAC-2009. For our experiments, we use the Pyra-
mid and the responsiveness annotations.

With our notations, for example with TAC-
2009, we have n = 55 scored system summaries,
m = 44 topics, Di contains 10 documents and θi
contains 4 reference summaries.

We also use the recently created German dataset
DBS-corpus (Benikova et al., 2016). It contains
10 topics consisting of 4 to 14 documents each.
The summaries have variable sizes and are about
500 words long. For each topic, 5 summaries were
evaluated by trained human annotators but only for
content selection with Pyramid.

We experiment with this dataset because it con-
tains heterogeneous sources (different text types)
in German about the educational domain. This
contrasts with the English homogeneous news
documents from TAC-2008 and TAC-2009. Thus,
we can test our technique in a different summa-
rization setup.

1http://tac.nist.gov/2009/
Summarization/, http://tac.nist.gov/2008/
Summarization/
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4.2 Correlation Analysis
Baselines Each feature presented earlier is eval-
uated individually. 2 Indeed, they all produce
scores for summaries meaning we can measure
their correlation with human judgments. Classical
evaluation metrics, like ROUGE-N variants, are
therefore also included in this analysis and serve
as baselines. Identifying which metrics have high
correlation with human judgments constitutes an
initial feature analysis.

Most of the features do not need language de-
pendent information, except those requiring word
embeddings or frame identification based on a
frame inventory. We do not include the frame
identification features when experimenting with
the German DBS-corpus. However, for the other
language dependent features, we used the Ger-
man word embeddings developed by Reimers
et al. (2014). For the English datasets, we use
dependency-based word embeddings (Levy and
Goldberg, 2014).

The performances of the baselines on TAC-
2008 and TAC-2009 are displayed in Table 1, and
Table 2 depicts scores for the DBS-corpus. In or-
der to have an insightful view, we report the scores
for the three correlation metrics presented in the
previous section: Pearson’s r, Spearman’s ρ and
Ndcg.

Feature Analysis There are fewer scored sum-
maries per topic in the DBS-corpus (5 compared
to 55 in TAC-2008). Shorter ranked lists gener-
ally have higher scores which explains the over-
all higher correlation scores in the DBS-corpus. It
also contains longer summaries (500 words com-
pared to 100 words for TAC) which provides a
reason behind the better performances of JS fea-
tures. Indeed, word frequency distributions are
more representative for longer texts.

First, we see that classical evaluation metrics
like ROUGE-N have lower correlation when com-
puted at the summary-level. Here the correlations
are around 0.60 spearman’s ρwhile they often sur-
pass 0.90 in the system-level scenario (Lin, 2004).

However, the experiments confirm that
ROUGE-N, especially ROUGE-2, are strong
when compared to other available metrics. Even
the more semantically motivated metrics like
ROUGE-N-WE or Frame-N (ROUGE-N enriched
with frame annotations) can not outperform

2We do not include Red-N in the result table because it
does not aim to measure content selection

the simple ROUGE-N. The added semantic
information might be too noisy to really give
improvements. Simple lexical comparison still
seems to be better for evaluation of summaries.

Interestingly, it is the other simple evaluation
metric JSref −N which competes with ROUGE-
N. This metric only compares the distribution of
n-grams in the reference summaries with the dis-
tribution of n-grams in the candidate summary and
it outperforms ROUGE-N for pearson’s r. How-
ever, ROUGE-N still outperforms JSref − N for
Ndcg. It indicates that this metric can be comple-
mentary with ROUGE-N even though it was rarely
used for evaluation before.

Finally, we observe that the features not using
the reference summaries have poor performances.
It is troubling because these are the strategies used
by classical summarization systems in order to
decide which summary to extract. Overall, they
have Ndcg scores higher than 0.5 meaning they
can decently identify some of the best summaries
explaining why these systems can produce good
summaries.

Our Models For each dataset, we trained two
models. The first model (S3

full for Supervised
Summarization Scorer) uses all the available fea-
tures for training. However, the previous feature
analysis revealed that some features are poor. We
hypothesized that they might harm the learning
process. Therefore we trained a second model
S3
best using only 6 of the best features. 3 We nor-

malize human scores so that they every topic has
the same mean.

Both models are trained and tested in a leave-
one-out cross-validation scenario ensuring proper
testing of the approach. The results for TAC-2008
and TAC-2009 are presented in Table 1 while the
results for the DBS-corpus are in Table 2. For
comparison we also added the correlation between
pyramid and responsiveness when both annota-
tions are available.

Model analysis As expected we observe that us-
ing the restricted set of non-noisy features gives
stronger results. S3

best is the best metric and out-
performs the classical ROUGE-N. Thanks to the
combination of ROUGE-N and JSref −N , it gets
the best of both worlds and has consistent perfor-
mances accross datasets and correlation measures.

3ROUGE-1, ROUGE-2, ROUGE-WE-1, ROUGE-WE-2,
JSref − 1 and JSref − 2
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TAC-2008 TAC-2009
responsiveness Pyramid responsiveness Pyramid

r ρ Ndcg r ρ Ndcg r ρ Ndcg r ρ Ndcg

TF∗IDF-1 .1760 .2248 .5040 .1833 .2376 .3594 .1874 .2226 .3912 .2423 .2845 .2349
TF∗IDF-2 .0478 .1540 .5962 .0496 .1827 .4833 .0476 .1674 .5079 .0972 .2337 .3949
Cov-1 .2552 .2635 .6137 .2812 .3035 .5140 .2267 .2212 .5627 .2765 .2871 .4776
Cov-2 .1056 .1878 .6154 .1136 .2287 .5228 .1382 .0787 .5602 .1170 .1336 .4936
KL-1 .1774 .2240 .4922 .1996 .2682 .3470 .1696 .2220 .4139 .2328 .2939 .2568
KL-2 .0042 .1654 .6188 .0038 .1921 .5160 .0602 .1373 .6311 .0355 .2011 .5641
JS-1 .2517 .2771 .4411 .2811 .3214 .2839 .2160 .2352 .3896 .2742 .3119 .2273
JS-2 .0409 .1708 .5874 .0447 .2058 .4804 .0013 .1548 .5646 .0310 .2166 .4734
ROUGE-1 .7035 .5786 .9304 .7479 .6329 .9125 .7043 .5657 .8901 .8085 .6922 .9323
ROUGE-2 .6955 .5725 .9333 .7184 .6358 .9064 .7271 .5837 .9039 .8031 .6949 .9272
ROUGE-1-WE .5714 .4503 .9042 .5798 .4587 .8434 .5865 .4377 .8724 .6534 .5163 .8792
ROUGE-2-WE .5665 .3971 .8972 .5563 .3888 .8258 .6072 .4130 .8749 .6712 .4811 .8709
ROUGE-L .6815 .5207 .9300 .7028 .5688 .8937 .7305 .5631 .9083 .7799 .6529 .9159
AV GSIM .1351 .0904 .6890 .0747 .0543 .5521 .2389 .1557 .6861 .2306 .1597 .5956
Frame-1 .6587 .5083 .9174 .6861 .5294 .8867 .6786 .5270 .8827 .7626 .6280 .9158
Frame-2 .6769 .5190 .9194 .6917 .5560 .8885 .7152 .5555 .9000 .7814 .6486 .9191
JSref − 1 .6907 .5642 .3786 .7527 .6481 .1862 .7125 .5834 .3091 .8328 .7286 .1214
JSref − 2 .6943 .5579 .3961 .7187 .6253 .2101 .7291 .5862 .3195 .8105 .7007 .1342

S3
full .6960 .5582 .9256 .7537 .6520 .9073 .7310 .5522 .9002 .8384 .7240 .9373
S3

best .7154 .5954 .9330 .7545 .6527 .9077 .7386 .5952 .9015 .8429 .7315 .9354

Pyramid .7030 .6604 .8528 — — — .7152 .6386 .8520 — — —

Table 1: Correlation of automatic metrics with human judgments for TAC-2008 and TAC-2009.

Thanks to the combination of metrics, our
model has more consistent performances accross
different correlation metrics. It especially benefits
from the complementarity of ROUGE and JSref .

While the improvements are sometimes good,
they are not dramatic. A bigger and more diverse
training data should give further improvements.
With a better training set, it might even not be
necessary to manually remove the noisy features
as the model will learn when to ignore which fea-
tures.

4.3 Percentage of failure

By analysing the average correlation between the
different metrics and human judgments over all
topics, we only get an average overview. It would
be useful to estimate the number of topics on
which a metric fails or works. One could plot
cumulative distribution graphs where the x-axis is
the correlation range (from 0 to 1 in absolute val-
ues) and the y-axis indicates the number of top-
ics on which the metric’s correlation with humans
was above the given x point. However, this would
require 460 plots (3 datasets * 20 metrics * 6 cor-
relations measures) which would not be readable.

Instead, we define a threshold for each corre-
lation measure and count the percentage of top-
ics for which the metric’s correlation with humans
was below the threshold. The threshold value is

Pyramid
r ρ Ndcg

TF∗IDF-1 .2902 .2016 .8077
TF∗IDF-2 .2903 .2396 .8181
Cov-1 .0997 .0544 .8891
Cov-2 .0991 .0638 .8965
KL-1 .7299 .6992 .7348
KL-2 .3089 .1967 .8316
JS-1 .2909 .1680 .8324
JS-2 .1531 .1385 .8496
ROUGE-1 .7016 .7412 .9841
ROUGE-2 .8272 .8892 .9985
ROUGE-1-WE .6842 .7140 .9782
ROUGE-2-WE .7643 .7937 .9914
ROUGE-L .7908 .8268 .9957
AV GSIM .7844 .8309 .9924
JSref − 1 .9712 .8732 .6881
JSref − 2 .9689 .8793 .6879

S3
full .9077 .8781 .9988
S3

best .9483 .8755 .9988

Table 2: Correlation of automatic metrics with hu-
man judgments for the DBS-corpus.
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TAC-2008 TAC-2009
responsiveness Pyramid responsiveness Pyramid

r ρ Ndcg r ρ Ndcg r ρ Ndcg r ρ Ndcg

ROUGE-1 .2500 .3958 .0208 .1250 .3125 .1250 .2727 .4318 .2272 .0455 .1364 .0223
ROUGE-2 .3125 .4167 .0208 .2708 .2292 .1667 .2500 .3864 .2272 .0682 .1591 .0000
ROUGE-1-WE .7083 .7708 .1042 .6875 .6875 .4583 .5455 .7500 .2500 .4318 .5682 .2955
ROUGE-2-WE .6667 .8333 .1667 .6667 .8333 .6458 .5455 .7727 .2500 .3409 .6364 .3636
JSref − 1 .2917 .4375 1.000 .1042 .2917 1.000 .2045 .4091 1.000 .0227 .1136 1.000
JSref − 2 .3542 .4375 1.000 .2708 .3125 1.000 .2500 .3864 1.000 .0227 .0909 1.000

S3
best .2500 .2917 .0208 .1458 .2708 .1458 .2272 .3409 .2272 .0227 .1136 .0227

Table 3: Percentage of topics for which the correlation between the metric and human judgments is
below the chosen thresholds for TAC-2008 and TAC-2009.

an indicator of when the metrics fails to correctly
model human judgments on a given topic. We
chose: 0.65 for pearson’s r, 0.55 for spearman’s
ρ and 0.85 for Ndcg. The values are chosen ar-
bitrarily but in order to get a meaningful picture,
if we choose a threshold too low then all metrics
are always above, if the threshold is too high all
metrics are always below. We report the scores for
the set of best features and our best metric S3

best on
TAC datasets in Table 3.

We observe that our metric performs well and
has low percentage of failure. It exhibits again its
robustness accross different correlation measures.
We also observe the strong performances of the
JSref especially the unigram version, however it
fails completely for the Ndcg metrics which indi-
cates that it always has problems to identify the
top best summaries even though its overall corre-
lation is good. Again this confirms that our metric
benefits from the complementarity of JSref and
ROUGE because ROUGE has performs well with
Ndcg.

4.4 Manual annotation
Our models are trained with human judgment
datasets constructed during the shared tasks,
meaning that only some system summaries and the
4 references summaries have been evaluated by
humans. Systems have a limited range of quality
as they rarely propose excellent summaries, and
bad summaries are usually due to unrelated errors
(like empty summaries). This is a concern because
our learned metric will certainly perform well in
this quality range, but it should also perform well
outside of this range. It has to be capable to cor-
rectly recognize the new and better summaries that
will be proposed by future systems.

As the learning is constrained to a specific qual-
ity range, we need to check that the whole scoring

spectrum of the metric correlates well with hu-
mans. We check that what is considered upper-
bound (resp. random) by the metric is also consid-
ered as excellent (resp. bad) by humans.

Annotation setup We collect summaries by em-
ploying a meta-heuristic solver introduced re-
cently for extractive MDS by Peyrard and Eckle-
Kohler (2016). Specifically, we use the tool pub-
lished with their paper.4

Their meta-heuristic solver implements a Ge-
netic Algorithm to create and iteratively optimize
summaries over time. In this implementation, the
individuals of the population are the candidate
solutions which are valid extractive summaries.
Each summary is represented by a binary vector
indicating for each sentence in the source docu-
ment whether it is included in the summary or not.
The size of the population is a hyper-parameter
that we set to 100. Two evolutionary operators are
applied: the mutation and the reproduction. Mu-
tations happen to several randomly chosen sum-
maries by randomly removing one of its sentences
and adding a new one that does not violate the
length constraint. The reproduction is performed
by randomly extracting a valid summary from
the union of sentences of randomly selected par-
ent summaries. Both operators are controlled by
hyper-parameters which we set to their default val-
ues.

We use our metric S3
best as the fitness func-

tion and, after the algorithm converges, the final
population is a set of summaries ranging from al-
most random to almost upper-bound. For 15 topics
of TAC-2009, we automatically selected 10 sum-
maries of various quality from the final population
and asked two humans to score them following the

4https://github.com/UKPLab/
coling2016-genetic-swarm-MDS
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Responsiveness
r ρ Ndcg

Best baseline .6945 .6701 .9210

S3
full .7198 .6818 .9323
S3

best .7318 .6936 .9355

Table 4: Correlation of automatic metrics with hu-
man accross the whole scoring spectrum of S3

best.

guidelines used during DUC and TAC for assess-
ing responsiveness. To select the summaries, we
ranked them according to their S3

best scores and for
a population of 100 we picked 10 evenly spaced
summaries (the first, the tenth and so on). We
observe an inter-annotator agreement of 0.74 Co-
hen’s κ. The results are displayed in Table 4 where
S3
best is compared to the best baseline (ROUGE-2)

and S3
full.

The S3
best metric gets consistent correlation

scores with human judgments as it had with re-
sponsiveness in the previous experiements (on
TAC-2009, for responsiveness, S3

best has 0.7386
pearson’s r, 0.5952 spearman’s ρ and 0.9015
Ndcg) . It is a strong indicator that the metric is
reliable even outside of its training domain. It also
outperforms ROUGE-2 in this experiment.

5 Discussion

The experiments showed that even semanti-
cally motivated metrics struggle to outperform
ROUGE-N. However, the simple JSref and
ROUGE-N using only n-gram are the best base-
lines. Reporting these two metrics together might
be more insightful than simply reporting ROUGE-
N because they are complementary. Our learned
metric is benefiting from this complementarity to
achieve its scores.

However, finding a good evaluation metric for
summarization is a challenging task which is still
not solved. We proposed to tackle this problem by
learning the metric to approximate human judg-
ments with a regression framework. A learning-to-
rank approach could give stronger results because
it might be easier to rank summaries. Even after
normalization human scores are noisy and topic-
dependent. We expect ranking to be more trans-
ferable from one topic to another. Here, we con-
strained ourselves to a simple approach in order
to provide a user-friendly tool and the regression
offered a simple and effective solution.

Our experiments revealed that the available

human judgment datasets are somehow limited.
While it is possible to learn a reliable combination
of existing metrics, one would need better and big-
ger human judgment datasets to really get strong
improvements. In particular, it is important to ex-
tend the coverage of these datasets because we rely
on them to compare evaluation metrics. These an-
notations are the key to understand what humans
consider to be good summaries. Statistical analy-
sis on such datasets will likely be beneficial to de-
velop both evaluation metrics and summarization
systems (Peyrard and Eckle-Kohler, 2017).

The metric was evaluated on English news
datasets and on a German dataset of heterogeneous
sources but a wider study might be needed in or-
der to measure the generalization of the learned
metric to other datasets and domains. Such gener-
alization capabilities would be interesting because
one would not need to re-train a new metric for
every domain.

We believe it is important to develop evaluation
metrics correlating well with human judgments at
the summary-level. This gives a more insight-
ful and reliable metric. If the metric is reliable
enough, one can use it as a target to train super-
vised summarization systems (Takamura and Oku-
mura, 2010; Sipos et al., 2012) and approach sum-
marization as a principled machine learning task.

6 Conclusion

We presented an approach to learn an automatic
evaluation metrics correlating well with human
judgments at the summary-level. The metric is a
combination of existing automatic scoring strate-
gies learned via regression. We release the metric
as an open-source tool. 5 We hope this study will
encourage more work on learning evaluation met-
rics and improving the human judgement datasets.
Better human judgment datasets will be greatly
beneficial for improving both evaluation metrics
and summarization systems.
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Abstract

The centroid-based model for extractive
document summarization is a simple and
fast baseline that ranks sentences based on
their similarity to a centroid vector. In this
paper, we apply this ranking to possible
summaries instead of sentences and use a
simple greedy algorithm to find the best
summary. Furthermore, we show possi-
bilities to scale up to larger input docu-
ment collections by selecting a small num-
ber of sentences from each document prior
to constructing the summary. Experiments
were done on the DUC2004 dataset for
multi-document summarization. We ob-
serve a higher performance over the orig-
inal model, on par with more complex
state-of-the-art methods.

1 Introduction

Extractive multi-document summarization (MDS)
aims to summarize a collection of documents by
selecting a small number of sentences that repre-
sent the original content appropriately. Typical ob-
jectives for assembling a summary include infor-
mation coverage and non-redundancy. A wide va-
riety of methods have been introduced to approach
MDS.

Many approaches are based on sentence rank-
ing, i.e. assigning each sentence a score that in-
dicates how well the sentence summarizes the in-
put (Erkan and Radev, 2004; Hong and Nenkova,
2014; Cao et al., 2015). A summary is created by
selecting the top entries of the ranked list of sen-
tences. Since the sentences are often treated sepa-
rately, these models might allow redundancy in the
summary. Therefore, they are often extended by
an anti-redundancy filter while de-queuing ranked
sentence lists.

Other approaches work at summary-level rather
than sentence-level and aim to optimize functions
of sets of sentences to find good summaries, such
as KL-divergence between probability distribu-
tions (Haghighi and Vanderwende, 2009) or sub-
modular functions that represent coverage, diver-
sity, etc. (Lin and Bilmes, 2011)

The centroid-based model belongs to the for-
mer group: it represents sentences as bag-of-word
(BOW) vectors with TF-IDF weighting and uses
a centroid of these vectors to represent the whole
document collection (Radev et al., 2004). The sen-
tences are ranked by their cosine similarity to the
centroid vector. This method is often found as
a baseline in evaluations where it usually is out-
performed (Erkan and Radev, 2004; Hong et al.,
2014).

This baseline can easily be adapted to work at
the summary-level instead the sentence level. This
is done by representing a summary as the centroid
of its sentence vectors and maximizing the simi-
larity between the summary centroid and the cen-
troid of the document collection. A simple greedy
algorithm is used to find the best summary under
a length constraint.

In order to keep the method efficient, we outline
different methods to select a small number of can-
didate sentences from each document in the input
collection before constructing the summary.

We test these modifications on the DUC2004
dataset for multi-document summarization. The
results show an improvement of Rouge scores over
the original centroid method. The performance is
on par with state-of-the-art methods which shows
that the similarity between a summary centroid
and the input centroid is a well-suited function for
global summary optimization.

The summarization approach presented in this
paper is fast, unsupervised and simple to imple-
ment. Nevertheless, it performs as well as more
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complex state-of-the-art approaches in terms of
Rouge scores on the DUC2004 dataset. It can be
used as a strong baseline for future research or as
a fast and easy-to-deploy summarization tool.

2 Approach

2.1 Original Centroid-based Method

The original centroid-based model is described by
Radev et al. (2004). It represents sentences as
BOW vectors with TF-IDF weighting. The cen-
troid vector is the sum of all sentence vectors and
each sentence is scored by the cosine similarity
between its vector representation and the centroid
vector. Cosine similarity measures how close two
vectors A and B are based on their angle and is
defined as follows:

sim(A, B) =
A ·B
|A||B| (1)

A summary is selected by de-queuing the ranked
list of sentences in decreasing order until the de-
sired summary length is reached.

Rossiello et al. (2017) implement this original
model with the following modifications:

1. In order to avoid redundant sentences in the
summary, a new sentence is only included if
it does not exceed a certain maximum sim-
ilarity to any of the already included sen-
tences.

2. To focus on only the most important terms of
the input documents, the values in the cen-
troid vector which fall below a tuned thresh-
old are set to zero.

This model, which includes the anti-redundancy
filter and the selection of top-ranking features, is
treated as the ”original” centroid-based model in
this paper.

We implement the selection of top-ranking fea-
tures for both the original and modified models
slightly differently to Rossiello et al. (2017): all
words in the vocabulary are ranked by their value
in the centroid vector. On a development dataset,
a parameter is tuned that defines the proportion of
the ranked vocabulary that is represented in the
centroid vector and the rest is set to zero. This
variant resulted in more stable behavior for differ-
ent amounts of input documents.

2.2 Modified Summary Selection

The similarity to the centroid vector can also be
used to score a summary instead of a sentence. By
representing a summary as the sum of its sentence
vectors, it can be compared to the centroid, which
is different from adding centroid-similarity scores
of individual sentences.

With this modification, the summarization task
is explicitly modelled as finding a combination of
sentences that summarize the input well together
instead of finding sentences that summarize the
input well independently. This strategy should
also be less dependent on anti-redundancy filter-
ing since a combination of redundant sentences is
probably less similar to the centroid than a more
diverse selection that covers different prevalent
topics.

In the experiments, we will therefore call this
modification the ”global” variant of the centroid
model. The same principle is used by the KL-
Sum model (Haghighi and Vanderwende, 2009) in
which the optimal summary minimizes the KL-
divergence of the probability distribution of words
in the input from the distribution in the summary.
KLSum uses a greedy algorithm to find the best
summary. Starting with an empty summary, the
algorithm includes at each iteration the sentence
that maximizes the similarity to the centroid when
added to the already selected sentences. We also
use this algorithm for sentence selection. The pro-
cedure is depicted in Algorithm 1 below.

Algorithm 1 Greedy Sentence Selection
1: Input: input sentences D, centroid c, limit
2: Output: summary sentences S
3: S ← ∅
4: length← 0
5: while length < limit and D 6= ∅ do
6: sbest ← arg max

s∈D
sim(S ∪ {s}, c)

7: S ← S ∪ {sbest}
8: D ← D \ {sbest}
9: length← length + 1

2.3 Preselection of Sentences

The modified sentence selection method is less ef-
ficient than the orginal method since at each iter-
ation the score of a possible summary has to be
computed for all remaining candidate sentences.
It may not be noticeable for a small number of in-
put sentences. However, it would have an impact
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if the amount of input documents was larger, e.g.
for the summarization of top-100 search results in
document retrieval.

Therefore, we explore different methods for re-
ducing the number of input sentences before ap-
plying the greedy sentence selection algorithm to
make the model more suited for larger inputs. It is
also important to examine how this affects Rouge
scores.

We test the following methods of selecting N
sentences from each document as candidates for
the greedy sentence selection algorithm:

N-first
The first N sentences of the document are se-
lected. This results in a mixture of a lead-N base-
line and the centroid-based method.

N-best
The sentences are ranked separately in each docu-
ment by their cosine similarity to the centroid vec-
tor, in decreasing order. The N best sentences of
each document are selected as candidates.

New-TF-IDF
Each sentence is scored by the sum of the TF-IDF
scores of the terms that are mentioned in that sen-
tence for the first time in the document. The in-
tuition is that sentences are preferred if they intro-
duce new important information to a document.

Note that in each of these candidate selection
methods, the centroid vector is always computed
as the sum of all sentence vectors, including the
ones of the ignored sentences.

3 Experiments

Datasets
For testing, we use the DUC2004 Task 2 dataset
from the Document Understanding Conference
(DUC). The dataset consists of 50 document clus-
ters containing 10 documents each. For tun-
ing hyperparameters, we use the CNN/Daily Mail
dataset (Hermann et al., 2015) which provides
summary bulletpoints for individual news articles.
In order to adapt the dataset for MDS, 50 CNN ar-
ticles were randomly selected as documents to ini-
tialize 50 clusters. For each of these seed articles,
9 articles with the highest word-overlap in the first
3 sentences were added to that cluster. This re-
sulted in 50 documents clusters, each containing
10 topically related articles. The reference sum-
maries for each cluster were created by interleav-

ing the sentences of the article summaries until a
length contraint (100 words) was reached.

Baselines & Evaluation

Hong et al. (2014) published SumRepo, a reposi-
tory of summaries for the DUC2004 dataset gener-
ated by several baseline and state-of-the-art meth-
ods 1. We evaluate summaries generated by a se-
lection of these methods on the same data that we
use for testing. We calculate Rouge scores with
the Rouge toolkit (Lin, 2004). In order to compare
our results to Hong et al. (2014) we use the same
Rouge settings as they do2 and report results for
Rouge-1, Rouge-2 and Rouge-4 recall. The base-
lines include a basic centroid-based model without
an anti-redundancy filter and feature reduction.

Preprocessing

In the summarization methods proposed in this pa-
per, the preprocessing includes sentence segmen-
tation, lowercasing and stopword removal.

Parameter Tuning

The similarity threshold for avoiding redundancy
(r) and the vocabulary-included-in-centroid ratio
(v) are tuned with the original centroid model on
our development set. Values from 0 to 1 with step
size 0.1 were tested using a grid search. The op-
timal values for r and v were 0.6 and 0.1, respec-
tively. These values were used for all tested vari-
ants of the centroid model. For the different meth-
ods of choosing N sentences of each document
before summarization, we tuned N separately for
each, with values from 1 to 10, using the global
model. The best N found for N -first, N -best,
new-tfidf were 7, 2 and 3 respectively.

Results

Table 1 shows the Rouge scores measured in our
experiments. The first two sections show results
for baseline and SOTA summaries from SumRepo.
The third section shows the summarization vari-
ants presented in this paper. ”G” indicates that
the global greedy algorithm was used instead of
sentence-level ranking. In the last section, ”- R”
indicates that the method was tested without the
anti-redundancy filter.

1http://www.cis.upenn.edu/˜nlp/
corpora/sumrepo.html

2ROUGE-1.5.5 with the settings -n 4 -m -a -l 100 -x -c 95
-r 1000 -f A -p 0.5 -t 0
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Model R-1 R-2 R-4
Centroid 36.03 7.89 1.20
LexRank 35.49 7.42 0.81
KLSum 37.63 8.50 1.26
CLASSY04 37.23 8.89 1.46
ICSI 38.02 9.72 1.72
Submodular 38.62 9.19 1.34
DPP 39.41 9.57 1.56
RegSum 38.23 9.71 1.59
Centroid 37.91 9.53 1.56
Centroid + N-first 38.04 9.56 1.56
Centroid + N-best 37.86 9.67 1.67
Centroid + new-tf-idf 38.27 9.64 1.54
Centroid + G 38.55 9.73 1.53
Centroid + G + N-first 38.85 9.86 1.62
Centroid + G + N-best 38.86 9.77 1.53
Centroid + G + new-tf-idf 39.11 9.81 1.58
Centroid - R 35.54 8.73 1.42
Centroid + G - R 38.58 9.73 1.53

Table 1: Rouge scores on DUC2004.

Both the global optimization and the sentence
preselection have a positive impact on the perfor-
mance.

The global + new-TF-IDF variant outperforms
all but the DPP model in Rouge-1 recall. The
global + N-first variant outperforms all other mod-
els in Rouge-2 recall. However, the Rouge scores
of the SOTA methods and the introduced centroid
variants are in a very similar range.

Interestingly, the original centroid-based model,
without any of the new modifications introduced
in this paper, already shows quite high Rouge
scores in comparison to the other baseline meth-
ods. This is due to the anti-redundancy filter and
the selection of top-ranking features.

In order to see whether the global sentence se-
lection alleviates the need for an anti-redundancy
filter, the original method and the global method
(without N sentences per document selection)
were tested without it (section 4 in Table 1). In
terms of Rouge-1 recall, the original model is
clearly very dependent on checking for redun-
dancy when including sentences, while the global
variant does not change its performance much
without the anti-redundancy filter. This matches
the expectation that the globally motivated method
handles redundancy implicitly.

4 Example Summaries

Table 2 shows generated example summaries us-
ing the global centroid method with the three sen-
tence preselection methods. For readability, trun-
cated sentences (due to the 100-word limit) at the
end of the summaries are excluded. The original
positions of the summary sentences, i.e. the in-
dices of the document and the sentence inside the
document are given. As can be seen in the exam-
ples, the N-first method is restricted to sentences
appearing early in documents. In the new-TF-
IDF example, the second and third sentences were
preselected because high ranking features such as
”robot” and ”arm” appeared for the first time in
the respective documents.

5 Related Work

In addition to various works on sophisticated mod-
els for multi-document summarization, other ex-
periments have been done showing that simple
modifications to the standard baseline methods
can perform quite well.

Rossiello et al. (2017) improved the centroid-
based method by representing sentences as sums
of word embeddings instead of TF-IDF vectors
so that semantic relationships between sentences
that have no words in common can be captured.
Mackie et al. (2016) also evaluated summaries
from SumRepo and did experiments on improv-
ing baseline systems such as the centroid-based
and the KL-divergence method with different anti-
redundancy filters. Their best optimized baseline
obtained a performance similar to the ICSI method
in SumRepo.

6 Conclusion

In this paper we show that simple modifications
to the centroid-based method can bring its perfor-
mance to the same level as state-of-the-art meth-
ods on the DUC2004 dataset. The resulting sum-
marization methods are unsupervised, efficient
and do not require complicated feature engineer-
ing or training.

Changing from a ranking-based method to
a global optimization method increases perfor-
mance and makes the summarizer less dependent
on explicitly checking for redundancy. This can be
useful for input document collections with differ-
ing levels of content diversity.

The presented methods for restricting the in-
put to a maximum of N sentences per document
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Example Summaries
N-first (N=7)
For the second day in a row, astronauts boarded space shuttle Endeavour on Friday for liftoff on NASA’s first space station
construction flight. Endeavour and its astronauts closed in Sunday to capture the first piece of the international space station,
the Russian-made Zarya control module that had to be connected to the Unity chamber aboard the shuttle. Mission Control
gave the astronauts plenty of time for the tasks. On their 12-day flight, Endeavour’s astronauts are to locate a Russian part
already in orbit, grasp it with the shuttle’s robot arm and attach the new U.S. module.
Sentence positions (doc, sent): (0, 0), (1, 0), (1, 5), (8, 5)

N-best (N=2)
For the second day in a row, astronauts boarded space shuttle Endeavour on Friday for liftoff on NASA’s first space station
construction flight. The astronauts will use the shuttle robot arm to capture the Russian space station piece and attach it to
Unity. Mission Control ordered the pilots to fire the shuttle thrusters to put an extra three miles between Endeavour and the
space junk, putting Endeavour a total of five miles from the orbiting debris. On their 12-day flight, Endeavour’s astronauts
are to locate a Russian part already in orbit, grasp it with the shuttle’s robot arm and attach the new U.S. module.
Sentence positions (doc, sent): (0, 0), (0, 20), (2, 19), (8, 5)

New-TF-IDF (N=3)
For the second day in a row, astronauts boarded space shuttle Endeavour on Friday for liftoff on NASA’s first space station
construction flight. The astronauts will use the shuttle robot arm to capture the Russian space station piece and attach it to
Unity. The shuttle’s 50-foot robot arm had never before been assigned to handle an object as massive as the 44,000-pound
Zarya, a power and propulsion module that was launched from Kazakhstan on Nov. 20. Endeavour’s astronauts connected
the first two building blocks of the international space station on Sunday, creating a seven-story tower in the shuttle cargo
bay.
Sentence positions (doc, sent): (0, 0), (0, 20), (1, 12), (5, 0)

Table 2: Summaries of the cluster d30031 in DUC2004 generated by the modified centroid method using
different sentence preselection methods.

lead to additional improvements while reducing
computation effort, if global optimization is be-
ing used. These methods could be useful for other
summarization models that rely on pairwise sim-
ilarity computations between all input sentences,
or other properties which would slow down sum-
marization of large numbers of input sentences.

The modified methods can also be used as
strong baselines for future experiments in multi-
document summarization.
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Abstract

We investigate the problem of reader-
aware multi-document summarization
(RA-MDS) and introduce a new dataset
for this problem. To tackle RA-MDS,
we extend a variational auto-encodes
(VAEs) based MDS framework by jointly
considering news documents and reader
comments. To conduct evaluation for
summarization performance, we prepare
a new dataset. We describe the methods
for data collection, aspect annotation, and
summary writing as well as scrutinizing
by experts. Experimental results show
that reader comments can improve the
summarization performance, which also
demonstrates the usefulness of the pro-
posed dataset. The annotated dataset for
RA-MDS is available online1.

1 Introduction

The goal of multi-document summarization
(MDS) is to automatically generate a brief, well-
organized summary for a topic which describes
an event with a set of documents from different
sources. (Goldstein et al., 2000; Erkan and Radev,
2004; Wan et al., 2007; Nenkova and McKeown,
2012; Min et al., 2012; Bing et al., 2015; Li et al.,
2017). In the typical setting of MDS, the input is a
set of news documents about the same topic. The
output summary is a piece of short text document
containing several sentences, generated only based
on the input original documents.

With the development of social media and mo-
bile equipments, more and more user generated

∗The work described in this paper is supported by a grant
from the Grant Council of the Hong Kong Special Adminis-
trative Region, China (Project Code: 14203414).

1http://www.se.cuhk.edu.hk/˜textmine/
dataset/ra-mds/

NEWS:  The most important announcements from Google's big developers' conference

Figure 1: Reader comments of the news “The most
important announcements from Google’s big de-
velopers’ conference (May, 2017)”.

content is available. Figure 1 is a snapshot of
reader comments under the news report “The most
important announcements from Google’s big de-
velopers’ conference”2. The content of the orig-
inal news report talks about some new products
based on AI techniques. The news report gener-
ally conveys an enthusiastic tone. However, while
some readers share similar enthusiasms, some oth-
ers express their worries about new products and
technologies and these comments can also reflect
their interests which may not be very salient in
the original news reports. Unfortunately, existing
MDS approaches cannot handle this issue. We
investigate this problem known as reader-aware
multi-document summarization (RA-MDS). Un-
der the RA-MDS setting, one should jointly con-
sider news documents and reader comments when
generating the summaries.

One challenge of the RA-MDS problem is how
to conduct salience estimation by jointly consider-
ing the focus of news reports and the reader in-
terests revealed by comments. Meanwhile, the
model should be insensitive to the availability of
diverse aspects of reader comments. Another chal-
lenge is that reader comments are very noisy, not
fully grammatical and often expressed in infor-

2https://goo.gl/DdU0vL
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mal expressions. Some previous works explore
the effect of comments or social contexts in single
document summarization such as blog summariza-
tion (Hu et al., 2008; Yang et al., 2011). However,
the problem setting of RA-MDS is more challeng-
ing because the considered comments are about an
event which is described by multiple documents
spanning a time period. Another challenge is that
reader comments are very diverse and noisy. Re-
cently, Li et al. (2015) employed a sparse coding
based framework for RA-MDS jointly considering
news documents and reader comments via an un-
supervised data reconstruction strategy. However,
they only used the bag-of-words method to repre-
sent texts, which cannot capture the complex rela-
tionship between documents and comments.

Recently, Li et al. (2017) proposed a sentence
salience estimation framework known as VAE-
Sum based on a neural generative model called
Variational Auto-Encoders (VAEs) (Kingma and
Welling, 2014; Rezende et al., 2014). During
our investigation, we find that the Gaussian based
VAEs have a strong ability to capture the salience
information and filter the noise from texts. Intu-
itively, if we feed both the news sentences and the
comment sentences into the VAEs, commonly ex-
isted latent aspect information from both of them
will be enhanced and become salient. Inspired by
this consideration, to address the sentence salience
estimation problem for RA-MDS by jointly con-
sidering news documents and reader comments,
we extend the VAESum framework by training the
news sentence latent model and the comment sen-
tence latent model simultaneously by sharing the
neural parameters. After estimating the sentence
salience, we employ a phrase based compressive
unified optimization framework to generate a final
summary.

There is a lack of high-quality dataset suitable
for RA-MDS. Existing datasets from DUC3 and
TAC4 are not appropriate. Therefore, we intro-
duce a new dataset for RA-MDS. We employed
some experts to conduct the tasks of data collec-
tion, aspect annotation, and summary writing as
well as scrutinizing. To our best knowledge, this
is the first dataset for RA-MDS.

Our contributions are as follows: (1) We inves-
tigate the RA-MDS problem and introduce a new
dataset for the problem of RA-MDS. To our best

3http://duc.nist.gov/
4http://tac.nist.gov/

knowledge, it is the first dataset for RA-MDS. (2)
To tackle the RA-MDS, we extend a VAEs-based
MDS framework by jointly considering news doc-
uments and reader comments. (3) Experimen-
tal results show that reader comments can im-
prove the summarization performance, which also
demonstrates the usefulness of the dataset.

2 Framework

2.1 Overview

As shown in Figure 2, our reader-aware news sen-
tence salience framework has three main compo-
nents: (1) latent semantic modeling; (2) comment
weight estimation; (3) joint reconstruction. Con-
sider a dataset Xd and Xc consisting of nd news
sentences and nc comment sentences respectively
from all the documents in a topic (event), repre-
sented by bag-of-words vectors. Our proposed
news sentence salience estimation framework is
extended from VAESum (Li et al., 2017), which
can jointly consider news documents and reader
comments. One extension is that, in order to ab-
sorb more useful information and filter the noisy
data from comments, we design a weight estima-
tion mechanism which can assign a real value ρi
for a comment sentence xic. The comment weight
ρ ∈ Rnc is integrated into the VAEs based sen-
tence modeling and data reconstruction compo-
nent to handle comments.

2.2 Reader-Aware Salience Estimation

Variational Autoencoders (VAEs) (Kingma and
Welling, 2014; Rezende et al., 2014) is a genera-
tive model based on neural networks which can be
used to conduct latent semantic modeling. Li et al.
(2017) employ VAEs to map the news sentences
into a latent semantic space, which is helpful in
improving the MDS performance. Similarly, we
also employ VAEs to conduct the semantic mod-
eling for news sentences and comment sentences.
Assume that both the prior and posterior of the la-
tent variables are Gaussian, i.e., pθ(z) = N (0, I)
and qφ(z|x) = N (z; µ,σ2I), where µ and σ de-
note the variational mean and standard deviation
respectively, which can be calculated with a multi-
layer perceptron (MLP). VAEs can be divided into
two phases, namely, encoding (inference), and de-
coding (generation). All the operations are de-
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Figure 2: Our proposed framework. Left: Latent semantic modeling via variation auto-encoders for
news sentence xd and comment sentence xc. Middle: Comment sentence weight estimation. Right:
Salience estimation by a joint data reconstruction method. Ad is a news reconstruction coefficient matrix
which contains the news sentence salience information.

picted as follows:

henc = relu(Wxhx+ bxh)
µ = Whµhenc + bhµ
log(σ2) = Whσhenc + bhσ
ε ∼ N (0, I), z = µ+ σ ⊗ ε
hdec = relu(Wzhz + bzh)
x′ = sigmoid(Whxhdec + bhx)

(1)

Based on the reparameterization trick in Equa-
tion 1, we can get the analytical representation of
the variational lower bound L(θ, ϕ; x):

log p(x|z) =
|V |∑
i=1

xi log x′i + (1− xi) · log(1− x′i)

−DKL[qϕ(z|x)‖pθ(z)]= 1
2

K∑
i=1

(1 + log(σ2
i )− µ2

i − σ2
i )

where x denotes a general sentence, and it can be
a news sentence xd or a comment sentnece xc.

By feeding both the news documents and the
reader comments into VAEs, we equip the model
a ability of capturing the information from them
jointly. However, there is a large amount of noisy
information hidden in the comments. Hence we
design a weighted combination mechanism for
fusing news and comments in the VAEs. Precisely,
we split the variational lower bound L(θ, ϕ; x)

into two parts and fuse them using the comment
weight ρ:

L(θ, ϕ; x) = L(θ, ϕ; xd) + ρ× L(θ, ϕ; xc) (2)

The calculation of ρ will be discussed later.
The news sentence salience estimation is con-

ducted by an unsupervised data reconstruction
framework. Assume that Sz = {s1

z, s
2
z, · · · , smz }

are m latent aspect vectors used for recon-
structing all the latent semantic vectors Z =
{z1, z2, · · · , zn}. Thereafter, the variational-
decoding progress of VAEs can map the latent as-
pect vector Sz to Sh, and then produce m new as-
pect term vectors Sx:

sh = relu(Wzhsz + bzh)
sx = sigmoid(Whxsh + bhx)

(3)

VAESum (Li et al., 2017) employs an alignment
mechanism (Bahdanau et al., 2015; Luong et al.,
2015) to recall the lost detailed information from
the input sentence. Inspired this idea, we design a
jointly weighted alignment mechanism by consid-
ering the news sentence and the comment sentence
simultaneously. For each decoder hidden state sih,
we align it with each news encoder hidden state hjd
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by an alignment vector ad ∈ Rnd . We also align it
with each comments encoder hidden state hjc by an
alignment vector ac ∈ Rnc . In order to filter the
noisy information from the comments, we again
employ the comment weight ρ to adjust the align-
ment vector of comments:

ãc = ac × ρ (4)

The news-based context vector cid and the
comment-based context vector cic can be obtained
by linearly blending the input hidden states respec-
tively. Then the output hidden state can be updated
based on the context vectors:

s̃ih = tanh(W h
dhc

i
d +W h

chc
i
c +W a

hhs
i
h) (5)

Then we can generate the updated output aspect
vectors based on s̃ih. We add a similar alignment
mechanism into the output layer.

Sz , Sh, and Sx can be used to reconstruct the
space to which they belong respectively. In or-
der to capture the information from comments, we
design a joint reconstruction approach here. Let
Ad ∈ Rnd×m be the reconstruction coefficient
matrix for news sentences, and Ac ∈ Rnc×m be
the reconstruction coefficient matrix for comment
sentences. The optimization objective contains
three reconstruction terms, jointly considering the
latent semantic reconstruction and the term vector
space reconstruction for news and comments re-
spectively:

LA = (‖Zd −AdSz‖22 + ‖Hd −AdSh‖22
+ ‖Xd −AdSx‖22) + ρ× (‖Zc −AcSz‖22
+ ‖Hc −AcSh‖22 + ‖Xc −AcSx‖22)

(6)

This objective is integrated with the variational
lower bound of VAEs L(θ, ϕ; x) and optimized in
a multi-task learning fashion. Then the new opti-
mization objective is:

J = min
Θ

(−L(θ, ϕ;x)+LA) (7)

where Θ is a set of all the parameters related to this
task. We define the magnitude of each row of Ad

as the salience scores for the corresponding news
sentences.

We should note that the most important variable
in our framework is the comment weight vector
ρ, which appears in all the three components of
our framework. The basic idea for calculating ρ
is that if the comment sentence is more similar to

the news content, then it contains less noisy infor-
mation. For all the news sentences Xd and all the
comment sentences Xc, calculate the relation ma-
trix R ∈ Rnd×nc by:

R = Xd ×XT
c (8)

Then we add an average pooling layer to get the
coefficient value for each comment sentence:

r =
1
nc

nc∑
i=1

R[i, :] (9)

Finally, we add a sigmoid function to adjust the
coefficient value to (0, 1):

ρ = sigmoid(r) (10)

Because we have different representations from
different vector space for the sentences, therefore
we can calculate the comment weight in different
semantic vector space. Here we use two spaces,
namely, latent semantic space obtained by VAEs,
and the original bag-of-words vector space. Then
we can merge the weights by a parameter λp:

ρ = λp × ρz + (1− λp)× ρx (11)

where ρz and ρx are the comment weight calcu-
lated from latent semantic space and term vector
space. Actually, we can regard ρ as some gates to
control the proportion of each comment sentence
absorbed by the framework.

2.3 Summary Construction
In order to produce reader-aware summaries, in-
spired by the phrase-based model in Bing et al.
(2015) and Li et al. (2015), we refine this model to
consider the news sentences salience information
obtained by our framework. Based on the parsed
constituency tree for each input sentence, we ex-
tract the noun-phrases (NPs) and verb-phrases
(VPs). The overall objective function of this opti-
mization formulation for selecting salient NPs and
VPs is formulated as an integer linear program-
ming (ILP) problem:

max{
∑
i

αiSi −
∑
i<j

αij(Si + Sj)Rij}, (12)

where αi is the selection indicator for the phrase
Pi, Si is the salience scores of Pi, αij and Rij is
co-occurrence indicator and the similarity a pair
of phrases (Pi, Pj) respectively. The similarity is
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calculated with the Jaccard Index based method.
In order to obtain coherent summaries with good
readability, we add some constraints into the ILP
framework. For details, please refer to Wood-
send and Lapata (2012), Bing et al. (2015), and
Li et al. (2015). The objective function and con-
straints are linear. Therefore the optimization can
be solved by existing ILP solvers such as simplex
algorithms (Dantzig and Thapa, 2006). In the im-
plementation, we use a package called lp solve5.

3 Data Description

In this section, we describe the preparation process
of the dataset. Then we provide some properties
and statistics.

3.1 Background

The definition of the terminology related to the
dataset is given as follows.6

Topic: A topic refers to an event and it is com-
posed of a set of news documents from different
sources.
Document: A news article describing some as-
pects of the topic. The set of documents in the
same topic typically span a period, say a few days.
Category: Each topic belongs to a category.
There are 6 predefined categories: (1) Acci-
dents and Natural Disasters, (2) Attacks (Crimi-
nal/Terrorist), (3) New Technology, (4) Health and
Safety, (5) Endangered Resources, and (6) Inves-
tigations and Trials (Criminal/Legal/Other).
Aspect: Each category has a set of prede-
fined aspects. Each aspect describes one im-
portant element of an event. For example, for
the category “Accidents and Natural Disasters”,
the aspects are “WHAT”, “WHEN”, “WHERE”,
“WHY”, “WHO AFFECTED”, “DAMAGES”,
and “COUNTERMEASURES”.
Aspect facet: An aspect facet refers to the actual
content of a particular aspect for a particular topic.
Take the topic “Malaysia Airlines Disappearance”
as an example, facets for the aspect “WHAT”
include “missing Malaysia Airlines Flight 370”,
“two passengers used passports stolen in Thailand
from an Austrian and an Italian.” etc. Facets
for the aspect “WHEN” are “ Saturday morning”,

5http://lpsolve.sourceforge.net/5.5/
6In fact, for the core terminology, namely, topic,

document, category, and aspect, we follow the
MDS task in TAC (https://tac.nist.gov/
/2011/Summarization/Guided-Summ.2011.
guidelines.html).

“about an hour into its flight from Kuala Lumpur”,
etc.
Comment: A piece of text written by a reader con-
veying his or her altitude, emotion, or any thought
on a particular news document.

3.2 Data Collection

The first step is to select topics. The selected top-
ics should be in one of the above categories. We
make use of several ways to find topics. The first
way is to search the category name using Google
News. The second way is to follow the related tags
on Twitter. One more useful method is to scan the
list of event archives on the Web, such as earth-
quakes happened in 2017 7.

For some news websites, in addition to provide
news articles, they offer a platform to allow read-
ers to enter comments. Regarding the collection of
news documents, for a particular topic, one con-
sideration is that reader comments can be easily
found. Another consideration is that all the news
documents under a topic must be collected from
different websites as far as possible. Similar to the
methods used in DUC and TAC, we also capture
and store the content using XML format.

Each topic is assigned to 4 experts, who are ma-
jor in journalism, to conduct the summary writing.
The task of summary writing is divided into two
phases, namely, aspect facet identification, and
summary generation. For the aspect facet identi-
fication, the experts read and digested all the news
documents and reader comments under the topic.
Then for each aspect, the experts extracted the re-
lated facets from the news document. The sum-
maries were generated based on the annotated as-
pect facets. When selecting facets, one consider-
ation is those facets that are popular in both news
documents and reader comments have higher pri-
ority. Next, the facets that are popular in news
documents have the next priority. The generated
summary should cover as many aspects as possi-
ble, and should be well-organized using complete
sentences with a length restriction of 100 words.

After finishing the summary writing procedure,
we employed another expert for scrutinizing the
summaries. Each summary is checked from five
linguistic quality perspectives: grammaticality,
non-redundancy, referential clarity, focus, and co-
herence. Finally, all the model summaries are
stored in XML files.

7https://en.wikipedia.org/wiki/Category:2017 earthquakes
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3.3 Data Properties

The dataset contains 45 topics from those 6 pre-
defined categories. Some examples of topics
are “Malaysia Airlines Disappearance”, “Flappy
Bird”, “Bitcoin Mt. Gox”, etc. All the topics and
categories are listed in Appendix A. Each topic
contains 10 news documents and 4 model sum-
maries. The length limit of the model summary
is 100 words (slitted by space). On average, each
topic contains 215 pieces of comments and 940
comment sentences. Each news document con-
tains an average of 27 sentences, and each sen-
tence contains an average of 25 words. 85%
of non-stop model summary terms (entities, uni-
grams, bigrams) appeared in the news documents,
and 51% of that appeared in the reader comments.
The dataset contains 19k annotated aspect facets.

4 Experimental Setup

4.1 Dataset and Metrics

The properties of our own dataset are depicted in
Section 3.3. We use ROUGE score as our evalua-
tion metric (Lin, 2004) with standard options8. F-
measures of ROUGE-1, ROUGE-2 and ROUGE-
SU4 are reported.

4.2 Comparative Methods

To evaluate the performance of our dataset and the
proposed framework RAVAESum for RA-MDS,
we compare our model with the following meth-
ods:

• RA-Sparse (Li et al., 2015): It is a frame-
work to tackle the RA-MDS problem. A
sparse-coding-based method is used to cal-
culate the salience of the news sentences
by jointly considering news documents and
reader comments.

• Lead (Wasson, 1998) : It ranks the news sen-
tences chronologically and extracts the lead-
ing sentences one by one until the length
limit.

• Centroid (Radev et al., 2000): It summa-
rizes clusters of news articles automatically
grouped by a topic detection system, and then
it uses information from the centroids of the
clusters to select sentences.

8ROUGE-1.5.5.pl -n 4 -w 1.2 -m -2 4 -u -c 95 -r 1000 -f
A -p 0.5 -t 0

• LexRank (Erkan and Radev, 2004) and
TextRank (Mihalcea and Tarau, 2004):
Both methods are graph-based unsupervised
framework for sentence salience estimation
based on PageRank algorithm.

• Concept (Bing et al., 2015): It generates ab-
stractive summaries using phrase-based opti-
mization framework with concept weight as
salience estimation. The concept set con-
tains unigrams, bigrams, and entities. The
weighted term-frequency is used as the con-
cept weight.

We can see that only the method RA-Sparse can
handle RA-MDS. All the other methods are only
for traditional MDS without comments.

4.3 Experimental Settings

The input news sentences and comment sentences
are represented as BoWs vectors with dimension
|V |. The dictionary V is created using unigrams,
bigrams and named entity terms. nd and nc are
the number of news sentences and comment sen-
tences respectively. For the number of latent as-
pects used in data reconstruction, we let m = 5.
For the neural network framework, we set the hid-
den size dh = 500 and the latent size K = 100.
For the parameter λp used in comment weight, we
let λp = 0.2. Adam (Kingma and Ba, 2014) is
used for gradient based optimization with a learn-
ing rate 0.001. Our neural network based frame-
work is implemented using Theano (Bastien et al.,
2012) on a single GPU9.

5 Results and Discussions

5.1 Results on Our Dataset

The results of our framework as well as the base-
line methods are depicted in Table 1. It is obvi-
ous that our framework RAVAESum is the best
among all the comparison methods. Specifically, it
is better than RA-Sparse significantly (p < 0.05),
which demonstrates that VAEs based latent se-
mantic modeling and joint semantic space recon-
struction can improve the MDS performance con-
siderably. Both RAVAESum and RA-Sparse are
better than the methods without considering reader
comments.
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Table 1: Summarization performance.

System R-1 R-2 R-SU4
Lead 0.384 0.110 0.144
TextRank 0.402 0.122 0.159
LexRank 0.425 0.135 0.165
Centroid 0.402 0.141 0.171
Concept 0.422 0.149 0.177
RA-Sparse 0.442 0.157 0.188
RAVAESum 0.443* 0.171* 0.196*

Table 2: Further investigation of RAVAESum.

System R-1 R-2 R-SU4
RAVAESum-
noC

0.437 0.162 0.189

RAVAESum 0.443* 0.171* 0.196*

5.2 Further Investigation of Our Framework

To further investigate the effectiveness of our
proposed RAVAESum framework, we adjust
our framework by removing the comments re-
lated components. Then the model settings of
RAVAESum-noC are similar to VAESum (Li
et al., 2017). The evaluation results are shown
in Table 2, which illustrate that our framework
with reader comments RAVAESum is better than
RAVAESum-noC significantly(p < 0.05).

Moreover, as mentioned in VAESum (Li et al.,
2017), the output aspect vectors contain the word
salience information. Then we select the top-10
terms for event “Sony Virtual Reality PS4”, and
“‘Bitcoin Mt. Gox Offlile”’ for model RAVAE-
Sum (+C) and RAVAESum-noC (-C) respectively,
and the results are shown in Table 3. It is obvi-
ous that the rank of the top salience terms are dif-
ferent. We check from the news documents and
reader comments and find that some terms are en-
hanced by the reader comments successfully. For
example, for the topic “Sony Virtual Reality PS4”,
many readers talked about the product of “Ocu-
lus”, hence the word “oculus” is assigned a high
salience by our model.

5.3 Case Study

Based on the news and comments of the topic
“Sony Virtual Reality PS4”, we generate two
summaries with our model considering com-
ments (RAVAESum) and ignoring comments

9Tesla K80, 1 Kepler GK210 is used, 2496 Cuda cores,
12G GDDR5 memory.

(RAVAESum-noC) respectively. The summaries
and ROUGE evaluation are given in Table 4. All
the ROUGE values of our model considering com-
ments are better than those ignoring comments
with large gaps. The sentences in italic bold of
the two summaries are different. By reviewing the
comments of this topic, we find that many read-
ers talked about “Oculus”, the other product with
virtual reality techniques. This issue is well iden-
tified by our model and select the sentence “Mr.
Yoshida said that Sony was inspired and encour-
aged to do its own virtual reality project after the
enthusiastic response to the efforts of Oculus VR
and Valve, another game company working on the
technology.”.

6 Conclusions

We investigate the problem of reader-aware multi-
document summarization (RA-MDS) and intro-
duce a new dataset. To tackle the RA-MDS, we
extend a variational auto-encodes (VAEs) based
MDS framework by jointly considering news doc-
uments and reader comments. The methods
for data collection, aspect annotation, and sum-
mary writing and scrutinizing by experts are de-
scribed. Experimental results show that reader
comments can improve the summarization perfor-
mance, which demonstrate the usefulness of the
proposed dataset.
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Appendices
A Topics

Table 5: All the topics and the corresponding cat-
egories. The 6 predefined categories are: (1) Ac-
cidents and Natural Disasters, (2) Attacks (Crimi-
nal/Terrorist), (3) New Technology, (4) Health and
Safety, (5) Endangered Resources, and (6) Inves-
tigations and Trials (Criminal/Legal/Other).

Topic Category
Boston Marathon Bomber Sister Arrested 6
iWatch 3
Facebook Offers App With Free Access in
Zambia

3

441 Species Discovered in Amazon 5
Beirut attack 2
Great White Shark Choked by Sea Lion 1
Sony virtual reality PS4 3
Akademik Shokalskiy Trapping 1
Missing Oregon Woman Jennifer Huston
Committed Suicide

6

Bremerton Teen Arrested Murder 6-year-old
Girl

6

Apple And IBM Team Up 3
California Father Accused Killing Family 6
Los Angeles Earthquake 1
New Species of Colorful Monkey 5
Japan Whaling 5
Top Doctor Becomes Latest Ebola Victim 4
New South Wales Bushfires 1
UK David Cameron Joins Battle Against De-
mentia

4

UK Cameron Calls for Global Action on Su-
perbug Threat

4

Karachi Airport Attack 2
Air Algerie Plane Crash 1
Flappy Bird 3
Moscow Subway Crash 1
Rick Perry Lawyers Dismissal of Charges 6
New York Two Missing Amish Girls Found 6
UK Contaminated Drip Poisoned Babies 4
Taiwan Police Evict Student Protesters 2
US General Killed in Afghan 5
Monarch butterflies drop 5
UN Host Summit to End Child Brides 4
Two Tornadoes in Nebraska 1
Global Warming Threatens Emperor Penguins 5
Malaysia Airlines Disappearance 1
Google Conference 3
Africa Ebola Out of Control in West Africa 4
Shut Down of Malaysia Airlines mh17 1
Sochi Terrorist Attack 2
Fire Phone 3
ISIS executes David Haines 2
UK Rotherham 1400 Child Abuse Cases 6
Rare Pangolins Asians eating Extinction 5
Kunming Station Massacre 2
Bitcoin Mt. Gox 3
UK Jimmy Savile Abused Victims in Hospital 6
ISIS in Iraq 2
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Abstract

We study the problem of domain adaptation
for neural abstractive summarization. We
make initial efforts in investigating what in-
formation can be transferred to a new domain.
Experimental results on news stories and opin-
ion articles indicate that neural summariza-
tion model benefits from pre-training based on
extractive summaries. We also find that the
combination of in-domain and out-of-domain
setup yields better summaries when in-domain
data is insufficient. Further analysis shows
that, the model is capable to select salient con-
tent even trained on out-of-domain data, but
requires in-domain data to capture the style for
a target domain.

1 Introduction

Recent text summarization research moves to-
wards producing abstractive summmaries, which
better emulates human summarization process
and produces more concise summaries (Nenkova
et al., 2011). Built on the success of sequence-
to-sequence learning with encoder-decoder neu-
ral networks (Bahdanau et al., 2014), there has
been growing interest in utilizing this framework
for generating abstractive summaries (Rush et al.,
2015; Wang and Ling, 2016; Takase et al., 2016;
Nallapati et al., 2016; See et al., 2017). The
end-to-end learning framework circumvents ef-
forts in feature engineering and template construc-
tion as done in previous work (Ganesan et al.,
2010; Wang and Cardie, 2013; Gerani et al., 2014;
Pighin et al., 2014), by directly learning to detect
summary-worthy content as well as generate flu-
ent sentences.

Nevertheless, training such systems requires
large amounts of labeled data, which creates a
big hurdle for new domains where training data is
scant and expensive to acquire. Consequently, we
raise the following research questions:

Input (News):The Department of Defense has identi-
fied 441 American service members who have died
since the start of the Iraq war. It confirmed the
death of the following American yesterday: DAVIS,
Raphael S., 24, specialist, Army National Guard;
Tutwiler, Miss.; 223rd Engineer Battalion.
Abstract: Name of American newly confirmed dead
in Iraq ; 441 American service members have died
since start of war.
Input (Opinion): WHEN the 1999 United States Ry-
der Cup team trailed the Europeans, 10-6, going into
Sunday’s 12 singles matches at the Country Club out-
side Boston, Ben Crenshaw, the United States cap-
tain, issued a declaration of confidence in his golfers.
“I’m a big believer in faith ,” Crenshaw said firmly
in his Texas twang . “ I have a good feeling about
this.” The next day , Crenshaw’ cavalry won the firsts
even singles matches. With a sudden 13-10 lead ,
the turnaround put unexpected pressure on the Euro-
peans, . . .
Abstract: Dave Anderson Sports of The Times col-
umn discusses US team’s poor performance against
Europe in Ryder Cup.

Figure 1: A snippet of sample news story and opin-
ion article from The New York Times Annotated Cor-
pus (Sandhaus, 2008).

• domain adaptation: whether we can lever-
age available out-of-domain abstracts or extractive
summaries to help train a neural summarization
system for a new domain?
• transferable component: what information is

transferable and what are the limitations?
In this paper, we attempt to shed some light on

the above questions by investigating neural sum-
marization on two types of documents with major
difference: news stories and opinion articles from
The New York Times Annotated Corpus (Sand-
haus, 2008). Sample articles and human written
abstracts are shown in Figure 1. We select a rea-
sonably simple task on generating short news sum-
mary for multi-paragraph documents.
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Contributions. We first investigate the effect of
parameter initialization via pre-training on extrac-
tive summaries. A large-scale dataset consisting
of 1 million article-extract pairs is collected from
The New York Times for use. Experimental results
show that this step improves summarization per-
formance measured by ROUGE (Lin, 2004) and
BLEU (Papineni et al., 2002).

We then treat news stories as source domain and
opinion articles as target domain, and make ini-
tial tries for understanding the feasibility of do-
main adaptation. Importantly, by testing on opin-
ion article summarization, the model leveraging
data from both source and target domains yields
better performance than in-domain trained model
when in-domain training data is rare.

Furthermore, we interpret the learned model
to understand what information is transferred to
a new domain. In general, a model trained on
out-of-domain data can learn to detect summary-
worthy content, but may not match the generation
style in the target domain. Concretely, we observe
that the model trained on news domain pays sim-
ilar amount of attention to summary-worthy con-
tent (i.e., words reused by human abstracts) when
tested on news and opinion articles. On the other
hand, human writers tend to employ new words
unseen from the input when constructing opinion
abstracts. End-to-end evaluation results imply that
the model trained on out-of-domain data fails to
capture this aspect.

The above observations suggest that the neural
summarization model learns to 1) identify salient
content, and 2) generate summaries with a style
as in the training data. The first element might be
transferable to a new domain, while not so much
for the second.

2 The Neural Summarization Model

In this work, we choose the attentional sequence-
to-sequence model with pointer-generator mech-
anism (See et al., 2017) for study. Briefly, the
model learns to generate a sequence of tokens
{yi} based on the following conditional probabil-
ity: p(yi = w|y1, . . . , yi−1, x) = pgenPvocab(w)+
(1− pgen)

∑
i:wi=w at

i

Here Pvocab(w) denotes the probability to gen-
erate a new word from vocabulary, pgen is a
learned parameter that chooses between generat-
ing and copying, depending on the hidden states
and attention distribution. This model enhances
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Figure 2: [Left] Part-of-speech (POS) distribution for
words in abstracts. [Right] Percentage of words in
abstracts that are reused from input, per POS and all
words. OPINION abstracts generally reuse less words.

the original attention model (Bahdanau et al.,
2014) by incorporating pointer-network (Vinyals
et al., 2015), which allows the decoder to copy ac-
curate information from input. Due to space limi-
tation, we refer the readers to original paper (See
et al., 2017) for model details.

For experiments, we employ bidirectional re-
current neural network (RNN) as encoder and uni-
directional RNN as decoder, both implemented by
Long Short Term Memory (LSTM) with 256 hid-
den units. Input and output data are lowercased as
described in (See et al., 2017).

3 Datasets and Experimental Setup

Primary Data. Our primary data source is The
New York Times Annotated Corpus (Sandhaus,
2008) (henceforth called NYT-annotated). Com-
pared with other commonly used dataset for ab-
stractive summarization, NYT-annotated has more
variation in its abstracts, such as paraphrase and
generalization. It also comes with other human la-
bels we could use to characterize the type of ar-
ticles. The whole dataset consists of 1.8 million
articles, of which 650,000 are annotated with hu-
man constructed abstracts. Articles longer than 15
tokens and abstracts longer than 10 tokens are ex-
tracted for use in our study (as in Figure 1).

The resulting dataset are further separated into
two types based on their taxonomy tags1: NEWS

stories and OPINION articles. We believe these
two types of documents are different enough in
terms of topics, summary style, and lexical level
language use, that they could be treated as differ-
ent domains for our study. We collected 100,824

1The corpus comes with taxonomic classifiers tags. Arti-
cles with tag “News” are treated as news stories; for the rest,
the ones with “Opinion”,“Editorial”, or “Features” are treated
as opinion articles.
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Figure 3: Named Entities distribution (left) and sub-
jective words distribution (right) in abstracts. More
PERSON, less ORGANIZATION, and less subjective
words are observed in OPINION.

articles for NEWS which is treated as source do-
main, and 51,214 for OPINION as target domain.
The average length for documents of NEWS is
680.8 tokens, and 785.6 tokens for OPINION. The
average lengths for abstracts are 23.14 and 19.13
for NEWS and OPINION.

We also make use of the section tag, such as
Business, Sports, Arts, to calculate the topic dis-
tribution for these two domains. About 57% of
the documents of NEWS are about Sports, whereas
more than 78% documents of OPINION are about
Arts. We also observe different levels of subjec-
tivity based on the percentage of strong subjective
words taken from MPQA lexicon (Wilson et al.,
2005). On average 4.1% of the tokens in OPINION

articles are strong subjective, compared to 2.9%
for NEWS stories. This shows the topics and word
usage are essentially different between these two
domains.

Characterizing Two Domains. Here we character-
ize the difference between NEWS and OPINION

by analyzing the distribution of word types in ab-
stracts and how often human reuse words from
input text to construct the summaries. Overall,
81.3% of the words in NEWS abstracts are reused
from input, compared with 75.8% for OPINION.
The distribution for words of different part-of-
speech is displayed on the left of Figure 2, which
shows that there are relatively more Nouns in
OPINION. In the same figure, we display the
percentage of words in abstract that are reused
from input, which suggests that human tends to
reuse more nouns and verbs for NEWS abstracts.
Furthermore, the distribution of Named Entities
words and subjective words in abstracts are de-
picted in Figure 3.

Model Pre-training Dataset. We further col-
lect lead paragraphs and article descriptions for

1,435,735 articles from The New York Times
API2. About 71% of these descriptions are the
first sentences in the lead paragraphs, and thus
can be considered as extractive summaries. About
one million lead paragraph and description pairs
are retained for pre-training3 (henceforth NYT-
extract).

Training Setup. We randomly divide NYT-
annotated into training (75%), validation (15%),
and test (10%) for both news and opinion. Exper-
iments are conducted with the following setups:
1) IN-DOMAIN: Training and testing are done
in the same domain, for NEWS and OPINION;
2) OUT-OF-DOMAIN: training on source domain
NEWS, and testing on target domain OPINION;
and 3) MIX-DOMAIN: training on source domain
NEWS and then on target domain OPINION, and
testing on OPINION. Training stops when the
trend of loss function on validation set starts in-
creasing.

Evaluation Metrics. We use automatic evalua-
tion on recall-oriented ROUGE (Lin, 2004) and
precision-oriented BLEU (Papineni et al., 2002).
We consider ROUGE-2 which measures bigram
recall, and ROUGE-L which takes into account
the longest common subsequence. We also eval-
uate on BLEU which measures precision up to bi-
grams.

4 Results

Effect of Pre-training with Extracts. We first
evaluate whether pre-training can improve sum-
marization performance for IN-DOMAIN setups,
where we initialize model parameters by training
on NYT-extract for about 20,000 iterations. Oth-
erwise, parameters are randomly initialized. Re-
sults are displayed in Table 1. We also consider
two baselines, BASELINE1 outputs the first sen-
tence, BASLINE2 selects the first 22 (news) and
15 (opinion) tokens (with similar lengths as hu-
man summaries).

As can be seen, the pre-training step improves
performance for NEWS, whereas the performance
on OPINION remains roughly the same. This might
be due to the fact that news abstracts reuse more

2https://developer.nytimes.com
3Unsupervised language model (Ramachandran et al.,

2016) can also be used for parameter initialization before our
pre-training step. Here our goal is to allow the model to learn
searching for summary-worthy content, in addition to gram-
maticality and language fluency.
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words from input, which are closer to extractive
summaries than opinion abstracts.

R-2 R-L BLEU Avg Len
Test on News
BASELINE1 23.5 35.4 19.9 28.94
BASELINE2 19.5 30.1 19.5 22.00
IN-DOMAIN 23.3 34.1 21.3 22.08
IN-DOMAIN + pre-
train

24.2 34.5 22.4 21.59

Test on Opinion
BASELINE1 17.9 26.6 11.4 28.18
BASELINE2 12.9 20.5 11.7 15.00
IN-DOMAIN 19.8 31.9 19.9 14.60
IN-DOMAIN + pre-
train

19.9 31.8 19.4 14.22

Table 1: Evaluation based on ROUGE-2 (R-2),
ROUGE-L (R-L), and BLEU (multiplied by 100) for
in-domain training.

Effect of Domain Adaptation. Here we evalu-
ate on domain adaptation, where OPINION is the
target domain. From Figure 4, we can see that
when In-domain data is insufficient Mix-domain
training yields better performance. As more In-
domain training data becomes available, it out-
performs Mix-domain training. Baseline for se-
lecting the first sentence as summary is also dis-
played. Sample summaries in Figure 5 also shows
that OUT-OF-DOMAIN training tends to generate
summary in similar style to the source domain,
while MIX-DOMAIN training introduces the style
of the target domain. In our dataset, the first sen-
tences of summaries for OPINION are usually in
the form of [PERSON] reviews/criticizes/columns
[EVENT], but the summaries for NEWS usually
start with event descriptions directly. Such style
difference is reflected in OUT-OF-DOMAIN and
MIX-DOMAIN too.

We further classify the words in gold-standard
summaries based on if they are seen in abstracts
during training and then whether they are taken
from the input text. We examine whether they
are generated correctly. Full training set of opin-
ion is used for in-domain and mix-domain train-
ing. Table 2 shows that among in-domain models,
the model trained for news are superior at gener-
ating tokens mentioned in the input, compared to
the model trained for opinion (33.7% v.s. 22.0%).
Nonetheless, model trained for opinion is better
at generating new words not in the input (8.2%
vs. 2.6%). This is consistent with our observa-
tion that in opinion domain human editors favors
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Figure 4: BLEU (left) and ROUGE-L (right) perfor-
mance on In-domain and Mix-domain setup over dif-
ferent amount of training data. As the training data in-
creases, In-domain outperforms Mix-domain training.

Seen in Training (%) Unseen
(%)

In Input Not In Input
Gen Mis Total Gen Mis Total

Test on News
IN-DOMAIN 33.7 40.9 74.6 2.6 19.3 21.9 3.5

Test on Opinion
IN-DOMAIN 22.0 43.3 65.3 8.2 22.1 30.3

4.5OUT-OF-DOMAIN 19.9 45.3 65.2 1.1 29.2 30.3
MIX-DOMAIN 18.6 46.6 65.2 6.3 23.9 30.2

Table 2: Comparison of generated (Gen) and missed
(Mis) tokens for different training setups. We divide
token in goldstandard summaries by 1) if it is seen in
abstracts during training, and 2) if it is in the input text.

new words different from the input.
Further Analysis. Here we study what informa-
tion is transferable cross domains by investigating
the attention weights assigned to the input text.
What can be transferred. We start with input
words with highest attention weights when gen-
erating the summaries. Among these, we show the
percentage over different word categories as in Ta-
ble 3. For named entities, model trained on out-of-
domain data pays more attention to PERSON and
less attention to ORGANIZATION, while the in-
domain trained model does reverse . This is con-
sistent with the fact that opinion abstracts contains
more PERSON and less ORGANIZATION than
news abstracts (see Figure 3). This suggests that
the identification of summary-worthy named enti-
ties might be transferable from NEWS to OPINION.
Similar effect is also observed for nouns and verbs,
though less significant.
Attention change for domain adaptation. We
also examine the percentage of attention paid to
summary-worthy words. For every output to-
ken we pick the input token with highest atten-
tion weight, and count the ones reused by hu-
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Human: stephen holden reviews carnegie hall con-
cert celebrating music of judy garland. singers in-
clude her daughter, lorna luft.
Out-of-Domain: article discusses possibility of
carnegie hall in carnegie hall golf tournament.
Mix-Domain: stephen holden reviews performance
by jazz singer celebration by rainbow and garland at
carnegie, part of tribute hall.
Human: janet maslin reviews john grisham book the
king of torts .
Out-of-Domain: interview with john grisham of le-
gal thriller is itself proof for john grisham 376 pages.
Mix-Domain: janet maslin reviews book the king of
torts by john grisham .
Human: anthony tommasini reviews 23d annual ben-
efit concert of richard tucker music foundation , fea-
turing members of metropolitan opera orchestra led
by leonard slatkin .
Out-of-Domain: final choral society and richard
tucker music foundation , on sunday night in [UNK]
fisher hall , will even longer than substantive 22d gala
last year .
Mix-Domain: anthony tommasini reviews 23d an-
nual benefit concert of benefit of richard tucker mu-
sic.

Figure 5: Sample summaries based on OUT-OF-
DOMAIN and MIX-DOMAIN training on opinion arti-
cles.

man. For IN-DOMAIN test on NEWS, on aver-
age 29.57% of the output tokens have highest at-
tention on summary-worthy words. For OUT-OF-
DOMAIN test on OPINION, the number is 15.93%;
for MIX-DOMAIN, it is 26.08%. This shows the
ability to focus on salient words is largely kept for
MIX-DOMAIN training. Additionally, as can be
seen in Table 3, model trained on MIX-DOMAIN

puts more attention weights on PERSON (and
all named entities) and nouns, but less attention
on verbs and subjective words, compared with
the model trained OUT-OF-DOMAIN. This again
aligns with our observation for the domain differ-
ence based on abstracts as in Figures 2 and 3.

5 Related Work

Domain adaptation has been studied for a wide
range of natural language processing tasks (Blitzer
et al., 2007; Florian et al., 2004; Daume III, 2007;
Foster et al., 2010). However, little has been done
for investigating summarization systems (Sandu
et al., 2010; Wang and Cardie, 2013). To the
best of our knowledge, we are the first to study
the adaptation of neural summarization models for

IN-DOMAIN OUT-OF-DOMAIN MIX-DOMAIN

Src→ Trt News→ News News→ Opin News + Opin
→ Opin

PER 7.9% 8.7% 15.1% ↑
ORG 10.9% 6.9% 8.2% ↑
All NEs 26.7% 23.6% 31.6% ↑
Noun 41.2% 36.2% 43.3% ↑
Verb 10.3% 6.7% 5.5% ↓
Positive 5.6% 5.1% 4.5% ↓
Negative 2.5% 2.2% 2.1% ↓

Table 3: Attention distribution on different word cate-
gories. We consider input words with highest attention
weights when generating the summaries, and character-
ize them by Named Entity, POS tag, and Subjectivity.
The arrows shows the change with regard to OUT-OF-
DOMAIN.

new domain. Furthermore, Recent work in neural
summarization mainly focuses on specfic exten-
sions to improve system performance (Rush et al.,
2015; Takase et al., 2016; Gu et al., 2016; Nalla-
pati et al., 2016; Ranzato et al., 2015). It is un-
clear how to adapt the existing neural summariza-
tion systems to a new domain when the training
data is limited or not available. This is a question
we aim to address in this work.

6 Conclusion

We investigated domain adaptation for abstrac-
tive neural summarization. Experimental results
showed that pre-training model with extractive
summaries helps. By analyzing the attention
weight distribution over input tokens, we found
the model was capable to select salient informa-
tion even trained on out-of-domain data. This
points to future direcions where domain adapta-
tion techniques can be developed to allow a sum-
marization system to learn content selection from
out-of-domain data while acquiring language gen-
erating behavior with in-domain data.
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