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Abstract

This study investigates the supervised
token-based identification of Multiword
Expressions (MWEs). This is an ongoing
research to exploit the information con-
tained in the contexts in which different in-
stances of an expression could occur. This
information is used to investigate the ques-
tion of whether an expression is literal or
MWE. Lexical and syntactic context fea-
tures derived from vector representations
are shown to be more effective over tra-
ditional statistical measures to identify to-
kens of MWEs.

1 Introduction

Multiword expressions (MWEs) belong to a class
of phraseological phenomena that is ubiquitous in
the study of language (Baldwin and Kim, 2010).
Scholarly research in MWEs immensely benefit
both NLP applications and end users (Granger and
Meunier, 2008). Context of an expression has
been shown to be discriminative in determining
whether a particular token is idiomatic or literal
(Fazly et al., 2009; Tu and Roth, 2011). However,
in-context investigation of MWEs is an under-
explored area.

The most common approach to treat MWEs
computationally in any language is by examin-
ing corpora using statistical measures (Evert and
Krenn, 2005; Ramisch et al., 2010; Villavicen-
cio, 2005). These measures are broadly applied
to identifying the types 1 of MWEs. While there
is ongoing research to improve the type-based
investigation of MWEs (Rondon et al., 2015;
Farahmand and Martins, 2014; Salehi and Cook,

1Type refers to the canonical form of an expression, while
token refers to each instance (usage) of the expression in any
morphological form in text.

2013), the challenge of token-based identification
of MWEs (as in tagging corpora for these expres-
sions) requires more attention (Schneider et al.,
2014; Brooke et al., 2014; Monti et al., 2015).

In this study, we focus on a specific variety of
MWEs, namely Verb + Noun combinations. This
type of MWEs doesn’t always correspond to fixed
expressions and this leads to computational chal-
lenges that make identification difficult (e.g. while
take place is a fixed expression, makes sense is not
and can be altered to makes perfect sense). The
word components in such cases may or may not
be inflected and the meaning of the components
may or may not be exposed to the meaning of the
whole expression. This paper outlines investiga-
tion of MWEs of the class Verb + Noun in Italian.
Examples of these cases in Italian are fare uso ‘to
make use’, dare vita ‘to create’ or fare paura ‘to
frighten’.

We propose a supervised approach that utilises
the context of the occurrences of expressions in or-
der to determine whether they are MWEs. Having
the whole corpus tagged for our purpose of train-
ing a classifier would be a labour-intensive task. A
more feasible approach would be to use a special-
purpose data, labeled with concordances contain-
ing Verb + Noun combinations. We report the
preliminary results on the effectiveness of context
features extracted from this special-purpose lan-
guage resource for identification of MWEs.

We differentiate between expressions whose in-
stances occur with a single fixed idiomatic or lit-
eral behaviour and the ones that show degrees of
ambiguity with regards to potential usages. We
partition the dataset in a way to account for both
of these groups and the experiments are run sepa-
rately for each.

To extract context features, we use a word
embedding approach (word2vec) (Mikolov et al.,
2013) as the state of the art in the study of dis-
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tributional similarity. We extract features from
the raw corpus without any pre-processing. While
we report the results for Italian, the approach is
language-independent and can be used for any
resource-poor language.

2 Motivation

It is important to consider expressions at the to-
ken level when deciding if they are MWEs. The
reason being, there are expressions that in some
cases occur with an idiomatic sense whereas with
a literal sense in others. This could be determined
by the context in which they appear. For exam-
ple take the expression play games. It is opaque
with regards to its status as an MWE and depend-
ing on context could mean different things. For
example in He went to play games online it has a
literal sense but is idiomatic in Don’t play games
with me as I want an honest answer. A traditional
classification model that is blind to linguistic con-
text proves to be insufficient in such cases. The
following is an example of the same phenomenon
in Italian which is the language of interest in this
study:

1) Per migliorare il sistema dei trasporti, si
dovrebbero creare ponti anche verso e da le
isole minori.

‘In order to improve the transportation sys-
tem, the government should build bridges
both to and from the smaller islands.’

2) Affinch possiamo migliorare la convivenza
fra popoli diversi, bisognerebbe creare
ponti, non sollevare nuovi muri!

‘In order to improve coexistence among dif-
ferent people, we should build bridges not
raise new walls!’

3 Related Work

With regards to context-based identification of id-
iomatic expressions, Birke and Sakar (2006) use a
slightly modified version of an existing word sense
disambiguation algorithm for supervised token-
based identification of MWEs. Katz and Gies-
brecht (2006) rely primarily on the local context of
a token without considering linguistic properties
of expressions. Fazly et al. (2009) take into ac-
count both linguistic properties and local context
in their analysis of MWE tokens. They have em-
ployed and evaluated an unsupervised approach on

a small sample of human annotated expressions.
Their method uses grammatical knowledge about
the canonical form of expressions.

There is some recent interest in segmenting
texts (Brooke et al., 2014; Schneider et al., 2014)
based on MWEs. Brook et al. (2014) propose an
unsupervised approach for identifying the types of
MWEs and tagging all the token occurrences of
identified expressions as MWEs. This methodol-
ogy might be more useful in the case of longer id-
iomatic expressions that is the focus of that study.
Nevertheless for expressions with fewer words,
the aforementioned challenges regarding opacity
of tokens limit the efficacy of such techniques.
The supervised approach posited by Schneider et
al. (2014) results in a corpus of automatically an-
notated MWEs. However, the literal/idiomatic us-
ages of expressions have not been dealt with in
particular in their work.

The idea behind our work is to use concor-
dances of all the occurrences of a Verb + Noun ex-
pression in order to decide the degree of idiomatic-
ity of a specific Verb + Noun expression. Our work
is very related to the work of Tu and Roth (2011),
in that they have also particularly considered the
problem of in-context analysis of light verb con-
struction (as a specific type of MWEs) using both
statistical and contextual features. Their approach
is also supervised, but it requires parsed data from
English. Their contextual features include POS
tags of the words in context as well as informa-
tion from Levin’s classes of verb components. Our
approach requires little pre-processing and is best
suited for languages that lack ample tagged re-
sources. The present study is in the same vein
as the approach taken by Gharibeh et al. (2016).
Here, we have specifically analysed expressions
that have more ambiguous usages, running sepa-
rate experiments on partitions of the dataset.

4 Methodology

Our goal is to classify tokens of Verb + Noun ex-
pressions into literal and idiomatic categories. To
this end, we exploit the information contained in
the concordance of each occurrence of an expres-
sion. Given each concordance, we extract vector
representations for several of its words to act as
syntactic and lexical features. Compared to literal
Verb + Noun combinations, idiomatic combina-
tions are expected to appear in more restricted lex-
ical and syntactic forms (Fazly et al., 2009). One
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traditional approach in quantifying lexical restric-
tions is to use statistical measures. (Ramisch et al.,
2010).

We target syntactic features by extracting vec-
tors for the verb and the noun contained in the ex-
pression. Here we extract the vectors of the verb
and the noun components in their raw form hoping
to indirectly learn lexical and syntactic features for
each occurrence of an expression. We believe that
the structure of the verb component is important
in extracting fixedness information for an expres-
sion. Also, the distributional representation of the
noun component is informative since Verb + Noun
expressions are known to have some degrees of
semi-productivity (Stevenson et al., 2004).

Additionally, we extract vectors for co-
occurring words around a target expression.
Specifically, we focus on the two words immedi-
ately following the Verb + Noun expression. We
expect the arguments of the verb and the noun
components that occur following the expression
to play a distinguishing role in these kinds of
so-called complex predicates2 (Samek-Lodovici,
2003).

The word vectors in this study come from the
Italian word2vec embedding which is available
online3. The generated word embedding approach
has applied Gensim’s skipgram word2vec model
with the window size of 10 to extract vectors of
size 300 for Italian words from Wikipedia corpus.

In order to construct our context features, given
each occurrence of a Verb + Noun combination
we concatenate four different word vectors corre-
sponding to the verb, noun, and their two follow-
ing adjacent words while preserving the original
order. In other words, given each expression, the
context feature consists of a combined vector with
the dimension of 4 * 300 = 1200.

Concatenated feature vectors are fed into a lo-
gistic regression classifier. The details with re-
gards to training the classifier are explained in Sec-
tion 6.

5 Experiments

5.1 Experimental Data

The data used in this study is taken from an Italian
language resource for Verb + Noun expressions

2Most of the Verb + Noun expressions that we investigate
belong to the category of complex predicates which is the
focus of Samek-Lodovici (Samek-Lodovici, 2003)

3http://hlt.isti.cnr.it/wordembeddings/

(Taslimipoor et al., 2016). The resource focuses
on four most frequent Italian verbs: fare, dare,
prendere and trovare. It includes all the concor-
dances of these verbs when followed by any noun,
taken from the itWaC corpus (Baroni and Kilgar-
riff, 2006) using SketchEngine (Kilgarriff et al.,
2004).

The concordances include windows of ten
words before and after an expression; hence,
there are contexts around each Verb + Noun ex-
pression to be used for the classification task4.
30, 094 concordances are annotated by two na-
tive speakers and can be used as the gold-standard
for this research. The Kappa measure of inter-
annotator agreement between the two annotators
on the whole list of concordances is 0.65 with the
observed agreement of 0.85 (Taslimipoor et al.,
2016). Since the agreement is substantial, we con-
tinue with the first annotator’s annotated data for
evaluation.

5.2 Partitioning the Dataset
The idea is to evaluate the effect of context fea-
tures to identify the literal/idiomatic usages of ex-
pressions, particularly for the type of expressions
that are likely to occur in both senses. In our spe-
cialised data, around 32% of expression types have
been annotated in both idiomatic and literal form
in different contexts. For this purpose, we divide
the data into two groups:

(1) Expressions with a skewed division of the
two senses (e.g., with more than 70% of in-
stances having either a literal or idiomatic
sense).5

(2) Expressions with a more balanced division
of instances (e.g., with less than or equal to
70% of instances having either a literal or id-
iomatic sense).

We develop different baselines to evaluate our ap-
proach on these two groups as explained in the fol-
lowing section.

5.3 Baseline
5.3.1 Majority baseline
We devise a very informed and supervised base-
line based on the idiomatic/literal usages of ex-

4Cases where components of a potential MWE occur with
in-between gaps (intervening words) are not considered.

5Expressions such as dare inizio ‘to start’ and trovare cose
‘to find things’ which most of the times occur as MWE and
non-MWE respectively.
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pressions in the gold-standard data. According
to this baseline a target instance vnins, of a test
expression type vn, gets the label that it has re-
ceived in the majority of vn occurrences in the
gold-standard set. The baseline approach labels
all instances of an expression with a fixed label (1
for MWE and 0 for non-MWE). This is a high pre-
cision model when working with Group 1, due to
the more consistent behaviour of instances there.
However, its results are suitable for evaluating the
results of our developed model over expressions of
Group 2.

5.3.2 Association measures as a baseline
The data in Group 1 include the expressions that
mostly occur in either idiomatic or literal forms.
These expressions are commonly categorised as
being MWE or non-MWE using association mea-
sures. Association measures are computed by sta-
tistical analysis through the whole corpus, hence
the values are the same for all instances of an ex-
pression. In other words, these methods are blind
to the contexts in which different instances of an
expression could occur.

To evaluate our model over data in Group 1,
these association measures are used as features to
develop a baseline. We focus on two widely used
association measures, log-likelihood and Salience
as defined in SketchEngine. We also use fre-
quency of occurrence as a statistical measure to
rank MWEs. The statistical measures are com-
puted using SketchEngine on the whole of itWac.
The statistical measures are then given to an SVM
classifier to identify MWEs.

6 Evaluation

6.1 Evaluation Setup

There are 1, 480 types of expressions with 28, 483
occurrences in Group 1 and 169 types of expres-
sions with 1, 611 occurrences in Group 2. For each
group, we extract context features to train logistic
regression classifiers.

Our proposed context features are vector rep-
resentations of the raw form of the verb compo-
nent, the raw form of the noun component and a
window of two words after the target expression.
We refer to the combination of these vectors as the
Context feature. We apply a 5-fold cross val-
idation approach to compute accuracies for each
classifier. We split the dataset into five separate
folds so that no instance of the same expression

could occur in more than one fold. This is to make
sure that the test data is blind enough to the train-
ing data. The classifiers are compared against the
baselines using different features. The results are
reported in Tables 1 and 2.

6.2 Results and Analyses

Table 2 shows the results of our model over data
in Group 2 compared to the majority baseline. Re-
call that the data instances in Group 2 are highly
unpredictable in their occurrence as MWE or non-
MWE. We expect that our supervised model us-
ing context features (Context) be able to disam-
biguate between different instances of an expres-
sion. Here, our model performs slightly better than
the informed majority baseline.

Table 1: Classification accuracies (%) using dif-
ferent features over Group 1 and the whole data.

Features all data Group 1

Freq 70.77 69.20
Likelihood 72.11 70.64
Salience 73.83 72.81

Likelihood+Salience+Freq 73.90 73.29
Context (word2vec) 75.42 74.13
Salience + Context 78.40 80.13

Likelihood+Salience+Freq+Context 76.95 80.07

Table 2: Classification accuracies (%) over data in
Group 2 compared to the majority baseline.

Model Group 2

Majority Baseline 59.52

Logistic regression 63.21with Context features

Logistic regression 54.37with Context+Salience

Statistical measures are expected to be promis-
ing features when identifying MWEs among ex-
pressions with consistent behaviour. However, the
results in Table 1 show that our Context fea-
tures are more effective in MWE classification
even when applied over Group 1 and also over the
whole data.

The good performance when using word con-
text features leads us to think that their usefulness
can be attributed to the information obtained from
external arguments of the verb and the noun con-
stituents of expressions. More experiments need
to be done to confirm this and also to find the best
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suitable window size for the word context around
a target expression6.

We have also trained the logistic regression
model with the combination of the Context fea-
tures and the association measures in Table 1. Ac-
cording to these results, the combination of fea-
tures improves the accuracies of our model in
identifying idiomatic expressions specially when
applied over the consistent data in Group 1. The
results lead us to believe that context features are
even more useful in cases where we expect the
best result from statistical measures due to the
more consistent behaviour of the data. The bet-
ter performance when using Context and statis-
tical measures together, compared with when we
use Context features alone is also a remarkable
observation visible at Table 1.

Our experiment using the combination of Con-
text and Salience (as the best statistical measure)
for training over Group 2 expressions (Table 2),
shows that the statistical measure is not helpful for
the class of ambiguous expressions.

7 Conclusions and Future Work

We investigate the inclusion of concordance as
part of the feature set used in supervised classifi-
cation of MWEs. We have shown that context fea-
tures have discriminative power in detecting literal
and idiomatic usages of expressions both for the
group of expressions with high potential of occur-
ring in both literal/idiomatic senses or otherwise.
Our results suggest that, when used in combina-
tion with traditional features, context can improve
the overall performance of a supervised classifica-
tion model in identifying MWEs.

In future, we intend to consider incorporating
linguistically motivated features into our model.
We will also experiment with constructing features
that would consider long-distance dependencies in
cases of MWEs with gaps in between their compo-
nents.
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