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Abstract

Recent advances in corpus-based Natural Lan-
guage Generation (NLG) hold the promise of
being easily portable across domains, but re-
quire costly training data, consisting of mean-
ing representations (MRs) paired with Natu-
ral Language (NL) utterances. In this work,
we propose a novel framework for crowd-
sourcing high quality NLG training data, us-
ing automatic quality control measures and
evaluating different MRs with which to elicit
data. We show that pictorial MRs result in
better NL data being collected than logic-
based MRs: utterances elicited by pictorial
MRs are judged as significantly more natural,
more informative, and better phrased, with a
significant increase in average quality ratings
(around 0.5 points on a 6-point scale), com-
pared to using the logical MRs. As the MR
becomes more complex, the benefits of picto-
rial stimuli increase. The collected data will
be released as part of this submission.

1 Introduction

The overall aim of this research is to develop meth-
ods that will allow the full automation of the creation
of NLG systems for new applications and domains.
Currently deployed technologies for NLG utilise
domain-dependent methods including hand-written
grammars or domain-specific language templates for
surface realisation, both of which are costly to de-
velop and maintain. Recent corpus-based methods
hold the promise of being easily portable across do-
mains, e.g. (Angeli et al., 2010; Konstas and Lapata,
2012; Mairesse and Young, 2014), but require high
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quality training data consisting of meaning repre-
sentations (MR) paired with Natural Language (NL)
utterances, augmented by alignments between MR
elements and NL words. Recent work (DusSek and
Jurcicek, 2015; Wen et al., 2015) removes the need
for alignment, but the question of where to get in-
domain training data of sufficient quality remains.

In this work, we propose a novel framework for
crowd-sourcing high quality NLG training data, us-
ing automatic quality control measures and evalu-
ating different meaning representations. So far, we
collected 1410 utterances using this framework. The
data will be released as part of this submission.

2 Background

Apart from (Mairesse et al., 2010), this research is
the first to investigate crowdsourcing for collecting
NLG data. So far, crowdsourcing is mainly used for
evaluation in the NLG community, e.g. (Rieser et
al., 2014; Dethlefs et al., 2012). Recent efforts in
corpus creation via crowdsourcing have proven to
be successful in related tasks. For example, (Zaidan
and Callison-Burch, 2011) showed that crowdsourc-
ing can result in datasets of comparable quality to
those created by professional translators given ap-
propriate quality control methods. (Mairesse et al.,
2010) demonstrate that crowd workers can produce
NL descriptions from abstract MRs, a method which
also has shown success in related NLP tasks, such as
Spoken Dialogue Systems (Wang et al., 2012) or Se-
mantic Parsing (Wang et al., 2015). However, when
collecting corpora for training NLG systems, new
challenges arise:

(1) How to ensure the required high quality of the
collected data?
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(2) What types of meaning representations can elicit
spontaneous, natural and varied data from crowd-
workers?

To address (1), we first filter the crowdsourced
data using automatic and manual validation proce-
dures. We evaluate the quality of crowdsourced
NLG data using automatic measures, €.g. measuring
the semantic similarity of a collected NL utterance.

To address (2), we conduct a principled study re-
garding the trade-off between semantic expressive-
ness of the MR and the quality of crowd-sourced
utterances elicited for the different semantic rep-
resentations. In particular, we investigate translat-
ing MRs into pictorial representations as used in,
e.g. (Black et al., 2011; Williams and Young,
2007) for evaluating spoken dialogue systems. We
compare these pictorial MRs to text-based MRs
used by previous crowd-sourcing work (Mairesse
et al.,, 2010; Wang et al., 2012). These text-based
MRs take the form of Dialogue Acts, such as in-
form(type[hotel],pricerange[expensive]). However,
there is a limit in the semantic complexity that
crowd workers can handle (Mairesse et al., 2010).
Also, (Wang et al., 2012) observed that the seman-
tic formalism unfortunately influences the collected
language, i.e. crowd-workers are “primed” by the
words/tokens and ordering used in the MR.

3 Experimental setup

The experiment was designed to investigate whether
we can elicit high-quality Natural Language via
crowdsourcing, using different modalities of mean-
ing representation: textual/logical and pictorial MR.
We use the CrowdFlower platform to set up our ex-
periments and to access an online workforce.

3.1 Data collection: pictures and text

The data collected is intended as training input to a
statistical NL generation process, but where align-
ment between words and the MR is left unspecified
as in, e.g. (DuSek and Jurcicek, 2015; Wen et al.,
2015). The input to the generation process is a pair
of MR and NL reference text. Each MR consists of
an unordered set of attributes and their values. The
NL reference text is a Natural Language utterance,
possibly consisting of several sentences, which is
provided by a crowd worker for the corresponding
MR. An example MR-NL pair is shown in Figure 1.

For the data collection, a set of sixty MRs was
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MR name [The Wrestlers], priceRange [cheap],

customerRating [low].

NL  The Wrestlers offers competitive prices, but
isn't rated highly by customers.

Figure 1: Example of an MR-NL pair.

prepared, consisting of three, five, or eight attributes
and their corresponding values in order to assess dif-
ferent complexities. The eight attributes used in the
MRs are shown in Table 1. The order of attributes is
randomised so that crowdworkers are not “primed”
by ordering used in the MRs (Wang et al., 2012).

‘ Attribute ‘ Data Type ‘ Example value ‘
name verbatim string | The Wrestlers, ...
eatType dictionary restaurant, pub, ...
familyFriendly | boolean Yes / No
priceRange dictionary cheap, expensive, ...
food dictionary Japanese, Italian, ...
near verbatim string | market square, ...
area dictionary riverside, city centre, ...
customerRating | enumerable 1 of 5 (low), 4 of 5 (high), ...

Table 1: Domain attributes and attribute types.

75 distinct MRs were prepared in a way that
ensures a balance between the number of used
attributes in the final dataset. We excluded MRs that
do not contain the attribute name from the set of
MRs with three and five attributes, because we found
that such MRs are problematic for crowd workers
to create a natural grammatically-correct utterances.
For example, crowd workers found it difficult to cre-
ate an utterance of a high quality based on the MR
priceRange[low],
customerRating[low].

areal[riverside],

The textual/logical MRs in our experiment (see
Figure 1) have the form of a sequence with attributes
provided in a random order, separated by commas,
and the values of the attributes provided in square
brackets after each attribute.

The pictorial MRs (see Figure 2) are semi-
automatically generated pictures with a combination
of icons corresponding to the appropriate attributes.
The icons are located on a background showing a
map of a city, thus allowing to represent the mean-
ing of attributes area and near.



" Loch Fyne

restaurant .

Cafe Adriatic ;;

The Wrestlers
restaurant

Figure 2: Examples of pictorial MRs. Left: for a family-friendly, Sushi/Japanese restaurant, cheap, neither
near the centre of town nor near the river. Right: for a restaurant by the river, serving pasta/Italian food,
highly rated and expensive, not child-friendly, located near Cafe Adriatic.

3.2 Validation procedures

There are several reasons why crowdsourcing might
generate poor quality data: (1) The task may be
too complex or the instructions might not be clear
enough for crowd workers to follow; (2) the fi-
nancial incentives may be not attractive enough for
crowd workers to act conscientiously; and (3) open-
ended job designs without a gold-standard reference
test may allow them to simply randomly click or
type “gibberish” text instead of performing the task.

In our experiment, we provided crowd workers
with clear and concise instructions of each task. The
instructions contained the goal of the data collection,
a list of rules describing what is required and what
is optional, and three examples of utterances paired
with an MR. Instructions for the textual/logical MR
and the pictorial MR were intended to be as identical
as possible for the two conditions, with only slight
unavoidable differences, such as the format of the
example MR provided (logical or pictorial).

In terms of financial compensation, crowd work-
ers were paid the standard pay on CrowdFlower,
which is $0.02 per page (each containing 1 MR).
Workers were expected to spend about 20 seconds
per page. Participants were allowed to complete up
to 20 pages, i.e. create utterances for up to 20 MRs.
Mason and Watts (2010) in their study of finan-
cial incentives on Mechanical Turk, found (counter-
intuitively) that increasing the amount of compensa-
tion for a particular task does not tend to improve the
quality of the results. Furthermore, Callison-Burch
and Dredze (2010) observed that there can be an in-
verse relationship between the amount of payment

267

and the quality of work, because it may be more
tempting for crowd workers to cheat on high-paying
tasks if they do not have the skills to complete them.
Following these findings, we did not increase the
payment for our task over the standard level.

In order to check for random inputs/“gibberish”
and to control quality of the data, we introduced a
validation procedure, which consisted of two main
parts (see sections 3.3 and 3.4 for details):

(1) Automatic pre-validation. The purpose of the
automatic validation is to block the submissions of
utterances of inappropriate quality.

(2) Human evaluation of collected data. The pur-
pose of human post-evaluation is to rate the quality
of collected utterances.

3.3 Automatic Pre-validation

The first pre-validation step is to select participants
that are likely to be native speakers of English.
Previous crowdsourcing experiments used different
methods to ensure that crowd workers meet this cri-
teria. One option is to create a qualification exam
that will screen out non-native speakers. However,
as discussed by (Sprouse, 2011), this method is not
reliable, as workers can re-take qualification exams
multiple times to avoid disqualification. Further-
more, qualification exams severely decrease partici-
pation rates, as many crowd workers routinely avoid
jobs that require qualification (Sprouse, 2011). Al-
ternatively, Sprouse (2011) and Callison-Burch and
Dredze (2010) argue for self-identification of the
participants, while using their IP addresses to en-
sure that their geolocation information is consistent
with this. In accordance with this, we used IP ad-



dresses to ensure that participants are located in one
of three English-speaking countries - Canada, the
United Kingdom, or the United States. In addition,
both in the name of the task and in the instructions,
we included a requirement that “Participants must
be native speakers of British or American English”.

The second pre-validation step checks whether
participants spend at least 20 seconds to complete
a page of work. This is a standard CrowdFlower
option to control the quality of contributions, and it
ensures that the contributor is removed from the job
if they complete the task too fast.

As a final pre-validation step, we created four
JavaScript validators to ensure the submitted utter-
ances are well formed English sentences:

(1) The first validator checked if the ready-to-
submit utterance only contains legal characters, i.e.
letters, numbers and symbols “, . : ;£7.

(2) The second validator checked whether the
length of the utterance (in characters) is not smaller
than the required minimal length. The required min-
imal length was calculated as follows:

min.length = length.of .M R—

1
number.of.attributes.in. M R x 10; )

Here, length.of. MR is the total number of characters
in the provided MR. Number.of.attributes.in.MR is
either 3, 5 or 8 depending on the number of attributes
in the provided MR. /0 is an average length of an at-
tribute name, including two associated square brack-
ets. Thus, min.length is simply an approximation
of the total number of characters used for attribute
values in each specific MR.

(3) The third validator checked whether the ready-
to-submit utterance contained all the required ele-
ments, e.g. the name of the described venue or the
name of the venue near the described one.

(4) The last validator checked that participants do
not submit the same utterance several times.

The automatic validators were tested on the data
collected during a pilot test phase and were able to
correctly identify and reject 100% of bad submis-
sions.

3.4 Human evaluation of collected data

While automatic validators help reject some invalid

cases, human feedback is needed to assess the qual-

ity of the collected data. In a 2nd phase we evaluated
268

the collected data through a large-scale subjective
rating experiment using the CrowdFlower system.

6-point Likert scales were used to collect judge-
ments on the data, via the following criteria:

1. Informativeness. Q1: “Is this utterance infor-
mative? (i.e. do you think it provides enough
useful information about the venue?)”

2. Naturalness. Q2: “Is this utterance natural?
(e.g. could it have been produced by a native
speaker?)”

3. Phrasing. Q3: “Is this utterance well phrased?
(i.e. do you like how it is expressed?)”

Finally, crowd workers were asked to judge whether
the utterance is grammatically correct.

4 Results: Collected data

In order to maintain a balanced workload distribu-
tion between the two MR conditions, we divided the
workload into two batches: each batch was posted
in the morning of two different workdays. Such a
workload distribution was previously described in
(Wang et al., 2012) as appropriate for a between-
subject design. Each batch corresponded to one of
two conditions: the first batch contained only tex-
tual/logical MRs, and the second one used only pic-
torial MRs. The analysis presented in the following
sections is based on this experimental design.

435 tasks were completed by 134 crowd work-
ers: 70 crowd workers completed 212 tasks based
on textual/logical MRs, and 64 crowd workers com-
pleted 223 tasks on pictorial MRs. This resulted in
collecting 1410 utterances, 744 on textual, and 666
on pictorial MRs. 13 crowd workers completed the
tasks on both types of MR. The utterances created
by these 13 subjects for the pictorial MRs were ex-
cluded from the analysis, so that it would not violate
a between-subject experimental design with a pos-
sible learning bias. The final dataset therefore con-
tained 744 utterances elicited using the textual MRs
and 498 utterances elicited using the pictorial MRs,
with 1133 distinct utterances. The dataset will be
released with this submission.

We now use objective measures to assess the ef-
fect of the MR modality on the collected NL text.

4.1 Time taken to collect data

The data collection for the first batch (only tex-
tual/logical MRs) was completed in about 26 hours,



Textual MR Pictorial MR
Mean [ StDev | Mean [ StDev
Time, sec 347.18 | 301.74 | 352.05 | 249.34
3 attributes | 283.37 | 265.82 | 298.97 | 272.44
5 attributes | 321.75 | 290.89 | 355.56 | 244.57
8 attributes | 433.41 | 325.04 | 405.56 | 215.43
Length, char 100.83 | 46.40 | 93.06 | 37.78
3 attributes | 61.25 19.44 | 67.98 | 22.30
5 attributes | 95.18 | 26.71 91.13 | 21.19
8 attributes | 144.79 | 41.84 | 121.94 | 40.13
No of sentences 1.43 0.69 1.31 0.54
3 attributes 1.06 0.24 1.07 0.25
5 attributes 1.37 0.51 1.25 0.49
8 attributes 1.84 0.88 1.63 0.64

Table 2: Nature of the data collected with each
MR. Italics denote averages across all numbers of
attributes.

while the second one (only pictorial MRs) was com-
pleted in less than 18 hours.

The average duration per task was 352 sec for
the pictorial MR, and 347 sec for the textual/logical
method, as shown in Table 2. A two-way ANOVA
was conducted to examine the effect of MR modal-
ity and the number of attributes on average task du-
ration. The difference between two modalities was
not significant, with p = 0.76. There was no statis-
tically significant interaction between the effects of
modality and the number of attributes in the MR, on
time taken to collect the data. A main effects anal-
ysis showed that the average duration of utterance
creation was significantly longer for larger numbers
of attributes, F(2,1236) = 24.99, p < 0.001, as ex-
pected.

4.2 Average length of utterance (characters)

The length of collected utterances was calculated as
a total number of characters in the utterance, includ-
ing punctuation.

The average length of utterance was 101 charac-
ters for the textual/logical MR, and 93 characters for
the pictorial method, as shown in Table 2. A two-
way ANOVA was conducted to examine the effect
of MR modality and the number of attributes on the
length of utterance. There was a statistically sig-
nificant interaction between the effects of modality
and the number of attributes in the MR, F(2,1236) =
23.74, p < 0.001. A main effects analysis showed
that the average length of utterance was significantly
larger not only for a larger number of attributes, with
p < 0.001, but also for the utterances created based
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on a textual/logical MR which had a higher number
of attributes, p < 0.001.

4.3 Average number of sentences per utterance
The task allowed crowd workers to create not only
single sentences, but also multi-sentence utterances
for any provided MR.

The average number of sentences per utterance
was 1.43 for the textual/logical MR, and 1.31 for
the pictorial method, as shown in Table 2. A two-
way ANOVA was conducted to examine the effect
of MR modality and the number of attributes on the
number of sentences per utterance. There was a sta-
tistically significant interaction between the effects
of modality and the number of attributes in the MR,
F(2,1236) = 3.83, p < 0.05. A main effects anal-
ysis showed that the average number of sentences
was significantly larger not only for a larger number
of attributes, with p < 0.001, but also for the utter-
ances created based on a textual/logical MR which
had a higher number of attributes, p < 0.001.

4.4 Semantic similarity

We now examine the semantic similarity of the col-
lected sentences. The concept of semantic similarity
aims to measure how well the collected utterances
cover the meaning provided in the MRs. This con-
cept is similar to that of Informativeness (see sec-
tion 5.2), as a higher value for semantic similarity
shows that more information, originally provided in
the MR, was expressed in the NL utterance. How-
ever, these two concepts are not interchangeable, as
we will explain later in Section 5.1.

We used a semi-automatic labelling process to as-
sess the semantics of the collected data and com-
pared them to the given MRs. We first performed
spell-checking by using Microsoft Word. Overall,
about 7% of the collected utterances contained one
or more spelling errors. Note that this result is in line
with (Wang et al., 2012), who report 8% spelling
errors for crowd-sourced utterances. We corrected
these by hand. Next, we used an automated pro-
cess to assess whether the collected data covers all
required semantic concepts in the MR, using text
similarity. In particular, we calculated a similarity
score between the provided MR and the collected
utterance, using the UMBC Semantic Text Similar-
ity measure provided by (Han et al., 2013), which
ranked top in the *SEM 2013 Semantic Textual Sim-



ilarity shared task. This measure is based on dis-
tributional similarity and Latent Semantic Analysis
(LSA), and is further complemented with semantic
relations extracted from WordNet. The score was
calculated using a Web API' to query the UMBC
Semantic Similarity service.

We find that textual MRs elicit text which is sig-
nificantly more similar to the underlying MR than
using pictures (similarity score of 0.62 for pictures
vs. 0.82 for text, p < 0.005, where 1 indicates per-
fect overlap). We attribute this difference to the fact
that utterances in response to pictorial MRs are more
varied and thus receive lower scores. For exam-
ple, the similarity score between‘“cheap” (in MR)
and ‘“cheap” (in a corresponding utterance) is 1,
whereas the similarity between “cheap” and “low
price” is 0.36 using the UMBC Semantic Text Sim-
ilarity measure.

As a next step, we normalised the results of se-
mantic similarity on a 1-6 scale, in order to make the
results comparable to the human ratings on 6-point
Likert scales and compare semantic similarity to the
self-evaluation results. In order to make results com-
parable, we labelled the semantic similarity of a cor-
responding utterance as higher than average if the
result was higher than 4 (53% of all collected utter-
ances), lower than average if the result was lower
than 3 (4.3% of all collected utterances), and aver-
age otherwise (43% of all the utterances). This met-
ric is then used to automatically assess the amount
of relevant information from the MR which is pre-
served in the corresponding NL text, see section 5.1.

5 Results: human evaluation of the
collected data

While automated or semi-automated metrics pro-
vide some useful information about the collected
utterances, human feedback is necessary to prop-
erly assess their quality. In this section, we first
compare the data collected using self-evaluation and
crowd evaluation methods, and later we analyse In-
formativeness, Naturalness, and Phrasing of the col-
lected utterances. We mostly use parametric sta-
tistical methods in our analysis. It has been de-
bated for over 50 years whether Likert-type mea-
surement scales should be analysed using parametric

"http:/swoogle.umbc.edu/SimService/api.html
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or non-parametric statistical methods (Carifio and
Perla, 2008). The use of parametric statistics, how-
ever, was justified repeatedly by (Carifio and Perla,
2008), (Norman, 2010) and more recently by (Mur-
ray, 2013) as a “perfectly appropriate” (Carifio and
Perla, 2008) statistical method for Likert scales that
may be used by researchers “with no fear of com-
ing to the wrong conclusion” (Norman, 2010). We
therefore present and analyse mean averages (rather
than the mode) for the collected judgements.

5.1 Self-evaluation vs. Crowd evaluation

In our experiment we used two methods to evaluate
the quality of collected utterances: self-evaluation
and an independent crowd-based evaluation. Dur-
ing the self-evaluation, crowd workers were asked to
rank their own utterances. Note that data collected
using the self-evaluation method was not intended to
allow us to compare the quality of utterances elicited
via pictorial and textual MRs. Rather, this data
was collected in order to understand whether self-
evaluation may be a reliable technique to evaluate
the quality of created utterances in future studies.

In the self-evaluation, for each of their own NL
utterances, crowd workers could select either higher
than average, average, or lower than average values
for Informativeness, Naturalness, and Phrasing.

For the independent crowd evaluation, a new
CrowdFlower task was created. In this task, crowd
workers were asked to look at one utterance at a time
and to rate each utterance using the same procedure.

In order to compare the results of self-evaluation
with the results of the independent crowd evaluation,
we labelled the results of perceived Informativeness,
Naturalness and Phrasing as higher than average,
average and lower than average in both modes.

Cohen’s kappa coefficient was used to mea-
sure inter-rater agreement between the two groups
of evaluators, i.e. self-evaluators and independent
crowd evaluators. The statistics did not reveal a sig-
nificant level of agreement between the two groups
of evaluators neither for the scores of Informative-
ness (k = 0.014, p = 0.36), nor Phrasing (x = 0.007,
p = 0.64), nor Naturalness (x =-0.007, p = 0.62).

The lack of agreement with the independent eval-
uation already indicates a potential problem with the
self-evaluation method. However, in order to fur-
ther assess which group was more reliable in eval-



uating utterances, we compared their Informative-
ness scores with the Semantic Similarity score of
the corresponding utterances. As discussed before,
the concepts of Informativeness and Semantic Sim-
ilarity are similar to each other, so better agreement
between these scores indicates higher reliability of
evaluation results. In particular, utterances with high
Semantic Similarity would be expected to have high
ratings for Informativeness, as they express more of
the concepts from the original MR.

The percentage agreement between the Informa-
tiveness and Semantic Similarity was 31.1%, while
for the utterances evaluated independently by the
crowd it was 60.3%. The differences in percent-
age agreements for the utterances with good se-
mantic similarity was even higher: 32.1% for self-
evaluators vs. 75.1% for crowd evaluators. This
strongly suggests that the evaluation quality of self-
evaluators is less reliable than that of the crowd.
Therefore, we focus on the data collected from
crowd evaluation for the analysis presented in the
following sections.

5.2 Informativeness
Informativeness was defined (on the questionnaires)
as whether the utterance “provides enough useful in-
formation about the venue”. Also see section 3.4.
The average score for Informativeness was 4.28 for
the textual/logical MR, and 4.51 for the pictorial
method, as shown in Table 3. A two-way ANOVA
was conducted to examine the effect of MR modal-
ity and the number of attributes on the perceived In-
formativeness. There was no statistically significant
interaction between the effects of modality and the
number of attributes in the MR, F(2,1236) = 1.79,
p = 0.17. A main effects analysis showed that
the average Informativeness of utterances elicited
through the pictorial method (4.51) was significantly
higher than that of utterances elicited using the tex-
tual/logical modality (4.28), with p < 0.01. This
is an increase of 0.23 points on the 6-point scale
(=4.6%) in average Informativeness rating for the
pictorial condition.

As expected, Informativeness increases with the
number of attributes in the MR, in both conditions.

5.3 Naturalness

Naturalness was defined (on the questionnaires) as

whether the utterance “could have been produced by
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a native speaker”. The average score for Natural-
ness was 4.09 for the textual/logical MRs, and 4.43
for the pictorial method, as shown in Table 3. A
two-way ANOVA was conducted to examine the ef-
fects of MR modality and the number of attributes
on the perceived Naturalness. There was no statis-
tically significant interaction between the effects of
modality and the number of attributes in the MR,
F(2,1236) = 0.73, p = 0.48. A main effects anal-
ysis showed that the average Naturalness of utter-
ances elicited using the pictorial modality (4.43) was
significantly higher than that of utterances elicited
using the textual/logical modality (4.09), with p <
0.001. This is an increase of about 0.34 points on
the scale (=6.8%) for average Naturalness rating for
the pictorial condition.

5.4 Phrasing

Phrasing was defined as whether utterances are for-
mulated in a way that the judges perceived as good
English (see section 3.4). The average score for
Phrasing was 4.01 for the textual/logical MR, and
4.40 for the pictorial method, as shown in Table 3.
A two-way ANOVA was conducted to examine the
effect of MR modality and the number of attributes
on the perceived Phrasing. There was no statistically
significant interaction between the effects of modal-
ity and the number of attributes in MR, F(2,1236) =
0.85, p = 0.43. A main effects analysis showed that
the average Phrasing score for the utterances elicited
using the pictorial modality was significantly higher
than that of the utterances elicited using the tex-
tual/logical modality, with p < 0.001. This is an
increase of +0.39 points (about 7.8%) in average
Phrasing rating for the pictorial condition.

As the complexity of the MR increases (i.e. num-
ber of attributes) we note that the pictorial MR out-
performs the textual MR still further, with an 11%
boost in Phrasing ratings (+0.55 — from 3.98 to 4.53
on a 6-point scale — for 8 attributes) and a similar
9.6% (+0.48) increase for Naturalness ratings.

A Pearson product-moment correlation method
was used to determine a strong correlation (r =
0.84,p < 0.001) between Naturalness and Phras-
ing, suggesting that evaluators treat these concepts
as very similar. However, these concepts are not
identical, as the evaluation results show.



Textual MR Pictorial MR
Mean [ StDev | Mean | StDev

Informativeness | 4.28%%* 1.54 4.51%* 1.37
3 attributes 4.02 1.39 4.11 1.32

5 attributes 4.31 1.54 4.46 1.36

8 attributes 4.52 1.65 4.98 1.29
Naturalness 4.09%%* | ].56 | 4.43%** | ]35
3 attributes 4.13 1.47 4.35 1.29

5 attributes 4.07 1.56 441 1.36

8 attributes 4.07 1.65 4.55 1.42
Phrasing 4.01%%*% | 1.69 | 4.40%** | .52
3 attributes 4.01 1.62 4.37 1.47

5 attributes 4.04 1.70 4.28 1.57

8 attributes 3.98 1.75 4.53 1.54

Table 3: Human evaluation of the data collected
with each MR (** = p < 0.01 and *** = p < 0.001
for Pictorial versus Textual conditions). Italics de-
note averages across all numbers of attributes.

6 Discussion

We have shown that pictorial MRs have specific
benefits for elicitation of NLG data from crowd-
workers. This may be because, with pictures, data-
providers are not primed by lexical tokens in the
MRs, resulting in more spontaneous and natural lan-
guage, with more variability. For example, rather
than seeing child-friendly[yes] in a logical/textual
MR, and then being inclined to say “It is child-
friendly”, crowd-workers who see an icon repre-
senting a child seem more likely to use a variety
of phrases, such as “good for kids”. As a con-
crete example of this phenomenon, from the col-
lected data, consider the picture on the left of fig-
ure 2, which corresponds to the logical MR: name
[Loch Fyne], eatType [restaurant], familyFriendly
[yes], priceRange [cheap], food [Japanese].

The logical MR elicited utterances such as “Loch
Fyne is a family friendly restaurant serving cheap
Japanese food” whereas the pictorial MR elicited
e.g. “Serving low cost Japanese style cuisine, Loch
Fyne caters for everyone, including families with
small children.”

Pictorial stimuli have also been used in other, re-
lated NLP tasks. For example in crowd-sourced
evaluations of dialogue systems, e.g. (Black et al.,
2011; Williams and Young, 2007). However, no
analysis was performed regarding the suitability
of such representations. In (Williams and Young,
2007), for example, pictures were used to set dia-
logue goals for users (e.g. to find an expensive Ital-
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ian restaurant in the town centre). This experiment
therefore also has a bearing on the whole issue of
human NL responses to pictorial task stimuli, and
shows for example that pictorial task presentations
can elicit more natural variability in user inputs to a
dialogue system. Pictorial method can also scale up
to more than just single-entity descriptions, e.g. it
is possible to show on a map several different pic-
tures representing different restaurants, thus elicit-
ing comparisons. Of course, there is a limit in the
meaning complexity that pictures can express.

7 Conclusions and Future Work

We have shown that it is possible to rapidly create
high quality NLG data sets for training novel corpus-
based Machine Learning methods using crowd-
sourcing. This now forges the path towards rapidly
creating NLG systems for new domains. We first
show that self-evaluation by crowd workers, of their
own provided data, does not agree with an inde-
pendent crowd-based evaluation, and also that their
Informativeness judgements do not agree with an
objective metric of semantic similarity. We then
demonstrate that pictures elicit better data — that
is, judged by independent evaluators as significantly
more informative, more natural, and better-phrased
— than logic-based Meaning Representations. There
is no significant difference in the amount of time
needed to collect the data, but pictorial representa-
tions lead to significantly increased scores for these
metrics (e.g. of around 0.5 on a 6-point Likert scale).
An error analysis shows that pictorial MRs result
in more spontaneous, natural and varied utterances.
We have done this by proposing a new crowdsourc-
ing framework, where we introduce an initial auto-
matic validation procedure, which was able to reject
100% of bad submissions. The collected data will
be released as part of this submission.

In future work, we will use the collected data to
test and further develop corpus-based NLG methods,
using Imitation Learning. This technique promises
to be able to learn NLG strategies automatically
from unaligned data, similar to recent work by
(Dusek and Jurcicek, 2015; Wen et al., 2015).
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