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Introduction

Welcome to the INLG 2016 Workshop on Computational Creativity in Natural Language Generation.
This workshop aims to bring together researchers dealing with text generation from a computational
creativity perspective, and researchers in natural language generation with an interest in creative aspects.
These two communities have been working separately for many years, as the focus in each one of them
has been different: creativity research tends to be less focused on technical issues in natural language
generation, and more on issues related to cognition, aesthetics, and novelty; while NLG research tends
to focus on technical and theoretical aspects of processes, and information content and readability of
output. However, recent progress in both fields is reducing many of these differences with creativity
projects moving more towards robust implementation, and NLG research including stylistics, variation
and literary genres such as poetry or narrative and we believe they are approaching the point where they
can mutually benefit from ongoing work. By encouraging members of both communities to discuss
work in related topics with each other, we hope to move towards better joint understanding of the
problems involved.

Matthew Purver, Pablo Gervás and Sascha Griffiths
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Abstract

A model is proposed showing how automati-
cally extracted and manually written associa-
tion rules can be used to build the structure of
a narrative from real-life temporal data. The
generated text’s communicative goal is to help
the reader construct a causal representation of
the events. A connecting associative thread al-
lows the reader to follow associations from the
beginning to the end of the text. It is created
using a spanning tree over a selected associa-
tive sub-network. The results of a text qual-
ity evaluation show that the texts were under-
standable, but that flow between sentences, al-
though not bad, could still be improved.

1 Introduction

A narrative is a text presenting with a certain angle a
series of logically and chronologically related events
caused or experienced by actors (Bal, 2009, p. 5). A
data-to-text system summarizing temporal data in-
cluding actions or activities should aim at generating
such a text, if that corresponds to its users’ needs.
Some have pointed at causal relations as a means of
improving the narrative aspect of temporal data-to-
text (Hunter et al., 2012; Gervás, 2014).

The concepts of causal network and causal chain
have been used to explain the process of narra-
tive comprehension in humans (Trabasso and van
Den Broek, 1985; Trabasso et al., 1989). Those
causal networks are essentially composed of phys-
ical and mental events and states (of which goals
and actions) connected by causal relations. Restric-
tions apply on which types of causal relation can

connect which types of event or state. The causal
chain comprises the events that are on a path travers-
ing the causal network from the introduction of the
protagonists and setting to either goal attainment or
the consequences of failure. Being on a causal chain
and having more causal connections have both been
found to increase chances of an event being recalled,
included in a summary or judged important by the
reader.

Swartjes and Theune (2006) and Theune et al.
(2007) applied causal networks to the automatic
creation of fairy tales. Several narrative data-to-
text systems already identify and make use of some
causal relations (Hallett, 2008; Hunter et al., 2012;
Wanner et al., 2010; Bouayad-Agha et al., 2012).
Going further, in Vaudry and Lapalme (2015) we
have tried to extract a form of causal network from
temporal data and use it to build the structure of
the generated narrative. We used data mining tech-
niques to extract sequential association rules and in-
terpreted them as indicating potential, approximate
causal relations. The resulting causal network was
used to express locally some rhetorical relations in
the sense of the Rhetorical Structure Theory (RST)
(Mann and Thompson, 1987). However we did not
succeed at exploiting it to build a complete rhetorical
structure that would give the text a global coherence.

Building on what was begun, this paper proposes
a model showing how automatically extracted and
manually written association rules can be used to
build the entire structure of a narrative from real-life
temporal data.

In the course of our research, we found that it
was very difficult to infer even the direction of a
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potential causal relation from an extracted associa-
tion (see Section 4). If even that could not be deter-
mined, how could we claim to identify causal rela-
tions? We prefer to simply name associations the re-
lations found during data interpretation. The task of
inferring causal relations is left to the human reader
of the generated text.

By association, we mean a connection between
events or states without specifying the nature of the
underlying relation. For example, an association can
be based on a frequent sequence or a formal similar-
ity. For the purpose of narrative comprehension, we
assume that interesting associations are those that
can help formulate causal hypotheses.

Note that although this is not a model for creating
fictional narratives, its function is to suggest new as-
sociations between previously unassociated events.
In this sense and to the extent that it accomplishes
this, it can be considered to produce original, cre-
ative text (Jordanous, 2012, p. 257).

The proposed model assumes that the human
reader can follow an associative thread from the be-
ginning to the end of the text. The associations ex-
pressed between some of the events can give him
hints toward building a mental representation of the
events. His world and domain knowledge can en-
able him to sort through the expressed associations
to retain and enrich the relevant ones. This can lead
him to fill the gaps left by the text towards a causal
interpretation of the events.

Section 2 presents our model of assisted tempo-
ral data interpretation. Section 3 presents the results
of our efforts so far to evaluate this model. Related
work is discussed in Section 4.

2 Model

This section presents our model of assisted temporal
data interpretation using narrative generation. Fig-
ure 1 gives an overview of this model. We will refer
to its components by using numbers for steps and
letters for representation levels. Association rules
come from two sources: data mining (1) for se-
quential association rules (B) from training data (A)
and world and domain knowledge (C) formalized as
rules (D). The data about a specific period (E) is in-
terpreted (2) using the association rules to create an
associative network (F). Then a sub-network con-

taining the most unusual facts (G) is selected (3) us-
ing the probabilities of the corresponding sequential
association rules (B). The following step of docu-
ment structuring (4) involves determining the con-
necting associative thread going from the beginning
to the end of the narrative (H). Microplanning (5)
produces from this the lexico-syntactic specification
(I). This specification is then realized (6) as a text
(J) read by a human (7). The human reader uses his
knowledge (C) to reason about the associations ex-
pressed in the text. From this he forms a mental rep-
resentation which hypothetically includes a form of
causal network (K). The following subsections de-
tail each of these steps.

The communicative goal of the generated text in
the context of this model is to communicate effec-
tively the facts necessary to facilitate the construc-
tion of a causal network by the reader. By neces-
sary facts, we mean the least easily predictable facts.
Those facts are the most unusual (or least usual) of
the summarized period compared to a typical pe-
riod of the same kind of data. They are what makes
this period unique. The associations expressed in
the generated text should give valuable hints to the
reader in constructing a causal mental representation
of the events. Moreover, they should generally help
see the events of the period as a coherent whole if
such coherence can be found. This should help the
reader assimilate effectively the text’s content.

The facts not mentioned in the text should be im-
plicitly understood as “same as usual” and the reader
should be able to infer them approximately from the
text’s content if needed. According to Niehaus and
Young (2014), the reader will make such an infer-
ence if it is necessary to the comprehension of the
text (because of a break in a causal chain, for ex-
ample) and not too difficult to make. The knowl-
edge that the reader has of what usually happens, if
the sequential association rules model that correctly
enough, should enable the reader to make such in-
ferences. In the case of the inferences that could
be triggered in the reader by the expressed associa-
tions, it is much more difficult to use the criteria of
necessity and enabledness, as exactly what should
be inferred or not is not known by the computer.

To illustrate the various representation levels of
the model, an example in the Activity of Daily Liv-
ing (ADL) domain is provided in Figures 2, 3, 4, and

2



Figure 1: Assisted temporal data interpretation model. Rect-

angles represent input data; rounded rectangles: computational

representations; ellipses: steps; clouds: hypothesized mental

representations; rectangle with S-shaped bottom side: natural

language document. For ease of reference, steps are identified

by a number and representations by a letter.

5. The data it is based on is taken from the publicly
available UCI ADL Binary Dataset (Ordóñez et al.,
2013). This dataset contains 14 and 21 consecutive
days of ADL data for users A and B, respectively.
The data for each ADL occurrence consists of: start
time, end time and activity label. The ADL label
set is: Sleeping, Toileting, Grooming, Showering,
Breakfast, Lunch, Dinner, Snack, Spare Time/TV,
Leaving. The input for this example consists of the
data for user B as training data (A) and the portion
covering the day of November 24, 2012 as the data
to summarize (E).

2.1 Association Rules

Sequential Association Rule Mining: In step 1 on
Figure 1, data mining techniques are used to se-
lect candidate sequential association rules based on
confidence and significance. Confidence (cf in Fig-
ure 2) is computed as the conditional probability of
encountering an instance of the rule given that the
left side has been encountered. Depending on the
confidence, associations are considered expected or
unexpected. In the example, expected association
rule candidates had cf > 0.2 and unexpected as-
sociation rule candidates had cf < 0.07. This is
roughly justified by the fact that since there are 10
activity types, the prior probability of one happen-
ing at any place in the sequence is 0.1. Significance
measures the chances of the left and right sides of
the rule of actually being independent according to
the binomial distribution. In Figure 2, the p-values
according to this distribution are called pexpected and
punexpected for expected and unexpected association
rules, respectively. In the example, a p-value lower
than 0.05 was considered significant.

A rule can express a backward prediction. The
chronological direction of each association rule is
determined by computing the confidence for the
two possible directions (chronological and reverse
chronological) and retaining the direction with the
highest one. That means that for candidate associ-
ation AB, we checked which we could predict with
more confidence: that B follows A or that A pre-
cedes B. This enabled us to better estimate the un-
usualness of each fact and thus improve content se-
lection.

Rules 1 to 5 of Figure 2 are examples of mined
sequential association rules.
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Mined sequential association rules:

1. H11,p → AGrooming,p

cf = 0.67, pexpected = 0.000005

2. ASleeping,p−1 ← ABreakfast,p

cf = 0.23, pexpected = 0.01

3. AShowering,p−2 → AGrooming,p

cf = 0.64, pexpected = 0.01

4. AGrooming,p−2∧AToileting,p−1 → AGrooming,p

cf = 0.58, pexpected = 0.001

5. AToileting,p−1 ∧H10,p 6→ ASpare time/TV,p

cf = 0.04, punexpected = 0.03

World and domain knowledge association rule:

6. Ai,p
Same category←−−−−−−−−→ Aj,q ⇐⇒ category(i) =

category(j)

Figure 2: Association rule examples. A and H are categorical

variables and stand respectively for activity and hour of the day

(hours 0-23, not considering minutes). Ai, p stands for a par-

ticular type of activity i at position p in the event sequence. cf

stands for confidence. pexpected and punexpected are p-values

that measure the significance of expected and unexpected asso-

ciation rules, respectively (lower is better).

World and Domain Knowledge Rules: World
and domain knowledge can be formalized as rules
(C and D in Figure 1). Those rules can be manu-
ally entered or come from an existing ontology, for
example. The associations they create have the ad-
vantage of linking events regardless of their place in
the sequence. That means that we can use them to
create long-distance links in the text while keeping
temporally close events also close in the text.

Rule 6 of Figure 2 is a simple but effective ex-
ample of a manually entered association rule. It
defines a Same category association. For the pur-
pose of the ADL example, we arbitrarily grouped the
ADL types into categories in the following manner.
Toileting, Grooming, and Showering were placed in
the category of personal hygiene activities. Break-
fast, Lunch, Dinner, and Snack were grouped as eat-
ing activities. Spare Time/TV, Leaving, and Sleep-
ing were kept in separate categories.

2.2 Data Interpretation

Step 2 of Figure 1 consists of searching the data to
summarize for instances where an association rule
applies. Sequential associations are derived from
rules such as Rules 2 to 5 from Figure 2. They
are shown as arrows going from one row to another
at the left of Figure 3. The arrow labels indicate
the confidence of the corresponding association rule.
Temporal associations are derived from rules such as
Rules 1 and 5 from Figure 2. They are indicated by
the Time prob. and Temporal association columns
in Figure 3. Usual means that an expected asso-
ciation was found and Unusual indicates an unex-
pected association. No indication means that time
was not considered significantly useful in predicting
those occurrences (no association rule). The proba-
bility conditional on time (the confidence of the cor-
responding association rule candidate) is in any case
indicated as it will be used for content selection.

From there, some extra associations are derived
and added to the network. The Repetition associa-
tion is generated whenever the type of activity that
appears on the right side of the association rule also
appears on the left side. Conjunction is added when
two sequential associations start or end at the same
activity. Their other ends are then linked by a Con-
junction association. The Instead association ap-
pears when an unexpected association is found. It
indicates what would have been the most probable
alternate activity according to the sequential associ-
ation rule model. Derived associations are shown on
the right of the first column of Figure 3.

2.3 Event Selection

As can be seen on Figure 1, event selection (step 3)
takes as input the associative network and outputs a
sub-network of its input. Note that final association
selection takes place later, during document structur-
ing, as they are used to build the document structure.

In Figure 3, the output of event selection is shown
in bold type. Event selection has one parameter: a
maximum probability threshold. Events that have
either a probability conditioned on time or an as-
sociation with a confidence lower or equal to the
threshold are selected. In this example, the maxi-
mum probability threshold was set to 0.3. Generally
the ideal value of the threshold varies in function of
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Start
time

Activity Time
prob.

Temporal
association

00:33 Sleeping 0.33 Usual

10:04
0.23

33

Breakfast 0.33 Usual

10:17
0.04 2

Toileting 0.37 Usual

10:19
ss
Spare time/TV 0.04 Unusual

10:19 Grooming – –

11:16

0.45

77

Snack 0.36 –

11:30
0.91 ++
0.64

''

Showering 0.17 –

11:39 Grooming 0.67 Usual

11:59 Grooming 0.67 Usual

12:01 Toileting 0.30 –

12:09
0.51 ++

Snack 0.28 –

12:31 Spare time/TV 0.40 Usual

13:50 Spare time/TV 0.57 Usual

14:32 Grooming 0.42 Usual

14:36 Leaving 0.29 –

16:00
0.37 ++

Toileting 0.52 Usual

16:01

0.58

''

Grooming 0.35 –

16:02
0.58 ++

Toileting 0.52 Usual

16:03

ck

Grooming 0.35 –

16:04 Spare time/TV 0.65 –

19:58
0.45

33

0.51 ++
Snack 0.44 –

20:08 Spare time/TV 0.83 –

22:01 Toileting 0.14 –

22:02 Spare time/TV 0.62 Usual

22:17

0.37

77

0.37
33

0.64 ++
Dinner 0.55 Usual

22:19 Spare time/TV 0.62 Usual

23:21
0.45

33

0.51 ++
Snack 0.27 –

23:23 Spare time/TV 0.87 –

00:45 Grooming 0.74 Usual

00:48 Spare time/TV 0.44 –

01:50 Sleeping 0.45 Usual
Figure 3: Associative network for user B on November 24,

2012. The events selected with maximum probability 0.3 are

shown in bold type. Sequential associations are on the left. The

X-headed arrow represents an unexpected association. On the

right are Instead (dotted), Conjunction (dashed), and Repetition

(double). Same category associations are not shown.

how well the sequential rule model captures what
usually happens and the desired average length of
the generated text.

2.4 Document Structuring

Connecting Associative Thread: The main goal
of document structuring (step 4 in Figure 1) is to
give the text a simple narrative structure including a
beginning, a middle section, and an end. The im-
portance of this structure for narrative generation
was highlighted by a comparison with human writ-
ten texts (McKinlay et al., 2009). The first event of
the period (chronologically) is selected to be the be-
ginning of the text and is called the initial situation
(Sleeping 00:33 in the example of Figure 3). The last
event of the period is correspondingly called the fi-
nal situation (Sleeping 01:50 in the example). The
(rest of the) selected associative sub-network will
form the middle section (in bold type in Figure 3).
The best event pairs are then chosen to link the se-
lected events with each other. In the example, event
pairs with sequential associations are preferred over
those with only Same category associations. Man-
ually set parameters, called association preferences,
define which association types are preferred. They
take a value between 0.0 and 1.0. A smaller value
gives an event pair with this association type more
chances to be chosen. When no other association
is present, the default association of temporal prox-
imity is used with association preference 1.0. The
association preference is combined (by averaging)
with the relative temporal distance in order to favor
temporally close event pairs. The resulting score is
then used as a distance to compute a minimum span-
ning tree on the selected associative sub-network.

This minimum spanning tree is converted into a
directed rooted tree by designating the initial situa-
tion as its root. This tree is hereafter called the con-
necting associative thread. The path from the initial
situation to the final situation is the main associative
thread. The other branches of the spanning tree are
said to be dead-end threads because once the text
has reached their end, it must go back to the con-
nection point with the main thread before continu-
ing toward the final situation. The connecting asso-
ciative thread connects every event together through
the main thread and the dead-end threads. This is
illustrated in Figure 4.
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00:33
Sleeping

��
10:04

Breakfast

��

��
10:17

Toileting
,

��

10:19
Spare time/TV

��
10:19

Grooming

11:30
Shower
��

12:01
Toileting

12:09
Snack

��

��

14:36
Leaving

23:21
Snack

vv
01:50

Sleeping
Figure 4: Connecting associative thread for user B on Novem-

ber 24, 2012. Arrows represent associations: simple: expected

sequence; X-headed: unexpected sequence; double: Same cat-

egory; dotted: Instead; curved and dashed: temporal proximity.

Paragraphs are boxed. The vertical order of presentation is the

order of mention in the generated text (Figure 5). For event

selection, the maximum probability threshold was set to 0.3.

Research on causality in narrative comprehension
has uncovered that events on the causal chain go-
ing from the beginning to the end of the story are
more often recalled than those on dead-end parts of
the causal network (Trabasso and van Den Broek,
1985). In the future, it may be interesting to ver-
ify if eventualities on the associative sub-threads are
less remembered than those on the main associative
thread. If this is the case, the content structuring al-
gorithm should be modified to optimize the impor-
tance of the expressed associations together with the

proportion and importance of the eventualities in-
cluded in the main associative thread. However tak-
ing into account the relative temporal distance in the
computation of the minimum spanning tree already
tends to avoid a too short main associative thread.

Paragraph and Sentence Segmentation: The
document content is then segmented into sentences
and paragraphs. The style can be varied by adjust-
ing two parameters: the average number of events
introduced in one sentence and the average number
of sentences in one paragraph. Those parameters
are used to calculate the number of breaks needed
between sentences and paragraphs. The candidate
break points are between consecutive event pairs
in the document plan. The actual break points are
selected according to the distance computed previ-
ously for the determination of the minimum span-
ning tree. The greatest distances correspond to para-
graph breaks, then sentence breaks, and lastly phrase
boundaries. Paragraphs are boxed in Figure 4.

At this point, a mapping is made between the se-
lected associations and the rhetorical relations that
will be expressed in the text. In the example, se-
quential associations are expressed by a Temporal
Sequence relation and Same category associations
are expressed by a Conjunction relation.

2.5 Microplanning
Microplanning (step 5 of Figure 1) translates the
rhetorical structure into a lexico-syntactic specifica-
tion. Each sentence plan tree is traversed depth-first.
When a leaf is visited, a specification of the corre-
sponding eventuality’s description is produced from
lexico-syntactic templates. When an internal node is
visited, the rhetorical relations linking the two chil-
dren nodes are expressed with appropriate discourse
markers. Those markers are then used to assemble
the lexico-syntactic specifications obtained from the
children nodes.

However the marking of rhetorical relations be-
tween sentences is handled differently. Each sen-
tence has a main event, which is the one expressed
by its first independent clause. The main event of
a paragraph is the main event of its first sentence.
A rhetorical relation marker is placed at the front of
a sentence to indicate its parent relation in the con-
necting associative thread. If its parent is the main
event of the preceding sentence, or the main event of
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the preceding paragraph in the case of the first sen-
tence of a paragraph, the marker appears alone. If
not, an anaphoric expression is added that restates
the parent event. For example, the parent of Toilet-
ing 12:01 in Figure 4 is Shower 11:40. Since it is the
main event of the preceding sentence, no anaphor is
added and we have just the marker also in the gen-
erated text (Figure 5). On the contrary, the parent of
Snack 12:09 is Breakfast 10:04. It is located in an-
other paragraph. Consequently, the marker becomes
beside his 10:04 PM breakfast.

2.6 Surface Realization
Surface realization (step 6 of Figure 1) was per-
formed using the SimpleNLG-EnFr Java library
(Vaudry and Lapalme, 2013). During surface real-
ization, the syntactic and lexical specifications are
combined with the output language grammar and
lexicon to generate formatted natural language text.
The lexico-syntactic templates used in microplan-
ning were written for both English and French out-
put languages. In combination with SimpleNLG-
EnFr, this enabled bilingual generation.

An example of English generated text correspond-
ing to the preceding figures is given in Figure 5.

2.7 Human Reading
Finally, in step 7 of Figure 1 a human reader com-
bines his world and domain knowledge with the gen-
erated text to construct a causal mental representa-
tion of the events. For that the reader can follow the
connecting associative thread through the text while
trying to infer possible causal relations.

We hypothesize that statistically identifying se-
quential associations is a useful pre-processing of
the data for the purpose of determining causal re-
lations. Association rules based on type could also
be helpful because events of the same type some-
times have the same cause or the same type of cause.
Other association rules based on such causal reason-
ing could also give useful hints. In any case, the
reader can choose to ignore irrelevant associations.

For example, the fact that the clauses expressing
Sleeping 00:33 and Breakfast 10:04 are coordinated
in the same sentence and linked by the temporal
marker then could lead the reader to different con-
clusions depending of his knowledge. On one hand,
he could think that maybe the user was particularly

OrdonezB Saturday, 24 November
2012 12:33 AM - Sunday,
25 November 2012 09:24 AM
------------------------------------

OrdonezB got up at 10:02 AM and then
he ate his breakfast. As usual at
10:17 AM he went to the toilet but
then he unexpectedly spent 1 hour in
the living room instead of grooming.

In addition to having gone to the
toilet at 10:17 AM, he took a shower
at 11:30 AM. Also at 12:01 PM he went
to the toilet. Beside his 10:04 AM
breakfast, he had a snack at 12:09
PM.

At 2:36 PM he left for 1 hour.

In addition to his 12:09 PM snack, he
had a snack at 11:21 PM.

As usual at 1:50 AM he went to bed.

Figure 5: Generated text example for user B on November 24,

2012. The maximum probability threshold was set to 0.3.

hungry when he woke up that morning; he could
ponder why. On the other hand, he could also ig-
nore this sequence as just a random happening. An-
other example: the fact that Snack 23:21 references
Snack 12:09 could make the reader conclude that
maybe the user was often hungry on that day and
maybe there was a common cause for that. Or the
reader may ignore this, reasoning that Snack 12:09
was probably in reality a Lunch activity. The point is
that some of the associations can help the reader in
forming causal hypotheses. The reader can later ver-
ify those, for example by asking the user. Moreover,
those causal hypotheses can help the reader remem-
ber the content of the text.

3 Evaluation

We asked judges to evaluate the textual quality of the
reports. To assemble the evaluation corpus, a report
was generated for the 32 complete days (starting and
ending with a long Sleeping activity) of the dataset.
The selection parameter was adjusted in order that
texts for both users have comparable average length.
The maximum probability threshold was thus set to
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Figure 6: Results of the text quality evaluation.

0.4 for user A and 0.3 for user B. User A’s routine
seems to be easier to capture by the sequential rule
model than user B’s. Hence the probability for user
A’s activities is generally higher than for user B’s.

Because no human-written equivalent of the gen-
erated ADL reports exists, it would have been mean-
ingless to try to write some to make the comparison.
Therefore only the generated texts are evaluated.

13 judges evaluated four to five generated texts
each, so that 28 texts were evaluated by two judges
each and 4 texts by one judge. The judges had to
evaluate the texts on a 0 to 5 scale for six criteria:
Overall, Style, Grammaticality, Flow (between sen-
tences), Vocabulary, and Understandability. They
could also leave comments. The evaluation forms,
generated texts and answers are publicly available1.

If we view all the evaluations taken together as
evaluating the data-to-text system as a whole, as op-
posed to individual texts, we get the results shown in
Figure 6. The best ratings are for Understandability
and Vocabulary with peaks at 5 and 4, respectively.
The worst ratings are for Flow with a peak at 3. This
could indicate some deficiencies in document plan-
ning and/or microplanning. However, according to
the good Understandability ratings, the texts do not
seem as badly planned as to be confusing. The re-
sults for Grammaticality are hard to interpret, since
there are two peaks: one at 3 and one at 5. By look-
ing at the evaluations, we think it could be because
this criterion was not defined clearly enough. Over-
all and Style have most ratings ranging from 2 to 5,
with peaks at 4.

4 Related Work

Chambers and Jurafsky (2008) learn narrative event
chains (partially ordered sets of events with a com-
mon protagonist) from a news stories corpus. For

1http://www-etud.iro.umontreal.ca/%7Evaudrypl
/ADL/eval/

this they use pointwise mutual information (PMI) to
measure the relation between two events, instead of
the probability of independence according to the bi-
nomial distribution. They then use a temporal classi-
fier to determine a partial order. Finally, they cluster
events using the PMI scores to form in effect undi-
rected n-ary associations. Those could be converted
to directed associations if confidence was also com-
puted.

With the help of focus and inferencing models,
Niehaus and Young (2014) generate narratives in
which some events need to be causally inferred by
the reader. Those inferences are precisely defined as
part of the input, whereas in our model only hints
are available about the causal relations to be found
by the reader.

León and Gervás (2010) also use causality-related
relations to structure narratives. Their algorithm
learns preconditional rules between events of a fic-
tional story with the help of human feedback. An as-
sumption is made that every event must be directly
or indirectly a precondition to the last event of the
story. Although this may make sense for a fictional
story, it could involve selecting out important infor-
mation when starting from real-life data.

In the context of generating a narrative from data
with multiple actors, Gervás (2014) associates ac-
tions having the same actor. This makes sense, be-
cause actions by the same actor can certainly be di-
rectly or indirectly causally related. However, our
prototype having been tested only on data with a sin-
gle actor, this tactic would not have been adequate
here.

Farrell et al. (2015) use regular expressions to de-
fine explanation specifications for error trace data.
Regular expressions could also be used to manually
define association rules in the context of our model.

Baez Miranda et al. (2014) use a task model to
provide top-down constraints on the sequence of
scenes that can be identified in the data to form the
structure of the narrative. In contrast, our model can
be said to be more bottom-up in the importance it
gives to automatically extracted associations.

In Vaudry and Lapalme (2015), we tried to struc-
ture the narrative using hierarchical clustering. This
did not achieve a structure fully labeled with rhetor-
ical relations as our current spanning tree algo-
rithm. Paragraph and sentence segmentation was
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less transparent since we did not use dedicated pa-
rameters. Furthermore we extracted only chronolog-
ical sequential association rules. We interpreted this
chronological direction as the direction of causality.
This partly justified our claim of identifying approx-
imate causal relations. By looking at the results of
data interpretation, we now come to the conclusion
that there is no clear link between the direction of the
rule and the direction of a potential causal relation.

In addition, we selected which events to include
in the text in what we called the summarization step,
which we placed after document planning. This has
the disadvantage of undoing some of the document
planner’s work. We selected events using the proba-
bility of this event type happening at any point in the
event sequence. We now find that using the proba-
bility conditioned on time results in a greater propor-
tion of the associative sub-network being connected.
This leads to a better text structure. Note that we
use for our current example the same data as before,
with a maximum probability threshold of 0.3 instead
of 0.4.

5 Conclusion

We presented a data-to-text model demonstrating
that it is possible to structure a narrative around a
mix of automatically mined and manually defined
associations. The model also relies on sequential as-
sociations for event selection. The generated text’s
communicative goal is to help the reader assimilate
the facts necessary to construct a causal representa-
tion of the events. According to the model, the con-
necting associative thread allows the reader to fol-
low associations from the beginning to the end of
the text. This structure takes the form of a spanning
tree over a selected associative sub-network.

The textual quality of the generated texts was
rated by judges. The results show that the texts were
understandable, but that flow between sentences, al-
though not bad, could still be improved. A possi-
ble solution would be to modify document structur-
ing such as to minimize discontinuities. According
to the event-indexing model (Zwaan et al., 1995),
sentence-reading times increase with the number
of discontinuities in temporality, spatiality, protag-
onist, causality, or intentionality.

We are currently designing a memorization exper-

iment to test if the generated texts help the reader as-
similate unusual facts independently of the domain.
Apart from that, a task-oriented evaluation with do-
main experts could be organized. Furthermore texts
could be generated from bigger datasets or datasets
belonging to other domains. It would be interesting
to fine-tune all parameters for each of those to see if
ideal values vary from domain to domain.
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Abstract

We propose a method of probabilistic natural
language generation observing both a syntac-
tic structure and an input of situational con-
tent. We employed Monte Carlo Tree Search
for this nontrivial search problem, employ-
ing context-free grammar rules as search op-
erators and evaluating numerous putative gen-
erations from these two aspects using logis-
tic regression and n-gram language model.
Through several experiments, we confirmed
that our method can effectively generate sen-
tences with various words and phrasings.

1 Introduction

People unconsciously produce utterances in daily
life according to different situations. When a person
encounters a situation in which a dog eats a piece of
bread, he or she retrieves appropriate words and cre-
ates a natural sentence, retaining the dependent re-
lationships among the words in proper order, to de-
scribe the situation. This ability of natural language
generation (NLG) from situations will become es-
sential for robotics and conversational agents in the
future.

However, this problem is intrinsically difficult be-
cause it is hard to encode what to say into a sentence
while ensuring its syntactic correctness. We propose
to use Monte Carlo tree search (MCTS) (Kocsis and
Szepesvari, 2006; Browne et al., 2012), a stochastic
search algorithm for decision processes, to find an
optimal solution in the decision space. We build a
search tree of possible syntactic trees to generate a
sentence, by selecting proper rules through numer-
ous random simulations of possible yields.

2 NLG with MCTS simulations

2.1 MCTS

MCTS combines random simulation and best-first
search in its search process (Kocsis and Szepesvari,
2006). It has been successfully applied as an al-
gorithm for playing Go game and similar planning
problems. In fact, both Go game and NLG share
the same characteristic: their outputs can be evalu-
ated only when their process reaches the last state.
Therefore, we think that the process of NLG can be
represented in MCTS simulations.

MCTS uses the upper confidence bounds one
(UCB1) value to determine the next move from
a viewpoint of multi-armed bandit problem (Kate-
hakis and Veinott, 1987):

UCB1 = vi + C

√
log N

ni
. (1)

Here, vi is the winning rate of candidate i, C is an
adjustment coefficient, N is the total number of sim-
ulations, and ni is the number of visits to the candi-
date i. The first term of equation (1) corresponds to
exploitation and the second term corresponds to ex-
ploration in simulation, achieving a balanced search
between the two factors (Auer et al., 2002).

2.2 Algorithm

MCTS provides opportunities for selecting various
syntactic structures and words in a generated sen-
tence in our case. We use context-free grammar
(CFG) rules obtained from the Brown corpus as a
search operator in MCTS. The MCTS algorithm is
shown in Figure 1
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Figure 1: MCTS algorithm for NLG

Essentially, our MCTS builds a search space of
possible derivations, and starting from the initial
symbol S we iteratively determine what rule to ap-
ply to extend the current tree, by simulating numer-
ous possible derivations from the candidate rules.

3 Evaluating generated sentences

When using MCTS in NLG, it is important how the
simulation result, i.e., a generated sentence, is eval-
uated. In generating a sentence, unlike playing Go
game, it is not easy for a machine to decide whether
a generated sentence is natural for us because the
result cannot be naturally represented by a win or a
lose. This necessitates giving machines the ability to
evaluate whether a generated sentence is natural or
not. Regarding this problem, Okanohara and Tsu-
jii (2007) proposed a method to use a semi-Markov
class model to identify the grammaticality of the
sentence. Similarly, in this study we have introduced
two evaluation scores: one for syntactic structure
and the other for the n-gram language model.

3.1 Evaluation of syntactic structure
For this purpose, we use logistic regression with par-
tial syntactic trees of a sentence as its features for
identifying whether it is natural or not. Figure 2
illustrates the procedure of building a classifier for
structure evaluation.

We used the Brown corpus1 and extracted 4,661
sentences consisting of three to seven words other
than punctuation marks. Those extracted sentences
were parsed using the Stanford parser2, and a set of
CFGs was created based on its result. The CFGs
contained 7,220 grammar rules and 5,867 terminal
symbols.

As the training data for the classifier, we regard
syntactic subtrees of sentences in the Brown corpus
as the positive examples, and subtrees of the sen-
tences generated from random simulation of CFGs
as negative examples.

As we see in Figure 2, we have prepared 46,610

1http://clu.uni.no/icame/browneks.html
2http://nlp.stanford.edu/software/lex-parser.shtml
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Figure 2: Building a classifier for structured sentences.

syntactically incorrect sentences as negative exam-
ples – the reason why there are ten times as many
negative examples as positive examples is that it
is highly possible that more syntactically incorrect
than correct sentences can be generated using MCTS
simulations with CFGs.

We use FREQuent Tree miner (FREQT)3 to ex-
tract syntactic subtrees of sentences (Abe et al.,
2002; Zaki, 2002). From all of the subtrees obtained,
we use the subtrees from which only the terminal
symbols have been removed as the features for the
classifier, because of our exclusive focus on syntac-
tic structure with nonterminal symbols. We call the
probability of the output from this classifier as Syn-
tactic Probability (SP) (see, Figure 2).

We evaluated the classifier with 10-fold cross val-
idation and obtained 98% accuracy for the test data.

3.2 Evaluation for n-gram language model
To evaluate the word sequence in a generated sen-
tence, we conducted an experiment to compare the
accuracy of evaluation between two kinds of the n-
gram based scores. One is the score calculating the
perplexity of trigrams with Kneser-Ney smoothing.
We call this score ‘PP’. The other is the score called
Acceptability proposed in Lau et al. (2015), which
measures the acceptability of a sentence for an En-
glish native speaker. In this study, we use the Ac-
ceptability (AP) below for a sentence s:

Acceptability(s) = log

(
p(s)

puni(s)

) 1
|s|

(2)

3http://chasen.org/˜taku/software/freqt/

As an n-gram language model p(s), we use tri-
grams with Kneser-Ney smoothing (Kneser and
Ney, 1995). In (2), puni(s) denotes the probability
with a unigram distribution and (2) measures a rela-
tive fluency per word as compared to baseline prob-
ability puni.

3.3 How to decide the win/lose of sentences
At the Step 5 in the MCTS algorithm, the final de-
cision of a win or a lose (1 or 0) about the sentence
is returned by the score based on the ‘SP’ and ‘PP
or AP’ decisions as follows: (i) if it wins on both
‘SP’ and ‘PP or AP’, the score is 1; (ii) if it fails
with ‘SP’, the score is 0; (iii) if it wins on ‘SP’ but
fails on ‘PP or AP’, the score is 0.5. This reflects our
assumption that the generated sentence from CFGs
must be syntactical at least. Those processes of (i),
(ii), and (iii) are summarized in Table 1.

Table 1: How to determine the final decision
SP PP or AP score
0 0 0
0 1 0
1 0 0.5
1 1 1

4 Generation with Situational Information

We have so far discussed “how to say” part of NLG.
Next, we consider “what to say” in terms of how to
flexibly choose words that are suitable for a given
situation. We will explain how words are chosen
in a generated sentence with the linguistic resources
shown in Figure 3.

Let us assume that some words have been spec-
ified as the content to speak about, say “dog” and
“run” (Given words in Figure 3) and we consider
how to incorporate them into the sentence to gen-
erate. There are multiple ways to describe the con-
tent with natural language sentences. For example,
we could say “dog” as “puppy” or “run” as “dash”.
Therefore, considering the possibility of flexibly
choosing words, we used word2vec (Mikolov et al.,
2013) trained on Wikipedia to determine the set
of similar words whose cosine distance > 0.5 as
the dictionary (Similar words). Further, in order to
adding the peripheral words of the given words to
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Figure 3: Relationship between linguistic resources. Boxes

with dashed lines are used as dictionaries for generation within

MCTS.

the dictionary, we prepared another dictionary from
two words window before/after of the given words
on Wikipedia as the candidate words other than noun
or verbs (Wiki-2-Ws). During generation, we gener-
ate sentences using these dictionaries depending on
the part-of-speech of each word to reduce the search
space, and classified a sentence as “lose” when it
contains words out of the Given words and Similar
words. Wiki-5 is the statistics from five-words win-
dow before/after of the Given words and the Similar
words on Wikipedia to compute AP or PP.

Figure 4 illustrates a generated syntax tree exam-
ple with the linguistic resources shown in Figure 3.

Note that selecting proper linguistic resources is a
nontrivial problem for generation: because there are
huge number of possibilities to use them with dif-
ferent syntactic trees, it requires a ingenious method
like MCTS to effectively combine them with a gram-
matical tree as well as retaining fluency with respect
to n-gram probabilities. We used the information to
feed as a bag of words for simplicity, and aim to use
more sophisticated use of input as a distinct problem
from the proposed algorithm.

5 Related studies

As for the nondeterministic approach to NLG, some
studies view NLG as a planning problem. Koller
and Stone (2007) used automated classical planning
techniques to derive a plan converted into a sen-
tence. Kondadadi et al. (2013) consolidated macro
and micro planning as well as surface realization
stages into one statistical learning process. As an-
other way to handle the indeterminate characteris-
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Figure 4: Example of a generated sentence.

tics of NLG, Lemon (2008; 2011) and Rieser and
Lemon (2009) modeled dialog as Markov decision
processes (MDPs) and solved them by means of re-
inforcement learning (Sutton and Barto, 1998).

Similar to our approach, McKinley and Ray
(2014) considered the NLG process as an MDP with
a suitably defined reward function to achieve effi-
cient sentence generation using an MCTS algorithm.
As another nondeterministic approach using a neu-
ral language model (Bengio et al., 2003), Wen et al.
(2015) used the Long Short-term Memory generator,
which can learn from unaligned data by concurrently
optimizing sentence planning and surface realization
using a simple cross-entropy training criterion and
easily achieve language variation by sampling from
output candidates. However, this method predicts
just a word sequence and does not consider syntac-
tic structures.

As another search-based algorithm to generate a
sentence considering syntactic structures, Liu et al.
(2015) proposed a syntactic linearization of given
words using beam-search for an appropriate struc-
ture of a sentence. However, it just treats the prob-
lem of word ordering and does not consider gener-
ations with the given words, which does not always
include the given words in themselves. Technically,
their method employs a beam search with a prede-
fined beamwidth. On the other hand, MCTS realizes
an efficient search that does not restrict the search
range in advance.

Moreover, Silver et al. (2016) developed AlphaGo
which defeated a top level professional Go player.
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They combined MCTS with a deep reinforcement
learning framework and then provided MCTS with
learning ability; both policy and value networks of
the system are trained to predict human expert be-
haviors using deep reinforcement learning. This
framework is expected to be applied to NLG in the
future.

6 Experiments

In this section, we conducted experiments with two
cases where we evaluate only syntactic structure of
a generated sentence, and evaluate both syntactic
structure and n-gram language model characteristic
of a generated sentence.

6.1 Experimental settings

We used the CFGs and the classifier to evaluate the
structure of a sentence mentioned in section 3.1.

In addition, we set the number of MCTS simula-
tions at a node as the number of wins that reach five
times as many as other candidate nodes at that time.
The reason we used a dynamic change of simulation
number is that the next root node must be chosen
based on a clear difference in winning percentage
compared to other candidate nodes.

6.2 Evaluation for syntactic structure

First, we focus on only syntactic structure, and con-
ducted generation experiments to evaluate it. As the
evaluation score for a generated sentence, we em-
ploy only ‘SP’. Table 3 shows some generated sen-
tences.

Looking at the above sentences, we see that they
are syntactically correct – they have syntactic struc-
ture of either SVO or SV. The scores of them are
approximately 0.99, therefore, we see that correct

Table 3: Generated sentences based on the evaluation for only

syntactic structure

Generated sentences SP
all mass nudged no teacher 0.999
this principle observed all super-condamine 0.999
all kay sank all round 0.999
some camping departs 0.994
those rim made these amount 0.999

syntactic structure are apparently generated based
on the classifier.

6.3 Generation with two evaluation indices
Next, we conducted an experiment based on both
evaluation criteria for syntactic structure and an n-
gram language model. The ‘win’ or ‘lose’ is decided
as explained in section 3.3.

Furthermore, in order to confirm that we can gen-
erate sentences of various lengths, we introduce a
constraint on sentence length: if a generated sen-
tence has a length shorter than the predefined length,
the simulation result is regarded as a lose. Moreover,
as mentioned in section 3.2, we used PP and AP to
compare the results evaluated by them.

Here, because lower perplexity is better, the sim-
ulation result is regarded as a win when the score
is less than the average of those of other candidate
nodes. Table 2 shows some generated sentences.

From the results shown in Table 2, we see that
syntactically correct sentences are generated. In the
case of using AP, we also see that low frequency
words were selected in generating sentences, and
a sentence is generated without any influence from
word frequency. On the other hand, we have con-
firmed that when a generated sentence is evaluated
by PP, the sentence is influenced more by word fre-

Table 2: Generation with AP and PP

Length Generated sentences SP AP
5 those memorial neglected neither contraction-extension 0.999 85.46
6 all marketing half-straightened neither contraction-extension un-

derstandingly
0.999 91.79

Length Generated sentences SP PP
5 no theirs defied no improvement 0.999 1008.63
6 no one said his own work 0.999 156.85
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Figure 5: Statistics during MCTS simulations to generate a sentence from the situation {boy, play, basketball}.

quency than when AP is used.

7 Experiment with situational information

In this experiment, we aim to generate sentences
with specific words as given situational information.

7.1 Experimental settings

We use the same linguistic resources mentioned in
section 4. In the experiment, we dealt with three
cases where the content for a generated sentence has
the words, either “dog, run”, “dog, eat, bread”, or
“boy, play, basketball”.

As for lexical selection, we put a constraint that a
word to generate must have positive bigram counts
from the preceding word in the Wiki-5 statistics.
Setting this constraint avoids unlikely words in ad-
vance to achieve more appropriate lexical selection
within MTCS framework.

Furthermore, as for the constraints on the num-
ber of simulations and on the length of a generated
sentence, they are the same settings mentioned in
section 6.1 and 6.3, respectively.

7.2 Experimental results

Table 4 shows an example of generated sentences
from different situations. Comparing AP with PP,
when AP is used, a wide variety of words are se-
lected. As a concrete example, in the case where the
words “dog”, “eat” and “bread” are specified, when
PP was used for evaluation of the n-gram language
model, the word “every” was selected as an adjective
many times. In contrast, when AP was used, words
such as “another”, “neither” and “all” were selected.

Figure 5(a) shows the trends in the average val-
ues of AP and SP whenever the root node is updated

in MCTS simulations with an example of generat-
ing a sentence with the specified words {boy, play,
basketball}. We see that the value of SP is approxi-
mately 0.1 initially and then converges around 0.99
as exploration deepens. As for AP, we have not ob-
served any clear convergence in the exploration pro-
cess, however, at the initial stage of exploration we
have observed instead that generated sentences do
not satisfy the generation constraints, e.g., whose
length is too short or too long, therefore, the val-
ues of more than 100 or less than 20 have been ob-
served. Figures 5(b) and 5(c) shows the values of
AP of the initial and final 1,000 simulations, respec-
tively. From these figures, we see that AP converges
to a particular value.

For the output of situation (a) in Table 4 “every
dog runs her cat”, we have observed the sentences
that resulted in “lose” during the generation in Ta-
ble 5.

Table 5: Sentences that resulted in “lose” to generate every dog

runs her cat during the MCTS generation.

Sentence SP AP
be more in 0.126 28.03
be shall run or dog american 0.056 41.41
either dog was puppy 0.999 46.76
le dog runs his mr. three 0.999 34.14

8 Conclusions

In this paper, we proposed the first attempt to ex-
ploit MCTS for natural language generation. Be-
cause MCTS allows a stochastic search using the
possible yields, namely the sentence from the cur-
rent point of search, we can leverage both the syntac-
tic structure (CFG) and statistical fluency (n-grams)
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Table 4: NLG with situational information. Situation of (a) = {dog,run}, (b) = {dog,eat,bread}, (c) = {boy,play,basketball}.

Situ. Len Generated sentences SP AP

(a)
4 either dog runs his cat 0.999 39.95
5 every dog runs her cat 0.999 37.13

(b)

5 every dog eats his bread 0.999 37.58
5 another dog eats his bread 0.999 42.73
6 neither dog eats its own bread 0.999 42.71
6 all dog eats its original bread 0.999 41.33

(c)

5 girls tennis played the rugby 0.998 59.65
5 volleyball boys played both rugby 0.998 72.03
6 girls tennis was played senior football 0.996 71.96
6 girls tennis played played and los 0.996 66.55

Situ. Len Generated sentences SP PP

(a)
4 this cat is run 0.999 76.87
5 some dog runs his cat 0.999 350.72

(b)

5 every dog eats his bread 0.999 310.92
5 no dog eats its flour 0.999 383.59
6 every dog eats its first flour 0.999 380.06
6 every dog eats its original bread 0.999 358.97

(c)

5 boys soccer played the tennis 0.999 317.28
5 girls tennis played an football 0.999 448.10
6 le boy plays her own tennis 0.999 549.45
6 boys tennis was played to all the 0.996 114.92

through a logistic regression to determine the “win”
or “lose” of generated sentences.

While our results are still preliminary using lim-
ited linguistic resources, we believe this method is
beneficial for future NLG integrating both the syn-
tax and semantics in an ingenious statistical way.
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Abstract

Stories are sequential in nature but they are
used to package human experience that in-
volves many things happening at the same
time, to several people or in several locations.
The mechanics of this packaging process con-
stitute an instance of content planning that has
not ben addressed in sufficient detail in exist-
ing NLG work. The present paper reviews a
number of traditional stories in the light of the
basic concepts of narratology that would be in-
volved in the decisions involved in planning
the content for tellings of these stories, pro-
poses a number of basic principles to under-
stand what is happening, and explores a possi-
ble way in which these principles may trans-
late to basic heuristics for narrative content
planning.

1 Introduction

Stories are a fundamental vehicle used by people to
communicate and understand their environment. An
interesting point is that, although stories are gen-
erally sequential in nature,1 they are often used to
package human experience that is, in its original
form, anything but sequential. Complex sets of
events involving many characters over many loca-
tions – which do not correspond to an ordered se-
quence of events but rather to a cloud of events that

1Stores are linear in the sense that there is only a single path
through them, by reading the words and sentences in the or-
der they appear in the page. Non-linear narratives – such as
branching storylines, choose-your-own-adventure books or hy-
pertext works – exist as cultural artifacts, but they do not share
the importance that linear stories have as vehicles of human ex-
perience.

may overlap in time and space – are routinely con-
verted into narrative discourse in the form of novels,
short stories, or films. The mechanics of this process
constitute the basic skill that novelists and film mak-
ers exhibit. Although there has been some debate as
to whether writers first come up with a world and
then tell about it or directly invent the story with the
world being implicitly built during reading (Dehn,
1981) a computational model of the task involved in
each of these options would be a useful tool. Work
on cognitive models of writing has addressed the
process of text composition, but these efforts fo-
cus on the elementary composition of text structure
(Flower and Hayes, 1981) or the creativity affect-
ing the ideas to be included (Sharples, 1999), rather
than the story structure. Although these are worthy
research topics, and there are a number of additional
issues that are indeed significant from an psycho-
logical perspective, the mechanics that underlie the
transcription processes involved may provide impor-
tant insights on the composition processes.

Recent efforts in the field of natural language gen-
eration have addressed the formalization of the ba-
sic representational elements that are involved in
these process (Gervás, 2012; Gervás, 2014) but have
stopped short of identifying specific heuristics that
might be involved in the process.

The present paper reviews a number of traditional
stories in the light of the basic concepts of narratol-
ogy that would be involved in the decisions involved
in planning the content for tellings of these stories,
proposes a number of basic principles to understand
what is happening, and explores a possible way in
which these principles may translate to basic heuris-
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tics for narrative content planning.

2 Related Work

The outlined programme requires the introduction of
basic concepts of narratology and brief discussion of
how they have been addressed in related studies.

2.1 Narrative

An important distinction is made in studying narra-
tive between the content of a story as it would have
taken place in the real world – or an imagined one
– and the way that an author chooses to present it.
The content of the story is exhaustive in detail and
all of its ingredients is fixed in time and space. The
way this content is presented by a given author in-
volves selecting only particular aspects to mention,
and telling those aspects in a particular linear or-
der. There are several ways of understanding and
referring to this distinction (see (Abbot, 1986) for
details), but for simplicity we will refer to the ex-
haustive content as the fabula of the story and to the
particular way of telling it as the discourse chosen
for it.

This distinction forces the consideration of two
different reference frames for time: the time in
which events happened in the fabula – which we will
refer to as story time –, and the point in the sequence
of the discourse in which the corresponding events
are mentioned – which we will refer to as discourse
time. The way in which story time and discourse
time differ, and the way in which they relate to one
another is traditionally known as chronology (Ab-
bot, 1986).

Discourse is linear and fabula usually is not. A
fabula may involve a world where only one action
takes place at a time, none of these actions over-
laps with the next, and each action is immediately
perceptible by an agent that was focusing on the
preceding one. But such cases are extremely rare.
More complex fabulae require discourse to break
the telling of events that happen simultaneously into
separate segments of discourse (sometimes known
as narrative threads), where each thread follows a
different character as they go through different ex-
periences over the same period of story time. This
is known as focalization (Genette, 1980). When dis-
course needs to change focalizer to go back in time

or go to a different location, these changes may need
to be explicitly marked as contexualizations of the
new thread with respect to the preceding one, in or-
der to help the reader make the correct interpretation
(Gervás, 2014).

2.2 Narrative Planning in Natural Language
Generation

The mechanics that this paper sets out to clarify cor-
respond to the particular instantiation of the content
planning task (Reiter and Dale, 2000) for the case
when the content to be conveyed is a fabula and the
text to be generated is a discourse, in the sense de-
scribed above. With respect to prior work in the field
of NLG, the present paper focuses on the task de-
scribed as narrative planner in Callaway’s work on
narrative prose generation (Callaway, 2002), which
focused on narrative realization rather than narrative
planning. It also correlates reasonably well with ef-
forts to generate discourse to describe sports events
(Lareau et al., 2011; Bouayad-Agha et al., 2011;
Allen et al., 2010) if the events that took place in
the corresponding games are considered the fabula.
The present work addresses the task in more detail
by considering aspects such as characters and pro-
tagonism. Also related is work on the automatic
generation of cinematic visual discourse (Jhala and
Young, 2010), which shares the goal of identifying
the best linear sequence of restricted views to con-
vey a given content (or fabula). Where cinematic
visual discourse focuses on restricted views as deter-
mined but the part of a scene that can be covered by a
camera take, the present paper focuses on restricted
views as determined by focalization on a given char-
acter – and telling only what that character might
have perceived.

A set of elementary data structures to capture
some of the concepts of narrative composition as de-
scribed in section 2.1 has been proposed in (Gervás,
2012; Gervás, 2014). This work introduced con-
cepts of a fibre – the restricted view of a given fab-
ula as perceived by a given focalizer character –, and
the tasks of heckling a fabula into fibres and splicing
a selection of those fibres into a single linear dis-
course.
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1 Mother pig tells boys to build
2 Pig1 builds house of straw
3 Pig2 builds house of sticks
4 Pig3 builds house of bricks
5 Wolf blows house of straw away
6 Pig1 runs to house of sticks
7 Wolf blows house of sticks away
8 Pigs 1 & 2 run to house of bricks
9 Wolf fails to blow house and leaves

10 Pigs and their mother rejoice

Table 1: Story of the Three Little Pigs

2.3 Narrative Planning in Cognitive Models of
Writing

The classic model of the writing task from a cogni-
tive point of view (Flower and Hayes, 1981) focuses
on the production of informative documents, with
little attention devoted to the particular case of nar-
rative discourse. The work of (Sharples, 1999) ad-
dresses writing as a task of creative design, focusing
on the interplay between following an initial set of
constraints and revising those constraints as a result
of reflection on partial results obtained during dis-
course production. Such a high-level abstract view
of the process is clearly relevant for narrative gener-
ation, but the particular case of narrative discourse
as considered here was not considered.

3 Empirical Study of How Known Stories
are Planned

In order to understand how the mechanics of build-
ing a discourse for a given fabula operate, we turn to
the analysis of two traditional stories. For each one,
we try to infer what the fabula for the story might
be, and correlate that with the discourse as we have
come to know it. From his comparison, we hope to
obtain insights on the decisions that need to be taken
and the heuristics that may be employed to inform
them.

3.1 The Three Little Pigs

The story of the Three Little Pigs (outlined in Table
1) provides an interesting example of how the pro-
cess of content planning moves from a fabula to a
discourse. In this case, the fabula would be a record
of the activity of every character from the start of the
story to the end. A sketch of this would correspond
to the representation given in Figure 1a, which pro-

vides a graphical depiction of the fabula. Here you
can follow all characters as they move around the
story world and interact with one another. This rep-
resentation is accurate but does not correspond to
the version of the story that everybody knows. Be-
cause that corresponds to one possible discourse that
“tells” this fabula. This discourse is captured in the
representation given in Figure 1b. Rather than tell
what happpens to all characters at each point in time,
the discourse focuses on a small subset of the action
– that perceived by the characters that are more rel-
evant to the story at that point. Where the actions
relevant to the story at a given time point occur too
far apart to be perceived by the same characters, the
discourse focuses first on one possible location, and
then moves back in time to focus on a different loca-
tion. An example of this occurs in the second time
point of the story, where the discourse tells in se-
quence how each little pig builds a different house,
even though all the houses are built over the same
time period.

This corresponds to the traditional concept of fo-
calization: at time point 2, the discourse focalises
respectively on each of the three little pigs as they
build their houses.

There are a number of additional interesting fea-
tures to be observed in this story. First, there is a
significant portion of the fabula that is not present in
the discourse. The activity of the pig’s mother from
time point 1 – when she send off her sons into the
world – to time point 9 – when she joins them to cel-
ebrate their survival –, the activity of little pigs num-
ber two and three from they build their own house
to the time they are asked to harbour their harassed
brothers fleeing from the wolf, or the activity of the
wolf whenever he is not threatening the little pigs,
are not covered by the discourse.

We have no way of knowing – from the story as
it is traditionally told – whether nothing happens to
these character over those periods of time. We can
only infer that nothing happens to them that is rele-
vant to the story. This is an important point that can
later be translated into useful heuristics for content
planning.

Two important issues can be pointed out. First,
the story is about the three little pigs: other char-
acters such as the mother or the wolf only come
into the story as they interact with the main charac-
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(a) Fabula. Story time flows left to right and top to bottom. (b) Discourse (marked out over the fabula). Discourse time
marked in Arabic numerals

Figure 1: Fabula and discourse for the story of the Three Little Pigs

1 Mother send LRRH to Granny
2 LRRH sets off through forest
3 Wolf send LRRH on ‘‘short cut’’
4 LRRH lingers to pick flowers
5 Wolf reaches Granny first
6 Wolf devours Granny
7 LRRH arrives at Granny’s
8 Wolf devours LRRH
9 Hunter arrives at Granny’s

10 Hunter kills Wolf and victims emerge

Table 2: Story of the Little Red Riding Hood

ters. The discourse follows one or more of the pigs
throughout the story. Second, even the main charac-
ters of the story may be ignored for a period of time
if nothing relevant to the overall outcome is happen-
ing to them over that period.

3.2 Little Red Riding Hood

A similar analysis may be carried out for the story of
Little Red Riding Hood (outlined in Table 2). Fab-
ula and discourse for this story are shown in Figure
2. In this case, a larger set of different characters is
involved, and the protagonist of the story is a sin-
gle character, Little Red Riding Hood herself. The
discourse indeed follows her most of the time – dis-
course segments 1 to 4, then briefly in 7, and finally
in 10. But discourse segments 5 to 6 and 8 to 9 fol-
low the wolf instead. This is a refinement to our pre-
vious analysis in that it introduces secondary char-
acters that need to be followed over part of the time
for the story of the protagonist to make sense. Here,

what happens to the wolf over the periods when the
girl is not present is relevant to the story. This is
because what happens to the wolf is partly shared
with the girl and partly shared with characters that
are closely related to the girl – the way in which
wolf replaces the grandmother to then impersonate
her in front of the girl. If this part of the fabula is not
told, the story as seen from the point of view of the
girl would not make sense. So the discourse needs to
focalise on him over the periods where these events
take place.

4 Identifying Abstract Principles from the
Case Studies

The stories analysed above may be taken as evidence
suggesting that a number of basic principles may be
at play in the structuring of discourses from fabulas.
Although the data set under consideration is cleary
insufficient to draw any significant conclusions, a
preliminary analysis of it may yield formative in-
sights that can be used to construct baseline imple-
mentations of this task of narrative content planning
or narrative composition.

An important point to consider is that any such
principles would ideally be relevant not only for
planning but also for interpreting narrative dis-
course. The interplay between interpretation and
composition – with estimates of what a reader might
interpret being used by writers to inform compo-
sition – has already been addressed as a plausible
model in (Gervás and León, 2016), and tentative im-
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(a) Fabula. Story time flows left to right and top to bottom. (b) Discourse (marked out over the fabula). Discourse time
marked in Arabic numberals

Figure 2: Fabula and discourse for the story of Little Red Riding Hood

plementations were presented in (Gervás, 2014).

4.1 Basic Principles of Narrative Economy
The telling of stories is an instance of generic sit-
uation of communication involving a speaker, who
tells the story, and an audience, who listens to the
story. The audience may be made up of one or sev-
eral listeners, and these may be specific people or a
generic public. In all cases, the process as a whole is
governed by a number of implicit assumptions that
help speakers and listeners to optimise the process-
ing required of them to take part. It would be help-
ful if we could identify some of these assumptions
and formulate them as principles to govern our at-
tempts to model human storytelling abilities. Such
principles could be considered as particular instanti-
ations of Gricean principles (Grice, 1975) governing
exchanges between two agents.

When composing a story, a synthetic speaker may
apply these principles to guide any decisions it needs
to make. It would do so under the assumption that
a listener (whether synthetic or authentic) would ap-
ply similar principles to the process of interpreting
the resulting story. For the present purposes, we will
focus on the case where there is a single listener.
Extension to situations where there are multiple lis-
teners may be considered as future work. Also, we
consider principles applicable to a situation where
a given fabula is available to the speaker and not
available to the listener, and in which the goal for
the listener to become aware of this fabula by inter-

preting a discourse based on it composed by speaker.
The implicit task for the speaker is to construct the
discourse that most economically satisfies this goal.
The precise definition of economy may require fur-
ther investigation, but some baseline definitions can
be provided below.

The following basic principles may be postulated.
Principle of Focalized Perception: The listener

will best understand a discourse describing a part of
the fabula if it is phrased in terms of what a particular
character might perceive.

Principle of Faithful Reporting: If the fabula
contains an event involving a character that has al-
ready been mentioned in the discourse, that event
should be mentioned in the discourse.

Principle of Temporal Congruity: The ordering
of events as they appear in the discourse should fol-
low as closely as possible the ordering of events in
the fabula.

These principles have been stated at a high level
of abstraction, but more pragmatic considerations
may be derived from them. For instance, the Prin-
ciple of Focalized Perception leads directly to the
presentation of narrative discourse as a sequential
combination of narrative threads – or fibres, in the
terminiology proposed by (Gervás, 2014) – focal-
ized on different characters. For the more traditional
concepts of story, the focalizer for the most relevant
thread in a given story can be considered the pro-
tagonist. This underlies the conventions applied by
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both speakers and listeners in a basic storytelling sit-
uation. The Principle of Faithful Reporting is ap-
plied by speakers to optimise the length of the dis-
course by making no mention of certain characters
when nothing is happening to them over long peri-
ods of time. The same principle is applied by lis-
teners, allowing them to assume that if no action has
been mentioned for a given character over a given
period of time, that character has remained in the
same conditions as it was when last mentioned. The
Principle of Temporal Congruity is applied when en-
coding a temporal sequence, by allowing the speaker
to simply enumerate the events on the assumption
that, unless explicitly mentioned, the order of pre-
sentation matches with the order of occurrence. This
reduces the need for temporal discourse markers or
connectors to situations where divergences from this
baseline occur. This generally happens when the
discourse switches to a different narrative thread –
which may require going back in time to where a
different character was abandoned in favour of the
focalizer of the thread that has just been reported –
or sometimes when fragments from the same thread
are presented in non-chronological order in the dis-
course (as in flashbacks or flashforwards on a given
character).

4.2 Basic Heuristics for Content Planning

This reduced set of principles can now be used to
produce a corresponding set of heuristics for narra-
tive content planning.

A synthetic speaker faced with the task of con-
structing a discourse for a given fabula should:

1. identify the character in the fabula most likely
to work as a protagonist

2. establish the narrative thread that focalises on
this protagonist

3. for any additional characters – other than the
protagonist – that appear in the resulting set of
threads

(a) identify points in the discourse where
these characters suffer changes of state
due to events that are not covered by the
set of thread already included in the dis-
course

(b) find the minimal span of narrative thread
that would ensure coverage of those events
if added to the discourse

(c) splice this minimal span into the discourse

This heuristic-driven procedure is designed to op-
erationalise the application of the stated principles as
a reference baseline. They should lead to discourses
that satisfy the principles in an elementary fash-
ion, while requiring for their application no complex
sources of knowledge. The relation between the pro-
cedure and the described principles is discussed be-
low.

Points 1, 2 and 3.b arise from application of the
Principle of Focalised Perception. Point 3.a is driven
by the need to satisfy the Principle of Faithful Re-
porting. Point 3.c would need to take into consider-
ation the Principle of Temporal Congruity either by
inserting the additional span of narrative threads at
a time of the discourse where the principle is satis-
fied, or by inserting additional temporal markers in
the discourse to indicate where deviations from the
expected chronology occurr.

4.3 Testing the Application of the Heuristics on
the Studied Cases

The acceptability of the heuristic-driven procedure
can be tested by checking that applying them to the
known fabulae for the stories we have considered
in detail does indeed lead to discourses that satisfy
the basic principles. If the resulting discourses also
match the known discourses for these stories this
might be considered as reinforcement for the valid-
ity of these heuristics as a baseline.

The case of the Three Little Pigs is very basic
if one allows for the three pigs to act collectively
as protagonist. Then the story arises naturally from
following them through the story, separating int dif-
ferent narrative threads when they split apart, rejoin-
ing when they meet again, and ordering the resulting
thread spans according to the Principle of Temporal
Congruity.

The case of Little Red Riding Hood can be dis-
cussed over the fabula and discourse presented in
Figure 2. The valid choice for protagonist is the girl.
Adding the thread for the girl to the draft discourse
would result in a discourse covering discourse points
1, 2, 3, 4, 7 and 10. Application of point 3 of the
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heuristics would identify relevant events involving
the grandmother, the wolf and the hunter that are not
covered yet. Adding the thread of the wolf from fab-
ula time point 4 to fabula time point 5 would cover
all the events relevant to the grandmother and some
of those by the wolf. Adding the thread for the
grandmother would miss out fabula time point 5 –
she has already been eaten by the wolf then – so this
seems more economical. The events corresponding
to discourse points 8 and 9 may covered by adding
the thread for fabula time points 7 and 8 for either
the wolf or the hunter. In each case, the choice re-
sults in a different result for discourse point 9, one
focusing on the wolf and one on the hunter.

In both cases, the principles outlined are satis-
fied by the resulting discourses. The discourses also,
within minimal variation generally match the known
presentation of the stories.

5 Discussion

It is clear from the discussion above that there is
more to narrative content planning than the elemen-
tary principles outlined so far. In the original story
of Little Red Riding Hood, the span of thread to ex-
plain the presence of the wolf is not inserted into the
discourse until it becomes apparent to the girl that
she is not facing her grandmother. This seems to vi-
olate the principles as outlined. However, this type
of operation may be considered as an exploitation
of the principles by the speaker, where the explana-
tion is withheld until the last possible moment, to
enhance the surprise that it creates when it arrives.

Another important point to note is that the sto-
ries considered so far are very simple in nature, in
as much as the additional spans that have to be in-
serted are very short. Further work is required to ex-
plore how principles such as those stated here might
extend to more complex stories, where threads cov-
ering several time points need to be combined to-
gether. Specific principles would be required to gov-
ern how such longer threads are broken down into
smaller fragments to allow focalization to switch
back and forth between them over long time peri-
ods. This practice is well established, for instance,
in TV series following multiple characters.

Regarding the relation with previous work, the
principles and the heuristic-driven procedure out-

lined would be applicable in an implemented sys-
tem for narrative composition such as the one de-
scribed in (Gervás, 2014). They would rely on simi-
lar operations of heckling to identify the set of narra-
tive threads corresponding to the fabula under con-
sideration, and they would provide content specific
guidance during the splicing process which is only
generically described in the original description of
the system.

With respect to efforts to generate discourse to de-
scribe sports events (Allen et al., 2010), the present
paper addresses the task at a slightly lower level of
detail in terms of how the fabula is described. Some
of the techniques presented in (Lareau et al., 2011;
Bouayad-Agha et al., 2011) may be employed to
identify the equivalent of a fabula for a given sports
event. In that case, the principles and the procedure
outlined here could be applicable to the task of con-
structing a discourse for such a fabula.

The issue of identifying the correct order in which
to present the events of a story has been addressed
in detail in (Shimorina, 2016). This work differs
from the issues discussed in the present paper in
that it considers the input to have already the form
of a sequence. In this way, it addresses the prob-
lem of ordering events in the discourse for a story
more in terms of selecting possible relative order-
ings for a given already linearised discourse. The
present paper tackles the problem from one step fur-
ther back than this, and considers temporal ordering
in the context of the problem of linearization and the
selection of appropriate focalizers. With respect to
the introduction of markers for temporal ordering,
there should be some interaction between the strate-
gic decisions of content planning and the tactical de-
cisions of surface realization. This will be addressed
in further work.

6 Conclusions and Further Work

The study of well-known stories in terms of the basic
concepts of fabula and discourse highlights the im-
portance of focalization and chronology as tools for
content planning. Based on elementary insights ex-
tracted from this study, a number of basic principles
have been postulated that would apply to the task of
constructing an acceptable discourse from a given
fabula. These principles have been operationalised
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into a heuristic-driven procedure for addressing the
task planning the content for a discourse that ade-
quately describes the given fabula. The given proce-
dure results in discourses that satisfy the basic prin-
ciples and roughly match with the discourses known
for the stories that have been considered.

The principles and procedures described in this
paper are a tentative initial approach to bring to-
gether the terminological and conceptual frame-
works of narratology and natural language genera-
tion. The paper combines the narratological view of
a story – as a narrative with a fabula, a discourse, and
focalization and chronology establishing the relation
between one and the other – and the NLG view of
content that needs to be planned into a discourse.
These two views describe the same operation but are
very rarely combined into a single view of the prob-
lem. By bringing them together, this paper attempts
to exploit the synergies that arise. A major contribu-
tion is the formulation of the problem in terms that
are reasonably specific – events, state changes, char-
acters, protagonism – that allow for broad interpre-
tation in the context of possibly different empirical
settings or natural language generation systems.

Three different further efforts beyond the work
described here can be foreseen. First, larger num-
ber of existing stories should be studied for further
insights into how their corresponding fabulae relate
to the discourses used to convey them. It may also
consider cases where more than one discourse is
available for what is nominally the same story. This
would allow consideration of explicit choices made
by writers in creating the different versions of the
discourse. Second, more complex stories, as out-
lined in section 5, should be considered, with a view
to extending or refining the set of principles pro-
posed here. Third, the procedure should be imple-
mented in existing story generation systems to test
its applicability over different representations of sto-
ries and specific domains.
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Abstract

Our software system simulates the classical
collaborative Japanese poetry form, renga,
made of linked haikus. We used NLP methods
wrapped up as web services. This approach
is suitable for collaborative human-AI genera-
tion, as well as purely computer-generated po-
etry. Evaluation included a blind survey com-
paring AI and human haiku. To gather ideas
for future work, we examine related research
in semiotics, linguistics, and computing.

1 Introduction

Computer haikus have been explored in practice at
least since Lutz (1959). More recently, haikus have
been used by Ventura (2016) as the testbed for a
thought experiment on levels of computational cre-
ativity. As we will discuss below, the classic haiku
traditionally formed the starting verse of a longer po-
etry jam, resulting in a poem called a renga. A com-
putational exploration of renga writing allows us to
return to some of the classical ideas in Japanese po-
etry via thoroughly modern ideas like concept blend-
ing and collaborative AI.

Ventura’s creative levels range from randomisa-
tion to plagiarisation, memorisation, generalisation,
filtration, inception1 and creation. Further grada-
tions and criteria could be advanced, for example,
the fitness function used for filtration could be de-
veloped and refined as the system learns. Creativity

1“[I]nject[ing] knowledge into a computationally creative
system without leaving the injector’s fingerprints all over the
resulting artifacts.”

might be assessed in a social context, as we investi-
gate how a system collaborates.

While self-play was a good way for the recently
developed board game-playing system AlphaGo to
transcend its training data (Silver et al., 2016), we do
not yet have computationally robust qualitative eval-
uation measures for the poetry domain, where there
is no obvious “winning condition.” We began by
creating a program for generating haikus, trained on
a small corpus. Our technical aim then was to sim-
ulate the collaborative creation of renga, i.e., linked
haikus. There are several forms of renga with vary-
ing constraints (Carley, 2015), for example the 20
stanza “Nijiun” renga which alternates between two-
line and three-line verses, with a focus on seasonal
symbolism and rules against repetition.2 Our initial
effort was a technical success, however the rengas
we produced fail to fully satisfy classical constraints.
A subsequent experiment is more convincing in this
regard, but still leaves room for improvement. Our
discussion considers the aesthetics of the generated
poems and outlines directions for future research.

2 Background

Coleridge considered poetry to be “the blossom and
the fragrance of all human knowledge.” AI re-
searcher Ruli Manurung defines poetry somewhat
more drily: “A poem is a natural language artefact
which simultaneously fulfils the properties of mean-
ingfulness, grammaticality and poeticness” (Manu-
rung, 2004, p. 8).

The haiku as we know it was originally called
2http://www.renga-platform.co.uk/

webpages/renga_01.htm
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hokku –発句, literally the “starting verse” of a col-
laboratively written poem, hakai no renga. Typ-
ically each of following links in a renga take the
familiar 5/7/5 syllable form. Classical rengas vary
in length from two to 100 links (and, rarely, even
1000). The starting verse is traditionally comprised
of two images, with a kireji – a sharp cut – between
them. The term haiku introduced by the 19th Cen-
tury poet Masaoka Shiki supersedes the older term.
Stylistically, a haiku captures a moment.

In classical renga, all of the verses after the first
have additional complex constraints, such as requir-
ing certain images to be used at certain points, but
disallowing repetition, with various proximity con-
straints. The setting in which rengas were composed
is also worth commenting on. A few poets would
compose together in party atmosphere, with one
honoured guest proposing the starting haiku, then
the next responding, and continuing in turn, subject
to the oversight of a scribe and a renga master. These
poetry parties were once so popular and time con-
suming that they were viewed as a major decadence.
Jin’Ichi et al. (1975) offers a useful overview.

Because of the way we’ve constructed our haiku
generating system, it can take an entire haiku as its
input topic – we just add the word vectors to make
a topic model – and compose a response. This af-
fords AI-to-AI collaboration, or AI-human collabo-
ration. It can also blend two inputs – for example,
the previous haiku and the current constraint from
the renga ruleset (e.g., the requirement to allude to
“cherry blossoms” or “the moon”).

3 Implementation

Working with a small haiku corpus, we used a POS
tagger to reveal the grammatical structure typical to
haikus. The CMU Pronouncing Dictionary is used
to count syllables of words that fill in this structure.3

The Brown corpus was used to generate n-grams,
and the generation process prefers more common
constructions in haikus.4 Wikipedia data was pro-
cessed with GloVe (Pennington et al., 2014) to cre-
ate a semantic vector space model of topics, based

3http://www.speech.cs.cmu.edu/cgi-bin/
cmudict

4https://en.wikipedia.org/wiki/
Wikipedia:Database_download

on word co-occurrences.5 Adding a web API turned
the haiku generating system into a haiku server, and
facilitated subsequent work with FloWr. In short:

1. Haiku corpus → POS tagger →
grammatical skeleton fragments.

2. General text corpus → n-gram model.
3. Wiki corpus → topic vectors.
4. Combine skeleton fragments to make a

haiku template.
5. Assign syllable counts to slots.
6. Fill in the template, preferring

n-grams and close topic matches.
7. Wrap the process with a JSON HTTP

API

4 Experiments

I. Initial evaluation of haikus Following Manu-
rung’s definition of poetry, above, we would like to
assess: (1) whether a given haiku makes sense and
how well it fits the topic, (2) whether it fits the form,
i.e., is it a valid haiku?, and (3), the beauty of the
writing, the emotion it evokes. Details of a survey-
based blind comparison of human and computer-
written haikus were written up by Aji (2015). The
system was then extended with multiple inputs, in
some cases producing interesting blends: e.g., the
following in response to “frog pond” and “moon”:

that gull in the dress –
vivacious in statue
from so many ebbs

II. Generation of rengas Here are two rengas
generated by wrapping the haiku API inside the
FloWr flowchart system (Charnley et al., 2016):

fertile forefingers
took orchard for my lather
brackish was cherished

toddler of strong bet
foaling feels to a good tooth
thriving like a paw

a drawer straight inside
under the slicked interim
to shrink the safe cute

readjusted blots
in the creativity –
one child at a love

that vase in the quilt –
the effeminate of names
with a colored juice

cases of sibyl
and a stylish curators
from downed in the aim

figures of digress
and a sumac excises
from key in the ribbed

cluster for icebergs –
and a waging everglades
from huge in the drug

In each case, the prompt for the first link is
“flower blossom” and each link is passed on to

5http://nlp.stanford.edu/projects/glove/
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the next link along with a secondary prompt. The
secondary links are “moon,” “autumn,” and “love,”
respectively. For the first renga, we designed a
flowchart that selects the “most positive” haiku from
the ten that the haiku API returns, using the AFINN
word list.6 In the second renga, we designed a
flowchart to select the haiku with the lowest word
variety (computed in terms of Levenshtein distance).

III. Tuning the parameters for the Nijiun form

national forces
on the government afghan
because no-one armed

military government
the war on the armed

afghan

a soviet troops
upcoming in the winter
military armed

troops fighting military
in the administration

blooms operations
the military planted
of the flower war

the army of government
we die the war civilians

We made improvements
to the use of the Brown
corpus to utilise n-grams
for word-flow and sense,
as well as tuning the
weightings given to sense
and topic. We imple-
mented the injection of
topics via by blending, as
per classical constraints
(e.g., required seasonal
themes like “winter,” or
“flowers” in the penulti-
mate link). At left, we
quote the closing links of
the first Nijiun renga gen-
erated by our software.

5 Discussion and Related Work

Towards automated evaluation Some aspects of
the evaluation dimensions are built into the way the
poems are constructed.

Form: the haiku-generating subsystem guarantees
that the requirements of a grammatical skeleton are
met, and the 5/7/5 syllable pattern is guaranteed (up
to the accuracy of the CMU Pronouncing Dictio-
nary). Surface form scales up well for rengas.

Sense: the haiku generating subsystem uses an n-
gram model of text likelihood, which will yield a
higher score for constructions that match frequently
observed phrases. In our first round of experiments
with rengas, sense tended to degrade quickly. Our
subsequent adaptations to the renga generation algo-
rithm prioritise greater continuitity between links.

Topic: we used a vector model of the topic
word(s), and can measure the distance to the vector
given by the sum of the words in the poem.

6http://neuro.imm.dtu.dk/wiki/AFINN

Emotion: In our experiment with FloWr, we used
a quite simple method, filtering a list for the “most
positive” haikus. Mohammad (2016) surveys more
recent work in NLP on modelling emotion, which
could be exploited in future work.

Beauty: Waugh (1980) points out that language is
based on a “hierarchy of signs . . . of ascending com-
plexity, but also one of ascending freedom or cre-
ativity,” and also remarks that a “poem provides its
own ‘universe of discourse.’” To some extent these
criteria pull in opposite directions: towards com-
plexity, and towards coherence, respectively. Our
first rengas could not be reasonably described as a
‘universe of discourse’ but rather, a ‘universe of ran-
dom nonsense’. This is improved in the subsequent
experiment. Traditional rengas forbid repetition, and
discourage overt reflection on themes like death,
war, illness, impermanence, religion and sex (Car-
ley, 2015). Thus, despite being coherent, the repeti-
tive “military” theme in the final example above is
not appropriate to classical constraints. A reader
may identify some fortuitous resonances, e.g., “the
flower war” is interesting within the “afghan” con-
text established in earlier links – but the system itself
does not yet recognise these features.

Some paths forward Wiggins and Forth (2015)
use hierarchical models in a system that builds a
formative evaluation as it composes or reads sen-
tences, judging how well they match learned pat-
terns. While this seems to have more to do with con-
straints around typicality, per Waugh, there is room
for creativity within hierarchies. Hoey (2005) makes
a convincing argument that satisfying lexical con-
straints while violating some familiar patterns may
come across as interesting and creative.

Word similarities can be found using GloVe: this
would presumably produce links with more coherent
meanings, compared to the edit distance-based mea-
sure we used. Ali Javaheri Javid et al. (2016) use
information gain to model the aesthetics of cellular
automata. Can these ideas be combined to model
evolving topic salience, complexity, and coherence?

If the system provided a razo (the troubadours’
jargon for “rationale”; see Agamben (1999, p. 79)),
we could debug that, and perhaps involve additional
AI systems in the process (Corneli et al., 2015).
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6 Conclusion

In terms of Ventura’s hierarchy of creative levels, the
haiku system appears to be in the “generalisation”
stage. Our renga-writing experiments with FloWr
brought in a “filtration” aspect. The research themes
discussed above point to directions for future work
in pursuit of the “inception” and “creativity” stages.

Some previous work with haiku, e.g. Netzer et
al. (2009) and Rzepka and Araki (2015), have ad-
dressed the problem of meaning. The renga form
brings these issues to the fore. We hope this early
work has motivated further interest in this challeng-
ing and enjoyable poetic form that – like other less
constrained forms of dialogue – combines themes of
natural language generation and understanding. One
natural next step would be a series of experiments in
collaborative human-AI generation of rengas. Our
haiku software is available for future experiments.7
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Abstract

We produced two stories by using a computer
program and submitted them to the third Hoshi
Shinichi Award, a Japanese literary award
open to non-humans as well as humans. This
paper reports what system we implemented
for the submission and how we made the sto-
ries by using the system.

1 Introduction

On September 2015. We produced two stories by
using a computer program and submitted them to
the third Hoshi Shinichi Award, a Japanese literary
award.

The clouds hung low that day in an over-
cast sky. Inside, though, the temper-
ature and humidity were perfectly con-
trolled. Yoko was sitting lazily on the
couch, passing the time playing pointless
games. (Parry, 2016).

This is an English translation of the very begin-
ning of a story titled “コンピュータが小説を書く日
(The day a computer writes a novel).” Another story
is titled “私の仕事は (My Job)”, which contains a di-
alogue including the following utterance of a char-
acter.

“Did you hear yesterday’s news? About
jobs being cut, as cheap, clever humanoid
robots are replacing humans?” (Parry,
2016).

Table 1: Number of Stories in 3rd Hoshi Shinichi Award

Adult Student Junior
(U-26) (U-16)

submitted 1449 349 763
1st screening n/a n/a n/a
2nd screening n/a n/a n/a
3rd screening 16 11 15
final (awarded) 6 3 5

The Hoshi Shinichi Award, started on 2013, has
an unusual feature: It is open to non-humans as well
as humans. The only requirement is that the text
should be written in Japanese limited in ten thousand
characters. The length roughly corresponds to four
thousand words in English.

Table 1 shows the statistics of the third Hoshi
Shinichi Award1. The award had three divisions:
Adult, Student (under 26 years old), and Junior (ju-
nior high school students or younger children). The
screening process consisted of four rounds, where
author information was not informed to judges. It
finally selected stories for awards including grand
prix in each division.

The official of the Hoshi Shinichi Award dis-
closed that eleven stories among 2,561 received sto-
ries were written with some help of computer pro-
grams. Four stories among above eleven are open
to the public by their authors: two stories created by
the AIWolf project2, and other two by our team. The
official also disclosed that one of these four stories
passed the first round of the screening process.

1http://hoshiaward.nikkei.co.jp
2http://aiwolf.org
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Figure 1: The GhostWriter system

The strategies of two teams were completely op-
posite. The AIWolf team automated plot generation.
They used a log of Werewolf game played by AI
programs as a plot (i.e., story outline), and a hu-
man researcher wrote a story based on it. In con-
trast, our team automated text generation. We first
prepared several components needed for generating
stories such as a story grammar and a set of text
fragments, and then our system constructed a story
(text) automatically using these components, which
we submitted without any modification.

We believe that the first sub-goal to achieve is to
generate stories that are imperceptible as computer-
generated to readers. Our purpose of this submission
was to know whether current generation technolo-
gies reach this sub-goal.

2 The GHOSTWRITER System

To automate text generation, we implemented a sys-
tem named GHOSTWRITER. Figure 1 shows the ar-
chitecture of the system. The system consists of
three modules: planner, configurator, and text gen-
erator. For practical text generation, the system also
requires three types of knowledge component: a
story grammar, a set of text fragments, and a set
of configuration programs. Among them, the story
grammar is the primal knowledge component.

2.1 Planner and Configurator

The story grammar is an augmented context-free
grammar, where a story outline is encoded. In this
grammar, a nonterminal symbol corresponds to a
certain textual unit such as section, paragraph, and

sentence; a terminal corresponds to an internal rep-
resentation of a certain text fragment, typically sen-
tence or clause.

From a start nonterminal symbol, a grammar non-
deterministically produces a derivation tree, which
represents a concrete text structure enough to pro-
duce the corresponding surface string. That is what
we call text plan. In GHOSTWRITER, text planning is
just derivation by a story grammar.

A grammar is augmented; it means that a non-
terminal symbol can take a bundle of parameters.
During derivation, these parameters can convey any
information from a nonterminal symbol to others,
and also can control rule application. Through these
parameters, a story specification is delivered into a
grammar.

The input of story generation is a three-tuple: a
story grammar, a start nonterminal symbol, and an
initial specification (a bundle of parameters) given
to the start nonterminal for derivation. The last one
can be empty, which we will see later.

Suppose the following story grammar is defined.

Beginning → descDay descRoom descChar
descDay → “describe the day with the weather”
descRoom → “describe the room status”
descChar → “describe the owner of the room”

The first rule says that the Beginning section consists
of three components. The other rules are terminated
rules, each of which produces a terminal, an internal
representation of a text fragment.

Each nonterminal symbol knows what parameters
are required for derivation. For example, a nonter-
minal descDay knows that a parameter weather is
required. If the value of weather is given or al-
ready determined, the rule is applied and then the
weather description is produced as a terminal. If not,
the configurator is called for determining the value
of the parameter before rule application.

The body of the configurator is a set of configura-
tion programs, each of which is specific to a param-
eter. For example, the weather configuration pro-
gram determines the value of weather by selecting
one of five possible weather choices, such as fine,
hot, cloudy, rainy, and windy. In general, a value is
determined depending on several related parameters
to keep the story consistent. For example, the pa-
rameter roomStatus, required for the derivation of
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descRoom, is determined depending on the values of
isOwnerInRoom? and weather. If the owner is in
the room and the weather is hot, the value takes, for
example, “the air-conditioner is working”.

If we prepare a configuration program for every
parameter, the system can produce a derivation tree
from the empty setting. In this case, the system de-
termines all parameters required for the derivation
automatically.

A grammar is nondeterministic. A rule is selected
at random among applicable ones and a backtrack-
ing mechanism is implemented to break a deadlock.
In contrast, the configurator works deterministically
in the current implementation, so the order of deter-
mining parameters has to be carefully designed and
implemented not to reach a deadlock.

2.2 Text Generator

The text generator produces a text string from a text
plan, i.e, a derivation tree, by concatenating strings
produced from terminals. Each terminal is an inter-
nal representation of a certain text fragment that a
surface realizer HAORI accepts.

HAORI is a relatively simple surface realizer (Re-
iter and Dale, 2000), which is responsible for selec-
tion of functional words (particles) and conjugation.
As far as we know, there was no Japanese surface
realizer before HAORI, so we designed and imple-
mented it for this challenge.

3 Development of Knowledge Components

As mentioned before, the system requires three
knowledge components for a particular type of
story: a story grammar, a set of text fragments, and a
set of configuration programs. The development of
these components is not automated at all.

The actual procedure that we took was as follows.

1. Write a sample story that the system should
generate.

2. Decompose the story into several parts and ap-
ply this recursively. As a result, the story struc-
ture (text plan) is obtained.

3. Write rules and text fragments that are required
to generate the text plan. After we finish this
step, the system can generate the sample story.

4. Write replacements of rules and text fragments
in order to enlarge text variations that system
can generate.

5. Introduce parameters that control rule applica-
tion and content (text-fragment) selection.

6. Write configuration programs for parameters to
keep the story consistent.

7. Go to step 4 for further enrichment.

More replacements we write, more variations the
system can generate. A replacement of upper level
rule brings a global variation; a replacement of lower
level rule or text fragment brings a local variation.

The story grammar of “The day a computer writes
a novel” has only one top-level rule, which con-
structs a story from four parts. The first three are a
series of three episodes, which are produced by the
same sub-grammar. The size of this sub-grammar is:
53 nonterminals, 71 terminals, and 99 rules with 20
parameters. Each episode, which is written from the
first-person (an AI program) perspective, consists of
four sections: opening, description of his/her dis-
satisfaction with a current situation, description of
a trigger to write a novel, and description of his/her
absorption in writing. Typical length of an episode
is 33 sentences.

After three episodes, the closing comes. The clos-
ing has two English translations.

The day a computer wrote a novel. The
computer, placing priority on the pursuit
of its own joy, stopped working for hu-
mans. (Yomiuri Shinbun, 2016)

The day a computer wrote a novel! The
computer, pursuing its own rapture, gave
up serving humans. (Parry, 2016)

This is a good example of local variations that we
realized by our system.

4 Discussion

Our two stories were generated by using GHOST-
WRITER, with different knowledge components.
This fact shows that the system offers a general
framework of story generation and can generate
other types of story by replacing the knowledge
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components. In our case, the effort required to de-
velop knowledge components was about a month per
story.

Our stories are over 2,000 characters (around 100
sentences) in length. In order to obtain this length,
we made a story as a series of episodes with the
same structure. Another reason why we took this
strategy is that this is a demonstration that a single
grammar can generate different texts. In the case of
“The day a computer writes a novel”, the grammar
can generate more than 1,000 different episodes and
more than a million different stories. (Note that the
variations of the second and the third episodes are
restricted by the precedent episode(s) to avoid the
duplication of, for example, characters.)

The maximum length of the Hoshi Shinichi
Award is 10,000 characters, so the length of our sto-
ries is still short. At the conference on March 21,
2016, where we explained how we made the stories
to the public, a professional novelist said that there
is little chance to pass the screening process for such
short stories and advised us to submit longer (i.e.,
around 10,000 characters) ones next time.

Probably these longer stories can be generated by
using our current framework, but much more effort
is necessary. In order to reduce the effort, we need a
new mechanism that produces descriptions of char-
acters, situations, and events with less preparation,
because richer descriptions of such entities become
more important in longer stories. A method to re-
alize it is to construct a description database, which
has a large number of typical example descriptions
and modification ability, and accepts abstract com-
mands such as “produce a literary description of a
rainy day.”

In addition, we need to enhance dialogue gener-
ation to make each utterance show speaker’s char-
acteristics. Note that a core part of each episode of
“My Job” is a dialogue between two characters, au-
tomatic utterance characterization, however, was not
implemented.

The story “The day a computer writes a novel”
is written from the first-person (an AI program)
perspective, as we mentioned before. There is a
gender parameter of the first-person and it con-
trols gender-specific expressions. The selection of
gender-specific expressions should be executed by
the text generator, however it was executed by the

planner because HAORI did not have a author param-
eter to select author-specific word/expression selec-
tion.

The Hoshi Shinichi Award is a literary award
where just one submitted story is evaluated. It is
not an evaluation of story generators. We should
note that, from a single generated story, we cannot
evaluate the ability of the story generator, because
a simple random generator may produce an amaz-
ing story; the probability is more than zero. Even
if a generated story receives an award, this does not
prove directly that the program is competitive or su-
perior to human writers.

The crucial weak point of story generation re-
search is that there is no mechanical method of eval-
uation: no method to determine a given text can be
seen as story; no method to determine which story is
better among a given set of stories. This is because
story understanding is far from the current text un-
derstanding technology.

In this challenge, we focused on text generation
(i.e., how to write), not on plot generation (i.e., what
to write), although we had noticed that plot genera-
tion is the mainstream of story generation research
(Meehan, 1981; Turner, 1994; Bringsjord and Fer-
rucci, 2000; Gervás, 2009). We believe that no-
body wants to read a poor text just serialized an
event sequence and such texts are easily perceived
as machine-generated. That is why we placed text
generation above plot generation.

Finally, I mention a project named “The whimsi-
cal AI project: I am a writer3”, headed by Hitoshi
Matsubara. The goal of this project is to produce
new short stories as Shinichi Hoshi wrote. I am a
member of this project and take charge of text gen-
eration. Story analysis and plot generation are also
studied by other members.

5 Conclusion

This paper reported our challenge to the third Hoshi
Shinichi Award. Our purpose of this challenge was
to submit stories that were not imperceptible as
computer-generated to readers. We have concluded
that this purpose was achieved, based on comments

3The name of the project comes from the two titles of fa-
mous short stories written by Shinichi Hoshi: “きまぐれロボ
ット (The Whimsical Robot)” and “殺し屋ですのよ (I am a
killer)”. http://www.fun.ac.jp/ kimagure ai/
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from professional novelists and audience at the con-
ference on March 21.

We have opened a demonstration of generating
stories at http://kotoba.nuee.nagoya-u.ac.jp/sc/gw/.
Full text of submitted stories can be download from
this web page. A video of demonstration can be seen
at https://youtu.be/5dpJSzn5L4U.
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A Note onコンピュータが小説を書く日
The story, “The day a computer writes a novel”,

consists of three episodes and the closing. The out-
line of each episode is: An AI program, who is
dissatisfied with a current situation, starts writing a

novel with a trigger, and becomes absorbed in writ-
ing. This outline is hard-coded in the grammar. The
major parameters are: AI (ability and gender), novel
(integer sequence), current status (busy or nothing to
do), trigger (for fun, reading a novel, or reading two
novels), owner of AI (Yoko/female, Shinichi/male,
or none), what to advise the owner (dressing, busi-
ness, or love). These parameters control the instan-
tiation of the outline, so they are determined before
derivation of the episode. Other minor parameters
effect contents and text realization within a local
unit.

There is no official translation of the story. How-
ever, unofficial and partial translations in English,
Korean, and Chinese are on the Web.
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Abstract

In task-oriented dialogues, there is often only
one right answer the system can give. How-
ever, a lack of variation can seem repetitive
and unnatural. Humans change the way they
express something, e.g. by being more or less
concise. We aim to approximate this ability
by automatically varying the level of verbosity
and directness of a given system action. In this
work, we illustrate how verbosity and direct-
ness may be utilised in adaptive dialogue man-
agement and present different approaches to
automatically generate varying levels of ver-
bosity and directness for given system actions.
Thereby, new and unforeseen system actions
can be created dynamically.

1 Introduction

In a dialogue system, the Dialogue Management
(DM) is responsible for selecting the system’s next
action, thereby shaping the flow of the conversation
between human and computer. To this end, all pos-
sible system actions that can be executed are defined
in advance. The definition of system actions requires
diligence. Each system action needs to be foreseen
and included. If an action is not foreseen in advance
the resulting dialogue system is unable to react ad-
equately. Adaptive DM puts even higher require-
ments on the definition of system actions as suitable
possibilities for adaptation have to be provided in
addition to the elementary dialogue flow.

One possibility for adaptation is changing the way
information is communicated. Pragst (2015) shows
that the level of verbosity and directness (in the fol-
lowing summarised as Communication Style (CS))

has a situation-dependent influence on the user’s as-
sessment of the dialogue. By automatically generat-
ing CS variants of system actions, the potential for
adaptivity is increased without additional work dur-
ing the definition of system actions. Furthermore,
new and unforeseen system actions can be created
by the system without human interference.

In this paper, we introduce approaches for the au-
tomatic generation of CS variants of system actions.
We present CSs suitable for adaptive DM and dis-
cuss their applicability. Furthermore, we show how
new system actions can be generated automatically
by changing the CS of existing system actions.

The remainder of the paper is structured as fol-
lows: in Section 2, related work is introduced and
put in relation to the work at hand. Subsequently,
we introduce the CSs that are targeted for the auto-
matic generation, namely verbosity and directness.
Section 4 provides examples for the application of
CS in adaptive DM. In Section 5, we introduce the
architecture of our system and in Section 6, we give
an overview over the utilised corpus. Our approach
to the automatic generation of variations of system
actions is presented in Section 7. Finally, we draw a
conclusion and propose future work in Section 8.

2 Related Work

Adaptive DM has been in the focus of researchers
for a long time. Hence, a number of adaptive DM
architectures exists, e.g. (Gnjatović and Rösner,
2008; Ultes and Minker, 2014; Rieser and Lemon,
2011). Adaptation of the dialogue strategy to cul-
ture (Aylett and Paiva, 2012; Mascarenhas et al.,
2013) as well as emotion (André et al., 2004; Gnja-
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tović and Rösner, 2008; Pittermann and Pittermann,
2007), among many others, has been implemented.
While such architectures provide the means to exe-
cute an adaptive dialogue strategy, they rely on pre-
defined system actions to provide a variety of system
actions for adaptation.

In the area of language generation, paraphrasing
is a major field of research and a lot of approaches
for automating paraphrasing have been discussed,
e.g. (Kozlowski et al., 2003; Langkilde and Knight,
1998). While this research addresses the generation
of variations in the language output with the same
semantic content, we focus on variations of the se-
mantic content of a system action.

There have been efforts to model dialogue flows
automatically, e.g (Beveridge and Fox, 2006; Ni-
raula et al., 2014; Zhai and Williams, 2014; Kadlec
et al., 2015). Their focus lies on the automatic ex-
traction of complete dialogue flows and is strictly
task-oriented. While in some of those examples sys-
tem actions are extracted automatically, those sys-
tem actions are reproductions. Also, no variants are
provided as those would be unnecessary to solve a
task. In contrast, we aim to enable our system to
generate new ways to express the same semantics
and thereby create possibilities for adaptation.

3 Introducing the Communication Styles

The CSs we take into account for realising adaptiv-
ity in DM stem from the Communication Sciences.
In this paper, we address the level of verbosity and
directness as they are feasible for adaptation to the
user’s situation (Pragst, 2015). We present their ori-
gins and a short description in the following.

Verbosity as CS is derived from Kaplan’s de-
scription of cultural thought patterns (Kaplan, 1966)
which refer to the way arguments are presented in
written text. Amongst others, the thought patterns
can be distinguished by the amount of information
that is provided. The fact that different amounts
of information are preferred by different cultures is
also reported by Feghali (1997). Unnecessary infor-
mation can be distracting from the main message to
people accustomed to other thought patterns.

Regarding directness, Feghali (1997) observes
that in some cultures it is favoured and expected
to directly express your intent, while others prefer

a more indirect CS whereby the listener has to de-
duce the intent from the context. In such cultures,
directness can even be perceived as aggressive. An
example for different levels of directness is saying
either ‘Take an aspirin.’ or ‘People often use aspirin
when they have a headache.’

4 Application in Dialogue

Considering their origin as CS variants of differ-
ent cultures, verbosity and directness are suitable
choices for adaptation to the user’s culture. Here,
we present further application scenarios.

4.1 User Situation
It can be useful to include unrequested information
in a system action. Useful background knowledge
may be provided and an indirect CS can help to keep
the user focused on the conversation as their con-
stant attention is required to grasp the context.

However, in critical situations, e.g. if the user is
driving, distracting them should be avoided. This
may be achieved by being concise. Similarly, direct,
unambiguous system actions do not have to be inter-
preted and thereby decrease the cognitive load.

The level of directness and verbosity was shown
to be feasible as means of adaptation to the user sit-
uation by Pragst (2015).

4.2 User Emotion
Several studies indicate that adaptation to the
user emotion can improve the user experience
(e.g. (Bertrand et al., 2011)). CS may be a suitable
mean to implement such adaptation.

A sad user may benefit from a system communi-
cating in their culture’s style as it provides a sense
of familiarity. An angry user may prefer concise and
direct system actions, because they are unwilling to
listen to lengthy statements. This of course is also
influenced by the user’s culture. If direct statements
are perceived as aggressive, they will likely disgrun-
tle the user even more.

Considering the given examples, we are confident
that CS is a suitable way to adapt the system be-
haviour to the user emotion.

4.3 System Emotion
Endowing emotion on a dialogue system can render
the system more human-like and relatable. In addi-
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tion to expressing the system emotion by modalities
such as facial expression, it can be used in adaptive
DM in order to provide system behaviour that is con-
sistent with the system emotion. For example, antic-
ipation might lead to concise, direct statements to
avoid a delay of the anticipated event. As described
in Section 3, a deviation in rhetorical style from the
cultural norm often carries emotional meaning: di-
rectness can be perceived as aggression in indirect
cultures. Hence, we are convinced that the presented
CSs can be used to express emotion.

5 System Architecture

Our approaches to the automatic generation of CS
are developed as part of the KRISTINA Project
(Wanner et al., 2016; Meditskos et al., 2016). At
the core of the aspired system, a DM component de-
cides on the next system action. It is supported by
a Knowledge Base (KB) that provides the core se-
mantic information to a user request as RDF state-
ment. Furthermore, the KB can be queried for fur-
ther information. The DM decides whether to act
independently, e.g. by requesting a confirmation of
the user, or to use the statements provided by the
KB in a system action. In that case, it also selects
and generates a suitable CS. A language generation
component transforms the semantic information it
gets from the DM into sentences. This ensures the
flexibility needed to generate the system output for
newly devised system actions.

6 Data

In the scope of the KRISTINA project, extensive
corpus recordings are being performed. The cor-
pus encompasses over ten hours of recordings and
400 dialogues at the time of publication and the
recordings are still ongoing. We train our model
with conversations between German, Turkish, Pol-
ish, Spanish and Arab people. Topics include per-
sonal habits and preferences as well as medical
questions, amongst others.

Current annotations cover semantic content and
emotion (Sukno et al., 2016). They are being utilised
and enhanced to support the automatic generation of
system actions. To this end, the verbosity of a sys-
tem action is derived from the number of its seman-
tic topics. Annotators determine the directness of a

system action by assessing its intent. Where neces-
sary, they provide the underlying semantic content.

7 Generation of Communication Styles

Variants of system action with the same semantic
content but different CS must be available to the DM
in order to enable adaptation. While it is possible to
define a list of all system actions with all CS varia-
tions, it represents an immense amount of work. In
this section, we introduce approaches to automati-
cally generate variations of system actions with re-
gard to their CS.

7.1 Level of Verbosity

The level of verbosity reflects how much informa-
tion is given in addition to the core semantics. An-
swering a question with low verbosity may consist
of a simple ‘No’. A slight increase of verbosity
might result in ‘No, that is wrong’, while a high level
of verbosity can result in a lengthy answer such as
‘No, that is wrong. This is the actual fact. Here is
some further background information’.

The challenge of automatically generating ver-
bosity is to determine relevant further information.
The same KB that provides the statements of the
core semantic content is used to this end. Starting
with the resources of the core statements, the KB
is queried for further statements that contain them.
Such statements are included in the system action
as additional information. By recursively repeating
this process on the newly gathered statements, an ar-
bitrary amount of additional information can be ac-
quired. The level of verbosity chosen by the DM
determines when to stop the collection of new in-
formation. This is modified by the relevance of the
information: relevant information is pursued longer,
while irrelevant information is disregarded.

The relevance of the acquired information is de-
rived from the dialogues collected in the KRISTINA
corpus and adjusted with each conversation the sys-
tem participates in. The overall frequency of a class
or property in all conversations as well as their fre-
quency in combination with the classes and proper-
ties of the core statements is used as indication of
importance. Furthermore, the relevance of an infor-
mation decreases if it is present in the recent dia-
logue history.
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By taking into consideration the user input, the
core semantic content, the targeted level of verbosity
and the dialogue history, which change with each
dialogue turn, as well as the content of the KB and
the importance rating, which also change over time,
the additional content of a system action is selected
based on a unique combination of input information.
This results in the production diverse, ever-changing
and unforeseen new system actions.

7.2 Level of Directness
The level of directness relates to the degree to which
the core information is concealed. A direct way to
help the user with a problem would be ‘Do this.’,
while the indirect approach could be ‘People often
do this when they have that problem’. Instead of a
direct question to gather missing information from
the user, the system can also utilise ‘I still need this
information’ or ‘This information is missing’. Ex-
plicit and implicit confirmation strategies are a com-
mon example of different levels of directness in DM.

It is more complex to change the level of direct-
ness than that of verbosity. The semantic content of
a system action needs to be changed while preserv-
ing its implications to achieve indirectness.

To generate alternative, more indirect system ac-
tions, we use predefined templates for each category
of system action. For example, a request for missing
information is replaced by a statement that the infor-
mation is missing. The templates are chosen dynam-
ically and filled with relevant content derived from
the original system action. This approach relies on
predefining all possible alternatives. We pursue two
further approaches that result in a more autonomous
system: supervised learning and reward functions.

The generation of indirect versions of system ac-
tions can be trained by supervised learning, using
the level of directness and the core semantics, as de-
termined by the annotators, as input data and the
original semantics as target. This requires suitably
annotated data. Each dialogue contribution has to
be annotated with not only the actual, but also the
underlying semantics. The annotators must be able
to reliably determine the hidden (and possibly am-
biguous) direct meaning. With our annotation of
the KRISTINA corpus we make an effort to obtain
suitable data. Using this approach, indirect system
actions can be automatically extracted from a cor-

pus. While this improves the flexibility compared to
hand-crafted templates, it does not enable the system
to create new system actions autonomously. This
can be achieved with reward functions.

When training with reward functions, the system
tests arbitrary statements as substitute for the core
statements. Those are extracted from the KB. A re-
ward is given if the alternative version still achieves
the desired goal. This way, appropriate substitutes
are detected and are more likely to be generated in
the future. A number of alternatives may be prede-
fined to provide a starting point and avoid unguided
exploration. For this approach, a well-defined goal
for each system action is required. Furthermore, the
system needs to be able to determine automatically
if the goal is achieved. For questions, the goal is
to get information from the user. It is achieved if
the user provides the desired information. For state-
ments, one common goal is to inform the user. The
success of a statement is evaluated by requesting
the user to repeat the provided information. Using
reward functions is the approach with the highest
amount of independence as it allows for the genera-
tion of unforeseen system actions.

8 Conclusion and Future Work

In this paper, we presented approaches to the au-
tomatic generation of new system actions that are
based on changing the verbosity and directness of
existing system actions. We provided exemplary ap-
plications to illustrate the potential for adaptation of
those newly created system actions and proposed ap-
proaches to implement their autonomous generation.

The level of verbosity can be altered by adding
semantic content retrieved from a KB to the system
action. Templates can be used to provide alterna-
tive semantics for indirect system actions; machine
learning approaches offer more flexibility.

In future work, we will evaluate our approaches
for automatic generation of CS by confirming the
soundness of the newly created system actions in the
context of the dialogue. Furthermore, user studies
will be conducted test the aptitude of CS to enable
adaptation to the user and system emotion. Addi-
tional user studies will determine which CS is suited
best for which emotion, with special consideration
of the influence of the culture.
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Abstract

Storytelling systems are computational sys-
tems designed to tell stories. Every story gen-
eration system defines its specific knowledge
representation for supporting the storytelling
process. Thus, there is a shared need amongst
all the systems: the knowledge must be ex-
pressed unambiguously to avoid inconsisten-
cies. However, when trying to make a compar-
ative assessment between the storytelling sys-
tems, there is not a common way for express-
ing this knowledge. That is when a form of
expression that covers the different aspects of
the knowledge representations becomes nec-
essary. A suitable solution is the use of a Con-
trolled Natural Language (CNL) which is a
good half-way point between natural and for-
mal languages. A CNL can be used as a com-
mon medium of expression for this heteroge-
neous set of systems. This paper proposes the
use of Controlled Natural Language for ex-
pressing every storytelling system knowledge
as a collection of natural language sentences.
In this respect, an initial grammar for a CNL
is proposed, focusing on certain aspects of this
knowledge.

1 Introduction

Natural language is the most basic form of knowl-
edge representation for the humans, because it al-
lows communication and knowledge transmission.
Natural languages provide an unbeatable expressiv-
ity for concept modelling and structuring. However,
for the same reasons they are substantially complex
for automatic processing.

A Controlled Natural Language (CNL) is an engi-
neered subset of natural languages whose grammar
and vocabulary have been restricted in a systematic
way in order to reduce both ambiguity and complex-
ity of full natural languages (Schwitter, 2010). CNL
can be considered as a tradeoff between the expres-
sivity of the natural languages, and the need for the
orthogonality of a formal representation that can be
handled by a computer.

Story generation systems are a form of expression
for computational creativity. According to (Gervás,
2012), a story generator algorithm (SGA) refers to
a computational procedure resulting in an artefact
that can be considered a story. The term story gen-
eration system can be considered as a synonym of
storytelling systems, that is, a computational system
designed to tell stories.

Story generation system are faced with a signifi-
cant challenge of acquiring knowledge resources in
the particular representation formats that they use.
They face a inherent difficulty when using formal
languages in the detachment between the formula-
tion of the needs in the real world and its represen-
tation in a formal construction.

In this context, the use of a CNL would provide
the means for a quicker development of required re-
sources in a format easier to write for human experts.
So, the use of a CNL for codifying resources for
storytelling systems might provide some advantage.
If authors of storytelling systems were to develop
the initial version of their resources in a commonly
agreed CNL, and then develop the appropriate au-
tomated transformations to generate knowledge in
their own preferred format, the same resources writ-
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Figure 1: Architecture of the shared CNL-based knowledge

base system.

ten in CNL might be of use to researchers develop-
ing different storytelling systems. Some previous
studies on this matter can be found in (Schwitter,
2010), (Kuhn, 2009), (Power et al., 2009), (Davis
et al., 2009), (Fuchs et al., 2008), and (Funk et al.,
2007).

Particularly, the use of a CNL for knowledge rep-
resentation has been documented previously (Kuhn,
2009), and (Barzdins, 2014). In both cases, these
precedent works are quite convenient with respect
to information extraction of and reasoning with the
content of texts.

This paper proposes a model of a Controlled Nat-
ural Language understood as a means for mining
knowledge from existing storytelling systems.

This process is part of a wider project which aims
at the development of a collaborative environment
involving several story generation systems.

The purpose of this environment is to establish a
co-creation architectural model which allows the in-
volved systems to take advantage of a shared knowl-
edge base and use it for enhancing the quality of the
generated texts. The architecture of this system is
schematically depicted in the Figure 1. In the cur-
rent stage of the model, the NLG step is used for
translating the system-specific formalisms into the
common CNL statements. In the final model, there
will be an additional NLG step when generating the
refined story.

The thrust of this approach is the use of a CNL
as a shared representation for the various knowl-
edge models of the different story generation sys-

Figure 2: Knowledge Mining process applied to Natural Lan-

guage Generation.

tems. Ideally, every custom representation should
be translated into the common CNL for being sub-
sequently employed. In this way, the story genera-
tion process will result in a build-up of contributions
from different systems. For example, one of the de-
picted systems, labeled as Affinities (Méndez et al.,
2016), is specialized in characters interactions and
affinities, but it lacks in a deeper enhancement of
the narrative discourse, that can be compensated by
STellA (León and Gervás, 2011).

The drafted architecture aims at several objec-
tives. Firstly, it intends to establish a collaborative
model that allows the free exchange of knowledge
between the different storytelling systems in order
to develop an iterative improvement process of liter-
ary creation. Beside this objective, it promotes the
development of a knowledge representation model
for creating a common, system-agnostic knowledge
base that can be feed in the future with the out-
comes of new storytelling systems, without the need
to adapt their knowledge representation models.

The scope of this paper relates only to the Natural
Language Generation step, as depicted in the Figure
2.
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2 Related Work

2.1 Natural Language Generation
The process of Natural Language Generation has
been clearly defined (Reiter et al., 2000), as well as
its six distinctive tasks:

• Content Determination: in which the genera-
tion system makes a decision concerning the
information that will be taken into account for
generating the text.

• Discourse Planning: this task involves deci-
sions about how the text should be globally ar-
ticulated.

• Lexicalisation: in which the generation sys-
tem makes a choice of the particular words
and phrases it considers suitable to convey the
semantics of the selected information, in the
given natural language and its context.

• Aggregation: this task involves decisions con-
cerning the composition of the generated sen-
tences to form a natural discourse.

• Referring Expression Generation: this task in-
volves the determination of the properties of
a given linguistic element, which to be used
when the element is mentioned again.

• Surface Realisation: the last task that reviews
the text for checking that it presents syntac-
tically, morphologically and orthographically
correct sentences in the corresponding natural
language.

Many different architectures have been proposed
for NLG systems, reflecting the range of different
applications and its purposes. Basically, there are
two main models of the NLG process: the Abstract
Generation System (Bateman, 1997) and the Ab-
stract Referential Model, an outcome of the Refer-
ence Architecture for Generation Systems (RAGS)
(Cahill et al., 2000) which is aiming at standards for
NLG architecture.

2.2 Knowledge Representation in Storytelling
Systems

From an historical perspective, formal languages
have been the most common way of knowledge rep-
resentation. The reason for using formal languages

is simplicity; they have a well-defined syntax, an un-
ambiguous semantics and they are very convenient
for automated reasoning. Particularly, in the field of
automatic story generation, there is an abundance of
examples of this kind.

TALE-SPIN (Meehan, 1977a) was one of the
earlier story generators. It was a problem solver,
top-down and goal-directed story generation engine.
TALE-SPIN generated stories about the inhabitants
of a forest taking a collection of characters with
their corresponding objectives as inputs. TALE-
SPIN found a solution for those characters goals,
and wrote up a story narrating the steps performed
for achieving those goals.

TALE-SPIN knowledge representation relied on
Conceptual Dependency Theory (Schank and Abel-
son, 1975). It used a set of primitives for represent-
ing the problem domain. All its knowledge was ex-
pressed as a formal language.

Minstrel (Turner, 1993) was a story generation
system that told stories about King Arthur and his
Knights of the Round Table. Each story was focused
on a moral, which also provided the seed for devel-
oping the story.

The knowledge representation in Minstrel used an
extension of a Lisp library called Rhapsody. Rhap-
sody was a tools package for AI program develop-
ment that provided the user with ways to declare
and manipulate simple frame-style representations,
and a number of tools for building programs that use
them.

Mexica (Perez y Perez, 1999) was developed as
a computer model whose purpose was studying the
creative process. It generated short stories about the
early inhabitants of Mexico. Mexica was a pioneer
in that it took into account emotional links and ten-
sions between the characters as a means for driving
and evaluating ongoing stories.

Mexica used several knowledge structures for
supporting its storytelling model: An actions library,
a collection of stories for inspiring the new ones, and
a group of characters and locations. The generation
process also took several steps, in which data were
progressively transformed.

Mexica knowledge management involves several
concerns in order to provide a high-quality outcome,
in terms of literary production. Its knowledge base
included several types of structures for representing
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things like characters relationships, actions, emo-
tional links, and a literary base composed of previ-
ously generated stories.

Brutus (Bringsjord and Ferrucci, 2000) was a sys-
tem that generated short stories using betrayal as
leitmotiv. It had a rich logical model for representing
betrayal. This feature allowed it to generate complex
stories. A very innovative aspect of Brutus was that
it considered the existing body of knowledge about
literature and grammar for generating stories.

Brutus structured its knowledge in several layers,
including a grammar specific part. So, the process of
converting the plot into the final output was carried
out by the application of a hierarchy of grammars:
story grammars, paragraph grammars and sentence
grammars. This hierarchical procedure led to de-
fine every story as a sequence of paragraphs which
in turn were sequences of sentences.

MAKEBELIEVE (Liu and Singh, 2002) was a
short fictional story generation system that used
common sense knowledge to generate stories. The
user provided a story about a character as initial
seed, and then MAKEBELIEVE attempted to con-
tinue that story by inferring possible sequences of
events that might happen to that character. The sys-
tem used common sense knowledge about causal-
ity and how the world works, mined from the Open
Mind Common Sense knowledge base (Singh et al.,
2002).

STellA (Story Telling Algorithm) (León and
Gervás, 2014) is a story generation system that con-
trols and chooses states in a non-deterministically
generated space of partial stories until it finds a sat-
isfactory simulation of events that is rendered as a
story.

STellA uses a custom representation for the
knowledge it needs. It manages several different
structures, including a matrix representation of the
world in which characters live, and a set of rules for
evaluating the range of results associated to the ac-
tions.

2.3 Use of CNLs in Storytelling Systems
There is not a long record of application of CNLs in
the context of storytelling.

Inform (Reed, 2010) was a toolset for creating
interactive fiction. As from version 7, Inform pro-
vided a domain-specific language for defining the

primary aspects of an interactive fiction like the
world setting, the character features, and the story
flow. The provided domain-specific language used a
CNL, similar to Attempto Controlled English (Fuchs
et al., 1998).

The StoryBricks (Campbell, 2011) framework
was an interactive story design system. It pro-
vided a graphical editing language based on Scratch
(Resnick et al., 2009) that allowed users to edit both
the characters features and the logic that drove their
behaviour in the game. By means of special com-
ponents named story bricks, users could define the
world in which characters live, define their emo-
tions, and supply them with items. Story bricks were
blocks containing words to create sentences in nat-
ural language when placed together. They served to
define rules that apply under certain conditions dur-
ing the development of the story in the game.

In the extended ATTAC-L version (Broeckhoven
et al., 2015), authors introduced a model which
combined the use of a graphical Domain Specific
Modeling Language (DSML) for modelling seri-
ous games narrative, ATTAC-L (Broeckhoven and
Troyer, 2013), with a CNL to open the use of the
DSML to a broader range of users, for which they
selected Attempto Controlled English (Fuchs et al.,
1998). It allows describing things in logical terms,
predicates, formulas, and quantification statements.
All its sentences are built by means of two word
classes: function words (determiners, quantifiers,
negation words, etc.) and content words (nouns,
verbs, adverbs and prepositions). The main advan-
tage is that Attempto Controlled English defines a
strict and finite set of unambiguous constructions
and interpretation rules.

3 Conceptual Basis

Towards the definition of a shared representation,
we will review previously the main aspects of the
knowledge involved in storytelling systems.

Narrative has different aspects in terms of repre-
sentation (Gervás and León, 2014), each of which
has a different natural structure. Every story genera-
tion system focuses in a subset of these aspects and
holds them by means of a certain set of data struc-
tures that represents the system knowledge. For ex-
ample, Brutus (Bringsjord and Ferrucci, 2000) and
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Minstrel (Turner, 1993) emphasised the thematic as-
pect of the narrative, that is the central topic a text
treats. Brutus main theme was betrayal, while every
Minstrel story started on a moral that was used as
the initial seed.

Still on this subject, another relevant conclusion
mentioned by (Gervás and León, 2014) is that the
same information may be represented through dif-
ferent data structures without affecting its essence,
or a data structure can be extended for representing
additional types of information. For example, Bru-
tus (Bringsjord and Ferrucci, 2000) used a specific
representation for representing the betrayal. Bru-
tus was developed using a logic-programming sys-
tem called FLEX, which is based on the program-
ming language Prolog. Its knowledge about betrayal
was modelled by a set of statements in FLEX, called
frames. Every frame formalized the essential char-
acteristics of betrayal: the betrayer, the betrayed, the
locations, the actions involved, etc. Mexica (Perez y
Perez, 1999) used a wider representation of the re-
lationships between the characters, not specifically
focused on betrayal. Relations in Mexica are of
two types: emotional links and tensions. Emotional
links represent affective reactions between charac-
ters. They are defined in terms of three attributes:
type (love or friendship), valence (positive or nega-
tive) and intensity. Tensions represent if there is a
conflict between two characters. It is defined by a
type (of conflict) and a state (on or off).

In both examples the same narrative aspect is rep-
resented differently in every system, but it can be
conceptually identified as a shared concern.

3.1 Dimensions of the narrative

For the purpose of this paper, we are consider-
ing a previous work of (Gervás and León, 2014),
who analysed the most relevant classifications of the
story generation systems according to the knowl-
edge they managed, and proposed their own list of
suitable dimensions obtained from the different as-
pects of a narrative:

• The discourse sequence aspect: a sequential
discourse of conceptually conveyed items.

• The simulation aspect: a representation of the
activity of agents in terms of actions, interac-

tions, mental states, and movement between lo-
cations.

• The causal aspect: a structured representation
of causal relations between elements in the
story.

• The intentional aspect: a representation of the
motivations of agents.

• The thematic aspect: a representation of the
theme of parts of the story.

• The emotional aspect: a representation of the
emotions involved in or produced by the story.

• The authorial aspect: a representation of the in-
tentions of the author.

• The narrative structure aspect: representations
of the story in terms of narratological concepts
of story structure.

3.2 Considerations for grammar definition
In addition to these semantic aspects, the proposed
CNL grammar definition should meet the common
requirements expressed by (Kuhn, 2010):

• Concreteness: CNL grammars should be fully
formalized and interpretable by computers.

• Declarativeness: CNL grammars should not
depend on a concrete algorithm or implemen-
tation.

• Lookahead Features: CNL grammars should
allow for the retrieval of possible next tokens
for a partial text.

• Anaphoric References: CNL grammars should
allow for the denition of nonlocal structures
like anaphoric references.

• Implementability: CNL grammars should be
easy to implement in different programming
languages.

• Expressivity: CNL grammars should be suff-
ciently expressive to express CNLs.

One of the major challenges that faces the tar-
get representation is to provide a unambiguous for-
malism while keeping Natural Language expressive-
ness.
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4 A proposed representation for the
narrative dimension

The dimension considered firstly in the CNL gram-
mar is the narrative aspect. It focuses on identi-
fying the underlying structure of the narrative, un-
derstood as the framework that supports the inner
consistency of the story. From a procedural point
of view, the narrative aspect defines the actions per-
formed in order to enhance this skeleton, providing
a progressively enriched narrative as a result. This
dimension can be traced in the knowledge represen-
tation of several of the referred systems (Meehan,
1977b; Dehn, 1981; Turner, 1993; Perez y Perez,
1999; León and Gervás, 2014)

As noted by (Gervás and León, 2014), a differ-
ent fundamental aspect of narrative is the fact that it
can be analyzed in terms of recurring structures that
articulate its main ingredients into abstractions that
allow its description at a higher level than simple
enumerations of events. Along this same line, Propp
work (Propp, 1968) is an effort for systematizing the
representation of this aspect.

Lang works provided a very interesting step for-
ward to this matter (Lang, 1999) by developing a
declarative model for simple narratives. This model
described stories in terms of a sequence of events,
trying to provide a combined response to the two
traditional approaches: declarative and procedural.
In the declarative approach the generated text fits a
structure that has been defined before (Rumelhart,
1975). By contrast, in the procedural approach,
the text was modelled according to a creation pro-
cess that emulated human authors (Lebowitz, 1985;
Turner, 1993).

4.1 Story structure
The proposed structure for representing stories is
conceptually based on previous work (Lang, 1999),
in the sense of a story is composed by a setting and
an episode list, which both have temporal intervals
associated with them.

Every episode can be expressed as a N-tuple com-
posed of four elements:

• An initiating event

• An emotional response on the part of the pro-
tagonist

• An action response on the part of the protago-
nist

• An outcome or state description which holds at
the conclusion of the episode

4.2 Vocabulary definition

The vocabulary provides the terms for sustaining the
conceptual model of every specific dimension. Each
dimension can be considered as a domain itself, un-
derstood as a unit composed by a cohesive set of in-
terconnected concepts. These concepts are provided
by a collection of domain terms and their relations.
So, they are the building units for expressing the
knowledge relevant for the considered dimensions.
In order to formalize this structure, the vocabulary
is defined as follows:

• A term designates a significant knowledge en-
tity that can be represented by a common noun
or a noun phrase.

• A name designates unambiguously a significant
entity that represents a single thing. It is typ-
ically a proper name, referring a character, a
place, an object, etc.

• A verb designates a relationship, situation, or
action involving one or more terms or names.
The verbs are both the richest and the most
complex elements of the vocabulary. A verb
can be expressed in an active or a passive form.
Verbs can also be qualified by modal verbs, so
they can communicate probability, ability, per-
mission, obligation and advice.

• An adverbial serves for expressing the cir-
cumstances involving the action defined by the
verb. It is an optional part of the sentence.

4.3 Grammar definition

The expression Subject + Verb defines an attribution
or a state related to the Subject, that is a placeholder
for a Term or a Name.

The combination Subject + Verb + Object defines
a semantic relationship and has two placeholders
filled by Terms/Names. The particular case of the
verb to be must be considered as a typical expres-
sion for building descriptions.
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The combination Subject + Verb + [Adverbial] +
Object defines an action performed over an object.
The action defined by the verb can be better put
into context by means of adverbials. These can be
used for expressing the circumstances in which ac-
tion takes place.

Sentences can be combined in order to create
compound sentences or subordinate clauses.

The sentence will be expressed in a declara-
tive manner. For example, the following statement
shows a complete case:

The main character finds accidentally a clue that
allows him to finish his research.

The CNL grammar defines a collection of syntax
rules and constrains for representing the knowledge
as statements. It presupposes the existence of a vo-
cabulary because it addresses the terms and verbs
defined in the vocabulary. The general structure of
every statement is composed of four parts: the initi-
ating event, an optional part that expresses a change
in the subject emotions, another optional part that
expresses the actions taken by the subject, and a end-
ing sentence that expresses the outcome.

So far, we have presented the general pattern of
the grammar. It is a set of rules which allow go-
ing from a simple to a reasonably complex structure.
This last point can be reached by means of connec-
tives. The noun phrases can also be combined and
qualified using different quantifications and prepo-
sitional phrases, but always with the certainty that it
will produce sentences that are grammatically cor-
rect.

5 A proposed representation for the
simulation dimension

Another relevant aspect of narrative is the represen-
tation of characters, their behaviour, and the expres-
sion of their mental state, their relations with one
another, their motivations, and their beliefs. The
simulation aspect has been frequently highlighted
as the leitmotiv for the representation of narratives
in some approaches to story generation (Lebowitz,
1985; Bringsjord and Ferrucci, 2000). Such ap-
proaches usually focus on representing characters
and rules that may govern their behaviour and in-
teraction.

5.1 Modelling the affinity

The simulation aspect refers to the characterization
of the persona in terms of the interaction between
each other. That is, this aspect covers a wide scope
that ranges from the definition of characters at-
tributes and traits, to the delimitation of their affini-
ties. Naturally, this also relates to the way in which
the characters interact with each other and the ac-
tions they perform motivated by the result of such
interactions. The affinity aspect have been studied
by several authors and systems (Imbert and De An-
tonio, 2005; Si et al., 2006; Méndez et al., 2016).
The present work is related to the system developed
by (Méndez et al., 2016). Usually, the authors ap-
ply an affinity factor for modelling the way in which
social interaction affects the behaviour of the char-
acters with each other. In other cases, affinity is
affected by other factors, such as social obligations
and characters goals. An additional aspect of affinity
to keep in mind is that it is not symmetrical. Given
two characters, their mutual affinity is likely to be
dissimilar.

There are several possible ways for expressing the
affinity between two characters. A first option is the
use of a collection of symbolic values that allow rea-
soning about them and the ongoing simulation, but
that difficult the operation. On the other hand, the
use of numeric values makes easier operating with
them, but hinders understanding the evolution of the
simulation.

With a view to representing the affinity in terms
of Natural Language, the simpler choice is to use
a collection of adjectives that represent a range of
numeric values.

In the referred model (Méndez et al., 2016), au-
thors have modelled additionally four levels of affin-
ity according to four different kinds of affinity:
foe (no affinity), indifferent (slight affinity), friend
(medium affinity) and mate (high affinity). These
values can be suitable for expressing it in a first ap-
proach.

5.2 Vocabulary definition

As stated previously, the vocabulary provides the
terms for defining the model of the corresponding
dimension. In the domain of the simulation, the vo-
cabulary is defined as follows:
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• A term designates a significant knowledge en-
tity that can be represented by a common noun
or a noun phrase. It is exactly as defined in the
context of narrative structure.

• A name designates unambiguously a significant
entity that represents a single thing. It is exactly
the same entity as in the case of the narrative
structure.

• A verb states a feature, a trait, or an action in-
volving one or more terms or names. The verb
in the simulation aspect provides basically a
definition or an action performed by a character

5.3 Grammar definition

The simulation aspect is defined in terms of charac-
ters’ traits and interactions. These special features
need a specific way of being represented.

In this regard, the CNL created for expressing
all these dimensions will contain basically sentences
for describing traits and attributing features. It will
also be a language for describing actions and inter-
action. So, the grammar for formalizing it is com-
posed of expressions of the following kind: Subject
+ Verb + Attribute or: Subject + Verb + Object.

In the first case, the expression reflects the defi-
nition of a trait or a feature. The attribute will be
represented by means of a term. The verb will typi-
cally be the to be and to have.

In the second case, the verb expresses an action.
The character, that is the subject, performs some ac-
tion that affects something or someone. So, the ob-
ject can be either a term or a name.

This last type of expression can also be used for
defining the affinity between characters, so there will
be sentences like: John is a friend of Mary.

6 Conclusions and future work

This paper proposed the application of a CNL for
eliciting and exchanging knowledge between story
generation systems as a means of collaborative gen-
eration of stories. It also discusses a model for
generating this CNL automatically from different
knowledge representation formalisms. As explained
above, there have been precedents of the use of CNL
in the interactive storytelling domain with satisfac-
tory results.

The aim of the proposed representation is to help
bridging the variety of knowledge representation in
a simple and formal way. The proposed syntax has
been defined by a formal grammar but the resulting
expressions keep a human-friendly nature.

In this paper, the developed work is centred on
two dimensions of the knowledge: the story struc-
ture dimension and the simulation dimension. This
is just one part of the needed multi-aspectual repre-
sentation. As mentioned above, there are some other
dimensions that must be addressed in future versions
of the CNL: the authorial aspect, the emotional as-
pect, the intentional aspect and the theme aspect.

The future work will be focused on completing
the set of the grammar generation rules for express-
ing these remaining aspects of knowledge involved
in storytelling. This work will provide a completely
expressive representation that hold co–creation be-
tween storytelling systems.

Benchmarking this work can really be complex,
and will probably involve a shared effort with other
research groups. So, we are working on proposing a
shared task in which to compare the quality of sto-
ries generated by different systems using the same
initial knowledge base. Collaborators will be pro-
vided with a grammar definition of a CNL that repre-
sents the narrative aspects mentioned in the previous
section, along with a set of initial situations written
using this grammar from which to generate different
stories using the same CNL. They will be required
to use as much information as possible in order to
generate rich stories that cover one or more of the
previously described narrative aspects. These stories
must be expressed in the same CNL used to describe
the initial situation so that, hypothetically, the output
of a system might feed another system in order to
provide more details about some of the aspects that
may have been left uncovered by previous genera-
tors, following a co–creation process where a sys-
tem can strengthen the weaknesses of another. The
outcome of this collaborative process is expected to
provide the means to develop an enhanced story cre-
ation model.
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Abstract

This paper presents and evaluates a novel sys-
tem for computer generated poetry. Framed
within contemporary theoretical trends in the
evaluation of computational creativity, we in-
vestigate how evidence of generative process
influences readers’ opinions of computer gen-
erated textual output. In addition to a techni-
cal description of our system, we present re-
sults from a study asking respondents to eval-
uate short computer generated poems prefaced
with different types of descriptions, in some
cases objectively presenting the poem as the
product of a statistical analysis of corpora and
in some cases subjectively presenting the com-
puter as a self-aware agent.

1 Introduction

The trope of the poet as inscrutable genius figures
large in our collective cultural appreciation of po-
etry. Coleridge emerging from a drunken stupor
with the lines to “Kubla Kahn” fully formed in his
mind, Blake hallucinating trees full of angels, the
drunken, stoned verse of Rimbaud and Verlaine, the
psychic divinations of Breton and Soupault: regard-
less of the legitimacy of these legends, we as readers
are seduced by the idea of the poet as a transmitter
of the ineffable, tapped into an mental space inac-
cessible and unknowable to most of us.

Of course when it comes to computers, we are not
willing to give them this kind of credit, nor should
we be. When we encounter a machine that produces
exemplary poetry, we suspect there might be an el-
ement of human interference lurking in the mecha-
nism. Such output, without any explanation of the

generative procedure employed by the system, in-
cluding its engagement with a corpus of relevant ex-
tant cultural artefacts, is subject to suspicions of pas-
tiche or even plagiarism. The burden of creative jus-
tification is on the system itself: it is reasonable to
expect a creative computational agent to justify its
output in terms of the way in which it was generated,
and in particular to demonstrate the way in which its
procedures can be ostensibly construed as instances
of autonomous engagement with an existing inspir-
ing set (Ritchie, 2012). The judgment of discerning
observers of computational output will ultimately be
influenced by the effectiveness of this presentation
of process.

In this study, we systematically test the difference
between how human readers react to poems gener-
ated by computers when the computational process
is, on the one hand, framed as a procedure of statisti-
cal analysis, and, on the other hand, as a creative en-
deavour undertaken by an autonomous and ostensi-
bly self-aware agent. In both cases, we are exploring
the ways in which humans react to creative artefacts
which have been openly generated by computers; in
this work, we are not concerned with exploring the
ability of human observers to distinguish between
work created by other humans versus output covertly
generated by computational processes. The appreci-
ation of creative work is always a moving target, in
that popular opinions of what qualifies as innovation
is perpetually evolving, and our stance is that pub-
lic consideration of art is moving towards a point
where the idea of creative machines is becoming in-
creasingly palatable. In this regard in particular, we
feel that poetry generated by processes transparently
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grounded in the machine learning paradigm will be
judged favourably.

In this paper, we’ll begin with a overview of com-
putational creativity, focusing in particular on ideas
about the evaluation of not only creative artefacts but
also creative processes. The nature of our study is
motivated by an examination of some specific ex-
amples of computational poetry generating systems.
In Section 3, we’ll outline the technical details of
a novel system for generating short, simple poems,
grounded in statistical analyses of large sets of tex-
tual data. In Section 4, we’ll present a study col-
lecting evaluations of our systems output influenced
by different ways of presenting the computational
process behind the generation of the output. In our
final analysis, we will discover that the procedural
presentation does not, in fact, influence the ratings
returned by readers, at least to a statistically sig-
nificant degree, and at least for the type of highly
autonomous output produced by the system which
we’ll describe here.

2 Computers, Creativity, and Poetry

This paper is in particular concerned with the eval-
uation of computer generated poetry. With this in
mind, however, an overview of recent and ongoing
general trends in the field of computational creativ-
ity seems an appropriate starting point. In particular
here we’re concerned with presenting some thoughts
on the question of the evaluation of creative work
undertaken by computational agents, and in particu-
lar the issue of the assessment of computational pro-
cess as a critical element in this kind of evaluation.

2.1 Evaluating Computational Creativity

While the concept of the Turing Test – the be-
haviouralist assessment of a symbol manipulating
system sheerly on the basis of its output – has cap-
tured the popular imagination, the field of Compu-
tational Creativity has probably since its inception
been concerned not only with the evaluation of arte-
facts produced by machines but also with the per-
ception of the machine itself as a producer. (Bo-
den, 1990), for instance, is generally concerned with
the importance of self-evaluation in the creative pro-
cess, and in particular considers the way in which
the “computer’s performance” (p. 159) contributes

to the perception of aesthetic value in the case of
computer generated art. More recently, (Colton and
Wiggins, 2012) have advocated “assessing the be-
haviour of software via process rather than product”
(p. 24), by way of creative systems “framing their
creative acts with information that adds value” (p.
25, emphasis in original).

The work presented here has been undertaken
very much in this spirit of offering the computational
process behind the generation of our system’s out-
put as an element of the artefact itself. In fact, in
line with (Jordanous, 2015), we feel that much of
what counts as creativity exists not merely within
the creative agent, but also in the dynamic between
agent, audience, and environment. In the specific
case of the new system for poetry generation which
will be described throughout Section 3, the compu-
tational agent engages with the world through a set
of statistical analyses with large scale, highly public
corpora, spanning the canonical and the encyclope-
dic. Our hope is that, on multiple levels, this kind of
engagement with data-in-the-world or, alternatively,
world-as-data offers a perspective on an agent which
is situated in an accessible and even familiar envi-
ronment.

Notably, this idea of statistical analysis as envi-
ronmental grounding has likewise been adopted by
the field of cognitive science, where, for instance,
(Barsalou, 2008) has proposed the integration of sta-
tistical information about words and linguistic struc-
tures as part of a model of cognition as grounded
in dynamic environmental processes. The upshot
of this kind of theory is that there is some hope of
understanding the seam between words and ideas in
terms of the data that is available in large scale cor-
pora, that cultural level of linguistic phenomena be-
tween the evolutionary and the developmental which
has been described by (Smith et al., 2003) as glosso-
genetic. For this reason, we think that the machine
learning paradigm in particular, which takes as its
basis corpora on the comprehensive scale of large
cultural repositories such as an exhaustive encyclo-
pedia or a literary canon, is an appropriate setting
for exploring computer generated poetry as a cre-
ative process.
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2.2 Computer Generated Poetry

The prevalent trend in computer generated poetry to
date has involved a combination of rule-based ma-
nipulations of symbols and clever heuristic data min-
ing designed to populate templates affording vary-
ing degrees of freedom. The WASP system (Gervás,
2000), for instance, uses a battery of “judges” to
evaluate an unfolding “draft” of a poem along a se-
ries of criteria such as rhyme, scansion, line length,
and so forth. The resulting poem is a product of
the interaction of these various weighted constraints,
coupled with n-gram driven text generation based
on an analysis of a corpus of canonical Spanish po-
etry. Similarly, PoeTryMe (Oliveira, 2012) employs
a network of information processing nodes that in-
teract to generate grammatical, metrical verse.

Moving into a more statistical mode of produc-
tion, (Toivanen et al., 2012) describe a poetry gen-
erating system which discovers semantic relation-
ships based on word co-occurrence statistics in a
large scale corpus. In addition to this statistical tech-
nique for modelling semantics, this system imposes
additional syntactic and phonological constraints on
its output, and in this regard is comparable with
the system described in this paper. Also within the
general family of statistical, corpus based models,
Haiku generation in particular has been a target for
vector space model approaches to computational po-
etry. Gaiku (Netzer et al., 2009), for instance, uses
a combination of human generated word association
norms and sequences of syntax derived from a statis-
tical analysis of a corpus of existing haiku to gener-
ate new haiku which are designed to be as meaning-
ful, grammatical, and poetic as possible. The First
Sally system for Haiku generation (Droog-Hayes
and Wiggins, 2015) uses a distributional semantic
model, based on an analysis of word co-occurrences
in a large scale textual corpus, to generate sets of
conceptually related words, and in this regard is
closely related to the semantic element of the new
system described in Section 3.1.

Of particular interest to the study presented here
is the system for poetry generation based on the
FACE model for assessing computational creativity
(Colton et al., 2012). This model focuses on the
evaluation of creativity associated not just with as-
sessment of the artefact generated by the system, but

also with observation of the process which the sys-
tem undertakes to produce its output. With regard
to poetry in particular, the model architects are con-
cerned with the critical conveyance of “communica-
tive purpose” (p. 96) which is essential to the un-
derstanding of linguistic expression: as consumers
of poetry, we rely on the belief that something more
than just a random or cleverly constrained but decon-
textualised process lies at the other end of the poem
itself. In short, we count on meaning being anchored
in intent.

In the case of the poetic implementation of the
FACE model, this has meant that poems are coupled
with expository statements regarding data analysis
that has served as a situation specific motivation for
the generation of each poem. The system itself op-
erates by way of template completion, inserting into
prefigured lines of verse similes mined from the web
using a pattern fitting heuristic to determine viable
word combinations. In order to convey a sense of
intent to its output, the system weights the phrases
it extracts from the web based on a sentiment anal-
ysis, seeking to choose similes which correspond in
sentiment with a similarly analysed selection of text
from a current newspaper. The idea here is that, by
rooting the poem in the mood of a currently or re-
cently unfolding event, the system’s output becomes
tied to something happening in the world, and the
reader becomes more committed to the idea that the
computer is an agent creating an artefact in reaction
to a situation. In particular, the system frames its
explanation as a first-person exposition involving an
analysis of the mood of the news on a given day, with
a degree of justification for this analysis: the system
presents itself as a willful actor knowingly engaged
in a creative, interpretive process.

Our hypothesis is that the system based on the
FACE model, when it comes to the evaluation of
computer generated poetry, has got it at least half
right, in that the perception of a creative procedure
underlying the computational generation of poetry is
a crucial factor in the creative quality of the poetic
artefact. And one way to convey a creative proce-
dure is to couch the operation of the computer in
a narrative of the machine having a self-reflective
sense of goal-directedness, a kind of transparent fic-
tion of agency exploiting the human tendency to
read intentions and beliefs into all sorts of situations
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in the world where we know there actually are none
(Carruthers, 2011). We believe, though, that readers
of poetry are at this stage in the history of technology
and art prepared to engage with computer produced
verse in a more frank way, acknowledging the sta-
tistical character of the underlying operation with-
out losing regard for the inherent degree of creativ-
ity, and in fact possibly taking the output more seri-
ously when the generative procedure is presented in
a straightforward, objective manner.

3 Autonomous and Contextual Poetry

In order to evaluate human assessment of both cre-
ative process and output, we have designed a rela-
tively straightforward system for generating short,
loosely constrained poems. This system has been
designed with three critical principles in mind:

• The system uses a machine learning technique
for the unsupervised generation of semantic re-
lationships.

• The semantic relationships which serve as one
of the constraints on the systems output are
context sensitive, and in this way can be asso-
ciated with ad hoc input allowing the poems to
be about something topical.

• The system uses a statistical technique to con-
strain the phonology of the poem, and so is de-
signed to produce text that sounds poetic.

Over the course of this section, we’ll lay out a
series of models which are algoritmically concate-
nated into a system which seeks to fulfill these re-
quirement.

3.1 A Semantic Model
At its root this system is based on a statistical model
of word meaning constructed within the distribu-
tional semantic paradigm, construing words as vec-
tors within a space of dimensions representing co-
occurrences with other words over the course of a
large-scale textual corpus (Turney and Patel, 2010;
Clark, 2015). The key feature of this particular
model is its context sensitivity: it dynamically gen-
erates new semantic spaces based on an analysis of
the conceptual relationships between a set of input
terms (McGregor et al., 2015; Agres et al., 2015).

The objective of this component of the poetry gener-
ating system is to generate spaces in which the con-
ceptual relationships between words

The motivation for using this particular model is
twofold. For one thing, the model derives its fea-
tures from an unsupervised traversal of a corpus, so
the semantic relationships which it captures are dis-
covered without the human dictated assignment of
symbol manipulating rules. This property ostensibly
gives the poetry generating system at least a sem-
blance of agency. And, on the other hand, the dy-
namic, contextual component of the model enables
it to engage with ad hoc input, allowing the model
to generate output topically related to other textual
artefacts. This means there is some hope of con-
veying a sense of intentionality or aboutness to an
observer of the system’s process.

This semantic model is based on a very high-
dimensional (approximately 7.5 million), very
sparse space of word-vectors generated from a
traversal of the English language component of
Wikipedia. The dimensions of this space correspond
to terms that co-occur in sentences with words from
the model’s 200,000 word vocabulary. The value
for each dimension is based on a pointwise mutual
information metric derived as follows, where nw,c

corresponds to the frequency with which vocabulary
word w co-occurs with context word c, W is the
overall count of vocabulary word tokens, nw and nc

are the respective independent frequencies of w and
c, and a is a smoothing constant:

Mw,c = log2

(
nw,c ×W

nw × (nc + a)
+ 1

)
(1)

The sparse space generated through this process
can be reduced to a context dependent, conceptually
oriented subspace through an analsyis of a set of in-
put terms. So, for instance, in a 200 dimensional
subspace based on co-occurrence dimensions salient
to the words cat, dog, and goldfish, cat is
closest to the words like rabbit, hamster, and
pet. If, on the other hand, we build a subspace
based on the input words cat, lion, and tiger,
cat becomes proximate to words like leopard,
hyena, and wild. Technical details for generating
subspaces are laid out in detail in (McGregor et al.,
2015).
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3.2 A Phonological Model

This process of building a space of potential sub-
spaces is coupled with a phonological model which
similarly uses an information theoretic metric to try
to capture the way in which word-sounds are ex-
pected to co-occur in poetry. This model is also
constructed from a statistical model of a corpus, in
this instance a corpus containing about 1500 En-
glish language sonnets.1 These sonnets are rendered
into a format containing both phonemic and syllabic
information, based on a syllabified version of the
CMU Arpabet (Bartlett et al., 2009). Frequencies
of phonemic co-occurrence Ci(pa, pb) are then tabu-
lated, where the count C is the total number of times
phoneme pb occurs i syllables in front of phoneme
pb in a line of a poem. Once all frequencies for all
lines in all poems in the corpus are compiled, these
statistics are converted into mutual information mea-
sures, formulated here with Ci(T ) representing the
total number of phonemes occurring i syllables apart
and Ci(pa) and C−i(pb) standing for the indepen-
dent frequencies at which phonemes pa and pb occur
i or −i syllables away respectively from any other
syllable:

Pi(pa, pb) = log2

(
Ci(pa, pb)Ci(T )

Ci(pa)C−i(pb)
+ 1

)
(2)

From this matrix of phoneme-distance relation-
ships, a score can be generated for the phonological
strength of any two given candidate syllables s1 and
s2 potentially occurring in a line of poetry gener-
ated by the system, where l1 and l2 are the respective
lengths of s1 and s2, and p1 and p2 are correspond-
ing constituent phonemes:

Si(s1, s2) =
1

l1l2
×

l1∑

p1=1

l2∑

p2=1

Pi(p1, p2) (3)

This phonological model is incorporated into our
poetry generating system in order to impose a sense
of prosody on the output. As with the semantic
model, there are no phonetic or metric constraints
hand-coded by human designers, and so we can
claim that, to the degree that prosodic features do

1www.sonnets.org.

emerge in the system’s output, these elements are
discovered by the system itself as statistical proper-
ties inherent to the underlying corpus of sonnets.

3.3 A Syntactic Model

The third constraint placed on our poetry generating
system consists of an n-gram model for stringing to-
gether parts of speech in ostensibly syntactic ways.
Statistics are once again harvested from the corpus
of about 1,500 English language sonnets, in this case
with each word tagged with a part of speech label
using the Python Natural Language Toolkit word to-
keniser.2 Once these tagged renditions of the cor-
pus are generated, a probabilistic model for predict-
ing the syntactic continuation of a string of parts of
speech is built, describe here with nt,q representing
the frequency with which part of speech t follows
the sequence of parts of speech q in a line of poetry,
and nq signifying the total number of times the se-
quence q is observed in any line:

G(t|q) = nt,q

nq
(4)

If, in the course of generating a line verse, the sys-
tem generates a sequence q that has no observed ex-
tension, is will remove the first element in q to pro-
duce sequence q′ and will then generate element t
with probability G(t|q′). The purpose of this opera-
tion is to impose an arguably superficial element of
grammaticality on the system’s output. Anecdotally,
but also significantly, professional poets who have
interacted with the system have actually suggested
that this component of the process over-constrains
the output to the detriment of the interesting concep-
tual and phonological relationships generated by the
other models.3 Nonetheless, for the purpose of the
comparative study presented here, this component
of the system is maintained. Also of note is that this
syntactic model is the only component of the system
that simulates a non-deterministic process.

3.4 Sentiment Analysis

The final aspect of the poetry generating system is
a model for analysing the sentiment of a document

2www.nltk.org/ modules/nltk/tokenize.html
3In the course of the Globe Road Poetry Festival at Queen

Mary in November 2015 and the Portrait of the Machine as a
Young Artist event at the British Library in February 2016.
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within a corpus. In the case of the poems used for the
study here, the corpus in question is the Penn Tree-
bank Switchboard corpus, consisting of 1,126 tran-
scribed telephone conversations.4 A straightforward
term frequency-inverse document frequency tech-
nique is employed in order to create a topic model
for each conversation within the corpus (Salton and
McGill, 1983). Specifically, for a given document
(conversation) d, the words representing the salient
topics of the conversation are ranked according to
this equation, where w is a word that occurs within
the document, wd is the number of times w appears
in d, and wc is the number of times w occurs in the
entire corpus of conversations:

T (d,w) =
wd

wc
(5)

For each conversation in the corpus, the top four
topical terms based on the above equation are se-
lected, and the sentiment of these terms is rated
along a negative-positive spectrum. The rating for
a given word is derived from the SentiWordNet
database of word sentiment scores, which assigns
negative and positive ratings to senses of a large
number of words.5 In order to rank the sentiment of
each conversation, each word is assigned the mean
score of its various sentences, and then the average
scores of the four most salient terms is taken to give
each conversation an overall ranking.

The purpose of analysing the sentiment of a tran-
scribed conversation is to give the poetry generating
system a topic as a topical handle, allowing the poem
to be about something specific and intersubjective.
The idea, following on from (Colton et al., 2012),
is that a poem that is endowed with intentionality is
more likely to be deemed as creative by an observer.

3.5 Assembling a Poem

Finally, the various modular components described
above are linked together to algorithmically gener-
ate poems for subsequent analysis by human readers
according to the following procedure:

1. The 17 most negative and 16 most positive con-
versations, ranked as described in Section 3.4,
are selected as topics for poems.

4www.cis.upenn.edu/˜ treebank/
5http://sentiwordnet.isti.cnr.it/

2. The four topics of each conversation are fed
into the semantic model describe in Section 3.1.
A subspace of conceptually related words is
generated, with the salient region of this space
considered that which is closest to the mean of
the topical input terms. The words in this sub-
space are tagged with their most likely part of
speech.

3. A syntactic string is probabilistically generated
based on Equation 4, and a line of poetry of
no more than 11 syllables is correspondingly
composed.

4. At each step in the generative process, the
word that is closest to the salient region of the
space described in Step 2, aside from the in-
put terms themselves, that matches the next part
of speech prescribed by Step 3 is choosen as
a continuation of the line being composed. A
base poem of four lines is generated.

5. Each word in each line is given a score of
phonological appropriateness based on the av-
erage score of each of its syllables compared
with all other syllables in the line, including the
other syllables in the word itself. This phono-
logical score is then multiplied by 1 − (z ×
sent(w)), where sent(w) is the sentimental
rating of word w according to the SentiWord-
Net database, while the value of z is -1 if the
overall sentiment of the input terms is negative
and +1 if the prevalent sentiment is positive.

6. The least appropriate word in the poem is re-
moved and replaced with the most appropri-
ate word, selected from a vocabulary defined
in terms of the 1,000 most conceptually salient
words as established in the subspace derived in
Step 2. Steps 5 and 6 are repeated until the
poem converges to a maximally scored state.

The final product of this process is intended to be
a poem which is conceptually relevant to the conver-
sation serving as the basis for the input terms while
exhibiting poetic phonology, sentiment appropriate
to the input topic, and a modicum of grammatical-
ity.
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4 Evaluation of Process and Product

Based on the generative process described through-
out Section 3, 33 poems have been randomly gen-
erated, each associated with a conversation sum-
marised by the four words derived through the tech-
nique described in Section 3.4. We have subse-
quently generated three different versions of these
poems, one prefaced with a brief objective descrip-
tion of the generative process, one prefaced with a
brief subjective description framing the system as a
self-aware agent, and one with no preface at all. An
example of the objective preface is as follows:

This poem is based on a sentimental and conceptual

analysis of a conversation containing words like

‘sickening’, ‘shitty’, ‘novice’, and ‘hack’. The sen-

timental component of the analysis determined the

conversation was negative. The poem emerged as a

pathway in a space of word points derived from this

statistical analysis, with an additional criterion for

selecting poetic sounding combinations of words.

And the subjective description of the same poem
reads as follows:

I listened to a conversation containing words like

‘sickening’, ‘shitty’, ‘novice’, and ‘hack’. I con-

sidered this to be a negative conversation. I de-

cided to write a poem about this conversation, and

have tried to capture some of the negative sentiment

while also focusing on how the poem sounds.

Finally, the poem that accompanies these descrip-
tions reads like this:

and wondered but talked me shifty Sinatra

like hang says in current or that four man

because this full gets really there makes both

another golden way though your man

We constructed a survey consisting of a total of 99
poems: each of the 33 poems our system generated,
with each of the three versions of the explanatory
preface (or lack thereof). Each survey participant
was first presented with a introduction page laying
out the survey, informing them that they would be
reading a poem generated by a computer and then
asked to evaluate the poem. On the next page, the

creativity meaningful quality
obj 3.14 (1.88) 1.67 (0.78) 2.05 (1.05)
subj 2.93 (1.63) 2.00 (1.32) 2.07 (0.96)
none 2.93 (1.60) 1.54 (0.63) 2.14 (1.33)

Table 1: Mean scores along a seven-point scale (with standard

deviations in parentheses) for human subject evaluations of cre-

ativity, meaningfulness, and quality of computer generated po-

ems prefaced with an objective description of the generative

process, a subjective description, or no description at all.

poem itself was presented, preceded by either one of
the two types of procedural descriptions illustrated
above or by no description at all. On the same page,
subjects were asked to evaluate the poem they had
just read based on three different criteria: creativity,
meaningfulness, and quality, in each case giving the
poem a rating along a seven point scale ranging from
“low” to “high”. Finally the subjects were presented
with a third page where they were asked to pro-
vide optional information about their age and their
self-assessed proficiency or knowledge in the En-
glish language, poetry, and computer science, again
in each case rating themselves along a seven-point
scale, in these instances ranging from “novice” to
“expert”.

We received responses from 79 participants, with
each participant evaluating a unique preface-poem
combination. Reported ages ranged from 20 to 72,
with a mean of 40. The mean value for proficiency
in English was 6.26, with standard deviation of 0.92;
for knowledge of poetry, the mean was 4.12 with
stdv of 1.46; for knowledge of computer science,
the mean was 4.66, with stdv of 1.96. The mean
responses, along with standard deviations, are pre-
sented in Table 4.

The overall picture these results paint is that, in
the case of the type of poetry being generated by our
system, the mode of presentation has a marginal ef-
fect on the evaluation of content. The higher value
of creativity typically accorded to poems presented
with an objective description correlates with our hy-
pothesis that readers would react favourably to this
transparent presentation of process, by the differ-
ence between this value and the mean creativity as-
signed to poems subjectively framed is not statis-
tically significant: a two-tailed Student’s t-test on
the results gives a p-value of 0.68 and a t-value of
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0.42. The relatively similar mean scores, combined
with high degrees of standard deviation, indicate that
these results, at least in terms of a comparison be-
tween the data for each type of presentation, aren’t
distinguishable from what we would expect if sub-
jects randomly assigned values to poems.

Also of not is the relatively high scores given to
the subjectively presented poems in terms of the
meaningfulness of the poems. Statistical signifi-
cance is slightly higher here, with a p-value of 0.31
and a t-value of 1.02, but still hardly noteworthy.
The one thing that does perhaps bear further con-
sideration here is the way that subjects seem rela-
tively comfortable ascribing creativity to poems pre-
sented as products of statistical processes versus the
meaningfulness attributed to poems framed as sub-
jective experiences of information in and about the
world. Perhaps the appropriate interpretation here is
that readers appreciate the insight into the productive
mechanism afforded by the objective presentation,
and associate this with creativity, whereas meaning-
fulness is more closely connected to the impression
of agency and individuation conveyed by the subjec-
tive presentation.

Finally, it is also worth mentioning that the po-
ems presented with no procedural description at all
do just about as well as the lesser of the two ex-
plained poems in terms of creativity and meaning-
fulness, and actually do slightly better than the other
two types in terms of quality. Quality is arguably a
somewhat vague category, and was intended to cover
a range of properties such as poeticness and compo-
sition. On the whole, though, the story here seems to
be that, at least in terms of this type of poetry, with
the relatively cursory kind of procedural description
we were able to offer in the course of a survey that
was, by design, quite brief, the way that the poems
are presented doesn’t make a big difference in terms
of how humans rate this type of output.

5 Conclusion

Further to the brief analysis offered above, another
point of interest with this study relates to the rel-
atively high degree of standard deviation evident
across all the results. The story here would seem to
be that there is a wide range of opinion on how ex-
actly computer generated poetry should be evaluated

in the first place. Anecdotally, responses in most cat-
egories for most types of presentation ranged from
one to seven, despite all of the 33 poems being of a
generally similar quality. There seems to be a lack
of consensus regarding how to consider computers
as poets.

This analysis aligns with the feedback received
in the course of the the events involving engage-
ment between human poets and computational sys-
tems for poetry generation mentioned in Section 3.3.
Specifically, a self-selecting group of technologi-
cally receptive poets found much value in engag-
ing with the system described here, which they saw
as a mechanism for discovering interesting, novel,
and potentially productive conceptual concordances
within a corpus which were obscure to a human
reader but nonetheless poetically valuable. This ap-
proach to poetry as an artefact of a dynamic engage-
ment between poets, readers, corpora, society, and
the environment is conducive to the type of poetry
generated by our system—but this particular aes-
thetic stance is hardly universal in the world of po-
etry readers.

Compared to the output of the Full FACE system,
the output of our system is, more or less objectively,
more garbled and less structured. On the other hand,
the FACE system resorts to heuristic simile mining
and template filling, where our system maintains a
somewhat higher degree of autonomy in its analy-
sis of a corpus and dynamic projection of concep-
tually loaded semantic subspaces. Whether read-
ers provided with more comprehensive descriptions
of the differences between these approaches would
consider one system more creative than the other re-
mains to be seen, and is beside the point of the study
presented here, which has been a first attempt at as-
sessing whether or not the way that the creative pro-
cess involved in the computational production of po-
etry is framed has a significant impact on evaluation
of output.

Returning to our earlier discussion of creativity as
a phenomenon dynamically distributed across a so-
ciety and an environment, we ultimately expect eval-
uations of creativity to take into account various fac-
tors integrating the overall situation of an artefact.
So, for instance, in the case of poetry, we would pre-
dict that the relationship between a poem, its mode
of production, and the milieu in which the poem is
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produced should all contribute to the assessment of
the inherent creativity, quality, and meaningfulness
of both the poem itself and the poetic act. Similar in-
sight seems to have motivated the implementation of
the FACE model that has been discussed here, which
seeks to act as an agent of both generation and inter-
pretation. While the study described in this paper
has focused on the effect of procedural description
on poetic evaluation, we might conjecture that the
dynamically context-sensitive model that provides
the conceptual component of our system is the right
kind of computational process to offer a compelling
platform for environmental situatedness.

The criteria for evaluating creativity discussed
here, construed in terms of three values and pre-
sented to study participants without any further ex-
planation, admittedly offer a relatively blunt ap-
proach to judging the merit of computational output,
let alone to assessing the more general creative pro-
cess and the relationship between this process and
its situation in the world. In the future, in addi-
tion to improvements to the system itself, further
advances to this work would involve the construc-
tion of an evaluative mechanism which incorporates
a more complete description of the system’s opera-
tion and environmental situation, as well as a more
nuanced range of questions to enrich the evaluative
process. For now, the outcome seems to be that there
is still too varied an attitude towards what it means
for a computer to claim creative autonomy for there
to be a meaningful consensus on the merit of po-
etic output based on a relatively straightforward en-
counter with a poetry generating computer.
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Hugo Gonçalo Oliveira. 2012. PoeTryMe: A versa-
tile platform for poetry generation. In Proceedings of
the ECAI 2012 Workshop on Computational Creativ-
ity, Concept Invention, and General Intelligence.

59



Graeme Ritchie. 2012. A closer look at creativity as
search. In Proceedings of the 2012 International Con-
ference on Computational Creativity.

Gerard Salton and Michael J. McGill. 1983. Introduction
to Modern Information Retrieval. McGraw-Hill Book
Company, New York, NY.

Kenny Smith, Henry Brighton, and Simon Kirby. 2003.
Complex systems in language evolution: The cultural
emergence of compositional structure. Advances in
Complex Systems, 06(04):537–558.

Jukka Toivanen, Hannu Toivonen, Alessandro Valitutti,
and Oskar Gross. 2012. Corpus-based generation
of content and form in poetry. In Proceedings of
the Third International Conference on Computational
Creativity, pages 175–179.

Peter D. Turney and Patrick Patel. 2010. From frequency
to meaning: Vector space models of semantics. Jour-
nal of Artificial Intelligence Research, 37:141–188.

60



Proceedings of the INLG 2016 Workshop on Computational Creativity and Natural Language Generation, pages 61–70,
Edinburgh, September 2016. c©2016 Association for Computational Linguistics

Combinatorics vs Grammar:
archeology of computational poetry in Tape Mark I

Alessandro Mazzei+ and Andrea Valle∗
+Dipartimento di Informatica ∗Dipartimento di Studi Umanistici

CIRMA: Centro Interdipartimentale di Ricerca Sulla Multimedialità e l’Audiovisivo
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Abstract

The paper presents a reconstruction of the au-
tomatic poetry generation system realized in
Italy in 1961 by Nanni Balestrini to compose
the poem Tape Mark I. The major goal of the
paper is to provide a critical comparison be-
tween the high-level approach that seems to
be suggested by the poet, and the low-level
combinatorial algorithm that was actually im-
plemented. This comparison allows to assess
the relevance of how the available technology
constrained and shaped the work of the poet,
to reveal some of his aesthetic assumptions,
and to discuss some aspects of the relation be-
tween human and the machine in the creative
process.

1 Introduction

Systems for automatic poetry generation (APG) in-
troduce specific features when compared to sys-
tems for natural language generation (NLG). While
most of data-to-text NLG systems usually follow a
pipeline architecture (Reiter, 2007), a number of dif-
ferent architectures and techniques have been ap-
plied in APG (Gervás, Pablo, 2015). A crucial dif-
ference between APG and NLG is the nature of the
input, that unavoidably involves its evaluation. The
evaluation of a NLG system can be based on a ref-
erence corpus, on human evaluation or on the exe-
cution of a given task. However, all these evalua-
tion strategies rely on the reception/comprehension
of the message, that is, on the meaning units con-
tained in the input. In contrast, in the case of APG, a
clear notion of input content is not clearly available,
and the evaluation of the output is an opaque task,

as it depends on aesthetic (or more largely, cultural),
widely variable assumptions. In this sense, APG
are similar to other context-evaluated linguistic phe-
nomena such as metaphors. An example of quanti-
tative evaluation of APG based on human judgments
is reported in (Toivanen et al., 2012).

By following the classification proposed in (Ger-
vas, 2016), there are two main categories of APG
systems: the first category is composed by sys-
tems that reuse fragments of text from other poetic
texts; the second category is composed by systems
that generate a stream of text by using some proce-
dures that exploit word-to-word relations. APG sys-
tems from both these categories may use different
kinds of linguistic information since fragments fu-
sion, as well as word-to-word relations, can be based
on lexical, morpho-syntactical, semantic, rhetorical
or metrical theories. Indeed, fragments fusion can
be modeled as a string-based fusion in relation to
some combinatorial procedure or, in alternative, as a
more complex grammar-based fusion, in this case
accounting for more sophisticated linguistic theo-
ries. Only the detailed analysis of a certain specific
APG system, rooted on a reproducible implementa-
tion, i.e. algorithms and data structures, can help
us to understand the real linguistic creative nature of
the poetic generation process involved. Another im-
portant component in the analysis of the creative as-
pects of an APG concerns the non-algorithmic con-
tribution that the poet-programmer may introduce in
the final version of the poetic artwork. Indeed, often
the poet-programmer, especially in the earlier years
of APG, modifies the output provided by the APG
system in order to solve some linguistic issues of
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the system, or in order to select one among various
possible outputs (Funkhouser and Baldwin, 2007).

The aim of this paper is to perform an experi-
ment in archeology of multimedia (Lombardo et al.,
2006): we first analyze, and then reproduce, the
poem Tape Mark I by strictly following the actu-
ally implemented algorithm (Balestrini, 1962). Tape
Mark I was a pioneering example of APG dating
from 1961, implemented in the assembler of an IBM
7070, one of the first commercial fully transistorized
computer. By reproducing the original algorithm we
have been able to understand: (1) the details of the
creative process related to the combinatorial fusion
of textual fragments; (2) the real contribution given
by the human poet to the final version of the artwork.

The rest of the paper is organized as follows: Sec-
tion 2 historically introduces Tape Mark I; Section 3
and Section 4 report the computational descriptions
of the artwork from, respectively, a high- and low-
level perspective; Section 5 describes a simulation
experiment regarding the poem; Section 6 critically
considers the relation between the author and the al-
gorithm; Section 7 adds some critical conclusions on
the evaluation of the system.

2 Balestrini and computer-generated
poetry

Funkhauser has reconstructed a chronology of
the first attempts in computer-generated poetry
(Funkhouser and Baldwin, 2007):

1959: Theo Lutz (a student of the theorist of Informa-
tion aesthetics Max Bense) implements the first
programs for computing poems, Stochastische
Texte (a text generator);

1960: the French Oulipo group is founded (includ-
ing the notorious writers Queneau and Perec,
but also mathematicians, that were mostly con-
cerned with combinatorial approaches from an
anti-lyrical perspective);

1960: Brion Gysin composes his permutation poem I
am that I am, programmed by Ian Somerville;

1961: Nanni Balestrini produces Tape Mark I on an
IBM 7070;

1961: Rul Gunzenhäuser composes Weinachtgedicht
(automatic poems).

Thus, Tape Mark I is one of the first examples of
the use of a computer to generate poetry (Balestrini,

1962; Balestrini, 1968). In 1961 Balestrini (born
1935), while still a young poet, was already a fun-
damental figure in the Italian avantgarde movement.
His poems were included in the crucial anthology
I novissimi [the newest] (Giuliani, 1961) and he
later became a member of the experimental collec-
tive Gruppo ’63 (Alicicco et al., 2010). In his long
and still continuing career, he has also been the
recipient of a prize at Venice Biennale for his vi-
sual work, still related to the manipulation of lan-
guage. Since its inception, Balestrini’s work pro-
vided a specific version of the main aesthetic as-
sumption theorized by novissimi –language as a ma-
terial reality on which the poet operates– through
the extensive manipulation of textual fragments by
other authors, retrieved from disparate sources, e.g.
novels, essays, poetry, newspapers, popular mag-
azines. This kind of technique, that can be as-
sociated to the cutup processes by W. Burroughs
and to other collage-based avantgarde approaches
(Renello, 2010), was at the basis of Tape Mark I, and
was to be developed further by the author, leading
him to write an entirely computer-generated novel,
Tristano (1966, (Balestrini, 2016)). The relevance of
the poem was immediately recognized internation-
ally as Tape Mark I was featured in the first exhi-
bition dedicated (1968) to electronic and computer
art, Cybernetic Serendipity (Reichardt, 1968; Mac-
Gregor, 2002; Boden, 2015).

3 Tape Mark I: high-level model

Tape Mark I was included and extensively docu-
mented in the Almanacco Bompiani 1962, a yearly
publication by Bompiani publisher since 1925, that
in that year issued a special volume dedicated to
the “application of computers to moral sciences and
literature” (Morando, 1962). The contribution by
Balestrini featured the poem, a description of the
generative procedure, information on the implemen-
tation and the relative outputs.

Tape Mark I starts from three fragments
(“groups”) extracted from the following texts (here
we report the Italian titles of the first two):

1. Diario di Hiroshima by Michihito Hachiya
2. Il mistero dell’ascensore by Paul Goldwin
3. Tao te King, XVI, by Lao Tse
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Figure 1 shows the three groups. Each line is an
“element” subdivided into “metrical units” (/) and
provided with one “head code” (codice di testa) and
one “tail code” (codice di coda), respectively on the
right and left side. Numbers are not to be read as
fractions, rather they represent couples of input and
output codes. The Almanacco provides a set of four

Figure 1: Source text organization in groups.

“instructions” that allow to generate Tape Mark I
(and, in the poet’s ideas, possibly other poems) from
the groups (Balestrini, 1968):

I. Make combinations of ten elements out of the
given fifteen, without permutations or repeti-
tions.

II. Construct chains of elements taking into ac-
count the head-codes and tail-codes

III. Avoid juxtaposing elements drawn from the
same extract (i.e. group).

IV. Subdivide the chains of ten elements into six
lines of four metrical units each.

The algorithm reported the instructions in natural
language without any specifications about the data
structures. Step I introduces a constraint that is to-
tally opaque at this point (we will discuss it later).
Step II indicates how to sequence the elements. As
an example, an element ending with a tail code
= 1/2 can be concatenated only with elements hav-
ing 1 or 2 as head code. Step III specifies a con-
straint on sequencing, as only elements coming from
different groups may be concatenated. Step IV is a
grouping operation on the resulting sequence. Here
“metrical units” come into play, as the final chain is
subdivided into verses made up of 4 metrical units
(again, the number 10 is mysterious, more on this
later). The final poem has to be a sort of sestina
(Brancaleoni, 2007), as it is made up of six stanzas
of six lines. In order to study the system as pro-

giacquero/immobili/senza parlare

l'accecante/globo/di fuoco

cercando/di afferrare

trenta volte/più luminoso/del sole

si espande/rapidamente

la sommità/della nuvola

quando raggiunge/la stratosfera

i capelli/tra le labbra

assume/la ben nota forma/di fungo

malgrado/che le cose/fioriscano

io contemplo/il loro ritorno

mentre la moltitudine/delle cose/accade

esse tornano/tutte/alla loro radice

finché non mosse/le dita/lentamente

la testa/premuta/sulla spalla

Figure 2: Tape Mark I graph.

posed by the “instructions”, we first implemented a
program based on a graph model, as instructions de-
fine each element as having two predecessor and two
successors in the set of the 15 elements.

Figure 2 shows a plotting by the Graphviz pack-
age of the graph that results from the data structure
of predecessors/successors. Vertices represent ele-
ments, their color indicate the group they belong to,
edges link to successors, their color being related to
the predecessor. The graph is a direct, cyclic graph,
and while not totally connected, it still does not re-
veal a specific topology (e.g. it is not a power law
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  I

 II

III

1 2 3 4 5 6

mentre la 
moltitudine
delle cose
accade

1

2
i capelli
tra le labbra

3
quando 
raggiunge
la 
stratosfera

4
giacquero
immobili
senza 
parlare

5
si espande
rapidament
e

6
io 
contemplo
il loro 
ritorno

7
assume
la ben nota 
forma
di fungo

8
esse 
tornano
tutte
alla loro 
radice

9
la sommità
della nuvola

10
malgrado
che le cose
fioriscano

11
trenta volte
più 
luminoso
del sole

Figure 3: Tape Mark I as a path on a graph.

graph, where some vertices are densely connected).
Such a topology seems to suggest a sort of uniform
distribution of the elements, that more or less share
the same rank. The graph represents all the virtual
sequencing possibilities of the system as it takes into
account also the Step II constraint on adjacent ele-
ments from different groups. An automatic visual-
ization (using the Python-based Nodebox package)
of a possible poem as a path on the graph is shown
in Figure 3, where the vertical axis represents groups
(the group is an attribute of vertices), the horizontal
one represents elements, and each vertex is labeled
on top with the sequence index (starting from 1 in
group III, element 3).

Such a modelization by means of a graph defines
a possible syntax, and explicitly aims at introduc-
ing a generative perspective, where each path on the
graph is a possible poem. Being the graph cyclic,
theoretically a path can be infinite, and the same
vertices may be traversed more times. Here Step
I comes into play, as it states (but this can be as-
sessed only taking into account the implementation,
as we will see) that no repetitions are possible. So
Figure 3 shows a path with no repetitions, as ver-
tices –once traversed– are no more available. This
constraint results in various valid paths for a maxi-
mum of 15 vertices, the shortest valid paths having
length = 8. Indeed, the graph model reported in Fig-
ure 2 can be thought as a grammar, as it falls in the
set of the regular grammars in the Chomsky hierar-
chy, i.e. the simplest form of generative grammar,
which is equivalent, in the recognition process, to a
finite state automaton (Hopcroft et al., 2006). Such
a simple grammar modelization poses an interest-
ing question: was Balestrini in need of a computer?

By drawing a graph on a paper sheet, the handmade
generation of sequences is not a big deal. The key
point is that Balestrini is not thinking in terms of
a grammar-based model1. So, even if Balestrini’s
algorithm as provided by the “instructions” can be
easily modeled as a generative procedure, it was not
thought in these terms. Rather than in a generative,
syntactic fashion, Balestrini was thinking in a com-
binatorial one. The graph model indicates that the
maximum length of a sequence is 15. But the final
poem is much longer (six stanzas of six verses). This
can be understood only by inspecting the low level
algorithm, that explains instruction I.

4 Tape Mark I: low-level model

Apart from the “instructions” section, the descrip-
tion of Tape Mark I reported in the Almanacco Bom-
piani (Morando, 1962) contains a section called
Elaborazione del Calcolatore [computer process-
ing]. It shows a complex flowchart (see Figure 4)
that was probably completely opaque to the readers
and intended only to document the “esoteric” low-
level machine level, while the plain language “in-
structions” were its “exoteric”, high-level side. Nev-
ertheless, the flowchart allowed us for a more precise
reconstruction of the original system2.

The original program for Tape Mark I was written
in the IBM 7070 assembler called AUTOCODER
(IBM, 1961). From the description and by inspect-
ing the flowchart of the low-level algorithm, we
can reconstruct the memory organization adopted by
the programmer (the engineer Alberto Nobis). The
memory was organized in four tables, called Table-
A, Table-B, Table-C and, not mentioned in the text,
Table-(d) (see Figure 5). Table-A contains the orig-
inal text fragments, i.e. each cell contains an ele-
ment (1 → 15). A notable consequence is that each
cell has a variable length. Table-B contains point-
ers, i.e. each cell contains two pointers to the begin-
ning and to the end positions in Table-A (in Table-
B, Bn and En respectively indicating BEGIN and
END), of a specific element. Table-C contains four

1It might be noted that Chomsky’s Syntactic structures
was published only four years before (1957). Nevertheless,
Balestrini (Morando, 1962) explicitly mentions grammars as a
future reference for his work.

2Other information on the technical aspects, probably from
an interview to Nobis, are reported by (Comai, 1985).
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Figure 4: Flowchart by A. Nobis showing the memory proce-

dures for table filling and result testing in the AUTOCODER

implementation.

distinct data: (i) the head code of a specific element
(HC); (ii) the tail code of the element (TC); (iii) the
group to which the fragment belongs to (Gr); (iv) the
position in Table-B of the pointer (BnEn). Finally,
Table-(d) contains the combination of the positions
of the Table-C, which correspond to the combination
that has been initially extracted from a permutation
of 10 over 15 elements. That is, Table-(d) contains
a serie of indexes [1, . . . 15] that represents the ele-
ments to be permuted at the initialization phase of
each cycle.

By this organization of the memory we under-
stand that the low-level algorithm essentially works
on pointers, i.e. the permutation of the fragments
essentially consists of a permutation of memory po-
sitions of Table-C, and each possible combination
extracted from this permutation is essentially a se-
quence of 10 positions (pointers) of the Table-C.

1 B1     |       E1

B15     |       E15

HC|TC|Gr|B1E1

HC|TC|Gr|B15E15

1 2 9

7 12 5

A B C (d)

15

...

...

9 B9     |       E9 HC|TC|Gr|B9E9

Figure 5: Memory organization of Tape Mark I implemented

algorithm.

Here the number 10 comes into play, the one that
was mysteriously mentioned by Balestrini in the “in-
structions”. It is not clear why Balestrini introduces
this constraint, and both aesthetic (high-level) and
technical (low-level, due to pressing memory con-
straints on the IBM 7070) explanations are possi-
ble. This means that the whole process at each run
takes into account (and generates) a 10−element se-
quence. This memory organization probably also
explains why elements are always provided with two
head and two tail codes. The latter feature may be
seen as a feedback constraint from low- to high-level
(i.e. the “instructions”). To have a variable number
of head and tail codes would have meant to define a
further pointer table to take into account their vari-
able length.

5 The simulation experiment

The flowchart in Figure 6 is the conceptual schema
of Tape Mark I and formalizes the steps performed
both by the human (“author”) and by the machine.
In step I (“Generation”), the algorithm starts from

Generation

Filtering

Segmentation

Revision

- computer 
- formalized

- author
- formalized

- author
- not formalized

I

II

III

IV

Assemblage
- author
- not formalized

V

Figure 6: The conceptual schema of the Tape Mark I artwork
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a permutation of the 15 fragments (provided by the
programmer) and computes a specific combination.
This means that the algorithm follows a brute-force
approach, without any notion of valid sequence. In
step II (“Filtering”), the computer removes the com-
binations that do not respect the rules expressed by
the high-level algorithm. Step III is dedicated to
the assemblage of valid sequences. The previously
reconstructed methodology, strongly constrained by
memory allocation techniques on the IBM 7070 and
by AUTOCODER specifications, makes clear that
the whole poem cannot be generated in one single
run of the program, as the single run outputs a 10-
element sequence. Thus, the poem is an assem-
blage of various outputs, an operation executed by
Balestrini, that selects a number of combinations to
be used together to produce the final opera3. In step
IV (“Segmentation”), the author segments the com-
bination in order to respect the chosen metrical con-
straints, i.e. 6 stanzas of 6 verses; In step V (“Re-
vision”), the author adjusts a number of words in
order to satisfy morphosyntactic constraints in the
final text (e.g. verb-subject and number agreement).

One of the main goals of this paper is to under-
stand the effort of the author, in other words what is
the contribution of the poet in the Tape Mark I “elec-
tronic poem” (as computer-based poetry was called
at times).

The most unclear point in the Balestrini’s work
is step I. Indeed, this step consists of two sub-
processes: I-a) generate one permutation P of the
15 elements among the 15! possible permutations
(1.307.674.368.000); I-b) generate all the possible
combinations of 10 elements from P (i.e. with-
out repetitions and permutations (Mazur, 2010)): for
each P there are 3003 (C(15 : 10) where C is the
binomial coefficient) possible combinations4.

The total number of possible outputs of Tape
Mark I’s step I is huge: P (15) ∗ C(15 : 10) =
3, 926, 946, 127, 104, 000. However, many of these
sequences are identical, since the number of dis-
tinct sequences is P (10) ∗ C(15 : 10) =

3This is evident in the poem by comparing the final verse of
first stanza with the initial verse of the second one. They both
belong to the same group (II), so the non-adjacent constraint of
instruction II does not apply, as they are generated from two
runs.

4(Balestrini, 1962) incorrectly reports 3002.

10, 897, 286, 400. Finally, the total number of
“valid” sequences, i.e. sequences respecting the
constraints of instructions II and III, that we com-
puted by generation and test, is 65, 284, 636.

One of the goals of the simulation is to understand
how often the Tape Mark I was able to produce a
valid sequence of fragments in output. So, we have
implemented a program which reproduces the steps I
and II of the flowchart in Figure 6. The original Tape
Mark I program was able to generate the 3003 possi-
ble combinations of a single permutation in 660 sec-
onds on the IBM 7070. We have implemented an op-
timized version of the same process by using C++:
this program runs in 0.01 seconds on a modern lap-
top (4GB ram, i7 2GHz processor) to generate and
test the 3003 possible combinations of a single per-
mutation.5 However, also with this fast program, we
would need 414 years to test all the possible 15! per-
mutations. So we decided to perform an experiment
on ten millions random permutations of the 15 ele-
ments: for each permutation, we counted how many
of the 3003 combinations were valid, i.e. how many
combinations satisfy the constraints expressed in the
high-level model. In this way, we can figure how of-
ten the original program produced an output that the
poet could modify in the steps III and IV and V of
Figure 6.
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Figure 7: The number of occurrences of valid combinations

found in 10 millions random permutations of the 15 elements.

We found that statistically half of the times all the
3003 combinations extracted from a permutation do
not satisfy the required constraints. However, we
also found that the maximum number of valid com-
binations from one single permutation was 1126 (see
the logarithmic graph in Figure 7). So, this simula-

5A first, non optimized version was implemented in Clojure
and required 0.1 seconds.
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tion confirms that in order to produce Tape Mark I
the poet needed to run the program several times,
adopting a severe trial and test procedure. Figure
8 shows an excerpt of the raw output of the sys-
tem once printed on paper6. Three outputs of 10
elements are shown, the one on top is annotated to
allow the reader to follow the chaining mechanism
based on head and tail codes.

6 Balestrini vs computational creativity

In the light of the archaeological focus of our con-
tribution we will not directly question the notion
of computational creativity, rather we will discuss
some aspects of Balestrini’s work in relation to
his computational practice and its critical reception.
That is, we will address the question: what is (ante
litteram) computational creativity for Balestrini in
the Neo-avantgarde context of the ’60s? In the fol-
lowing we identify some key features.

Formalization and metalanguage: a metalin-
guistic tension is a defining element in Balestrini’s
work, as content is subordinate to the explicit op-
erations at the basis of its generation. The sec-
ond poem collection by Balestrini is titled Come si
agisce (“How to act”) and its final section is a table
that precisely specifies how the poems in the col-
lection were created, and thus how to possibly cre-
ate other, new poems: thus, “poetry is an operation,
the poet shows, precisely, how to act” (Brancale-
oni, 2007, 125). Not by chance, Tape Mark I has
been overtly described in the Almanacco. To for-
malize the poetic operation -as noted by Sanguineti,
poet but also prominent critic of the avantgarde-
the use of the computer is in some sense a natu-
ral consequence of such an aesthetics: “electronic
poetry is [...] the natural extreme outcome” of a
similar aesthetics (Sanguineti, 1965, 72)7; Materi-
ality of language: language, primarily on its ex-
pressive surface, and secondarily in relation to the
conveyed content, is the matter of poetry. The po-
etry is intended on the one hand to demystify lan-
guage by suspending its actual practicality, on the

6Initially, generated data were stored on magnetic tape,
hence the name of the work. The final print was on a 63.74
meter continuous roll (Morando, 1962).

7Interestingly, (Colton et al., 2014) argue the relevance for
the user to meta-linguistically document computational creative
processes.

other hand to drastically destroy meaning, in order
to reach Barthes’ “Degree Zero” of language, the
level of its materiality (Brancaleoni, 2007). Com-
puters allow to directly target this goal by efficiently
providing symbol manipulation;

Redefinition of the role of the reader: thanks
to digital printing, in the new Italian and English
editions of Balestrini’s novel Tristano (2015-16)
(Balestrini, 2015; Balestrini, 2016), each copy is dif-
ferent from any other, thus reaching his original pur-
pose, i.e. to escape “the rigid determinism of the
mechanical Gutenberg printing process” (Balestrini,
2015). In the preface of the novel, Eco has individ-
uated three radically different “roles of the reader”
(Eco, 1984) implied in such a literary device, that
indeed are at stake also in the case of Tape Mark I.

1. pick up a copy and read it as if it were original
and unchangeable;

2. find multiple copies and retrace the different
outcomes of combinatorics;

3. choose one among the many texts on the basis
of the reader’s evaluation criteria (Balestrini,
2015).

Such a dispersion of roles is possible only in case of
usage of computer-controlled generative processes;

System vs text as a value for the open work:
while poetry is typically placed at the text level, in
Balestrini’s approach it is the (generative) system at
its origin that is considered in itself as a value, as
the project is to undermine the dogma of the origi-
nal, unique and definitive literary work. As noted by
Eco,“the whole work resides in its variations, even
in its variability. The electronic brain has made an
attempt to create an open work” (Eco, 1962, 185)8.
Hence the relevance of permutation, made possible
only by computational means, as an exhaustive de-
ployment of all the possible outcomes. Another his-
torical example of such a permutative fury is Que-
neau’s Cent mille milliards de poèmes, that was pub-
lished exactly in the same year of Balestrini’s Tape
Mark I. Queneau, one of the founders of Oulipo,
devised a typographical setting in which each sheet
was cut into stripes. By turning the stripes, new po-
ems emerge from the combinations of various lay-

8Here Eco is referring to his notion of “open work” as a sys-
tem of interpretative possibilities, that was originally published
exactly in 1962 (Eco, 1989).
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Figure 8: An excerpt of the raw output (four 10 element runs). On top, an annotated sequence showing the group and relative

element index.

ers. It is interesting to note that Queneau aimed
at creating “une sorte de machine à fabriquer des
poèmes” (Queneau, 1961).

Poet as a distributed demiurge: as noted by
Sanguineti, “the divine fury of the poet [...] is
converted into the infinite technical possibilities of
the electronic instrument, elected both as the imag-
inative stimulus and as the practical manufacturer”
(Sanguineti, 1965, 75). Hence the subject gains a
role of mediator, and it is distributed at various lev-
els, in a shared association with machine’s symbolic
agency. Subjectivity thus emerges:

• in the choice of materials, both in terms of the
source texts and their cutup;
• at the syntactic level (the definition of the gram-

mar, even if the term does not properly apply);
• in the selection and assemblage of the outputs

and in the final revision (punctuation and syn-
tactic agreement)9.

To sum up, it is worth emphasizing again San-
guineti’s observation: computational poetry is the
natural extreme outcome of such an aesthetics. In
the case of Tape Mark I creativity is intrinsically
computational as it is intrinsically shared between
man and the machine.

7 Conclusions

Our aim was to inspect into details a substantially
well documented example of computer-generated
poetry. A first interesting result is that low-level
features, that depends on available technology at a
certain historical time, have a crucial impact on the

9In any case, Balestrini was positive on a future automatiza-
tion of the Revision step (Morando, 1962).

output, as evident in the friction, so to say, between
high- and low-level algorithms. Is Tape Mark I a
good example of computer-generated poem? The
answer to this question is simply yes, as Tape Mark
I, far from being an experiment, is a crucial case,
highly considered in literature (hence, its interest).
And, thus, can the operations at its basis be consid-
ered relevant for a general model of computer po-
etry? The procedures devised by Balestrini are in-
trinsically local to his aesthetic vision and to the his-
torical context (including the technological one, as
we discussed). In this sense, our study seems to
suggest that, differently from natural language, the
results of poetry (and of all aesthetic objects) must
be assessed in relation to its Wirkungsgeschichte
(Gadamer, 2004), that is, the history of its effects
on a certain community.

References
Oscar Alicicco, Laura Mastroddi, and Federica Ro-
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La testa premuta sulla spalle, trenta volte
più luminoso del sole, io contemplo il loro ritorno

finché non mosse le dita lentamente e, mentre la moltitudine
delle cose accade, alla sommità della nuvola

esse tornano tutte, alla loro radice, e assumono
la ben nota forma di fungo cercando di afferrare.

I capelli tra le labbra, esse tornano tutte
alla loro radice, nell'accecante globo di fuoco

io contemplo il loro ritorno, finché non muove le dita
lentamente, e malgrado che le cose fioriscano
assume la ben nota forma di fungo, cercando

di afferrare mente la moltitudine delle cose accade.

Nell'accecante globo di fuoco io contemplo
il loro ritorno quando raggiunge la stratosfera mentre la moltitudine

delle cose accade, la testa premuta
sulla spalla: trenta volte più luminose del sole

esse tornano tutte alla loro radice, i capelli
tra le labbra assumono la ben nota forma di fungo.

Giacquero immobili senza parlare, trenta volte
più luminosi del sole essi tornano tutti

alla loro radice, la testa premuta sulla spalla
assumono la ben nota forma di fungo cercando

di afferrare, e malgrado che le cose fioriscano
si espandono rapidamente, i capelli tra le labbra.

Mentre la moltitudine delle cose accade nell'accecante
globo di fuoco, esse tornano tutte

alla loro radice, si espandono rapidamente, finché non mosse
le dita lentamente quando raggiunse la stratosfera

e giacque immobile senza parlare, trenta volte
più luminoso del sole, cercando di afferrare.

Io contemplo il loro ritorno, finché non mosse le dita
lentamente nell'accecante globo di fuoco:
esse tornano tutte alla loro radice, i capelli

tra le labbra e trenta volte più luminosi del sole
giacquero immobili senza parlare, si espandono

rapidamente cercando di afferrare la sommità.

Head pressed on shoulder, thirty times 
brighter than the sun I envisage their return, 
until he moved his fingers slowly and while the multitude 
of things comes into being, at the summit of the cloud 
they all return to their roots and take on 
 the well known mushroom shape endeavouring to grasp.
     
Hair between lips, they all return 
to their roots, in the blinding fireball
I envisage their return, until he moves his fingers 
slowly, and although things flourish 
takes on the well known mushroom shape
 endeavouring  to grasp while the multitude of things  comes into being.

 In the blinding fireball I envisage
 their return when it reaches the stratosphere while the multitude
 of things comes into being, head pressed
 on shoulder, thirty times brighter than the sun
 they all return to their roots, hair
 between lips takes on the well known mushroom shape.

 They lay motionless without speaking, thirty times 
 brighter than the sun they all return 
 to their roots, head pressed on shoulder 
 they take on the well known mushroom shape endeavouring 
 to grasp, and although things flourish 
 they expand rapidly, hair between lips.

 While the multitude of things comes into being in the blinding 
 fireball, they all return 
 to their roots, they expand rapidly, until he moved 
 his fingers slowly when it reached the stratosphere 
 and lay motionless without speaking, thirty times 
 brighter than the sun endeavouring to grasp.

 I envisage their return, until he moved his fingers 
 slowly in the blinding fireball,
 they all return to their roots, hair
 between lips and thirty times brighter than the sun 
 lay motionless without speaking, they expand 
 rapidly endeavouring to grasp the summit.

Figure 9: Tape Mark I. The Italian original version and the English translation (from Balestrini, 1968).
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