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Abstract

Policy agenda research is concerned
with measuring the policymaker activities.
Topic classification has proven a valuable
tool for policy agenda research. However,
manual topic coding is extremely costly
and time-consuming. Supervised topic clas-
sification offers a cost-effective and reli-
able alternative, yet it introduces new chal-
lenges, the most significant of which are
the training set coding, classifier design,
and accuracy-efficiency trade-off. In this
work, we address these challenges in the
context of the recently launched Croatian
Policy Agendas project. We describe a new
policy agenda dataset, explore the many
system design choices, and report on the in-
sights gained. Our best-performing model
reaches 77% and 68% of Fy-score for ma-
jor topics and subtopics, respectively.

1 Introduction

Understanding politics means understanding what
political actors are saying and writing (Grimmer
and Stewart, 2013), i.e., understanding the content
of the messages. Accordingly, content analysis
plays an important role in political science (Holsti,
1969; Weber, 1990; Krippendorff, 2012). Proba-
bly the most prominent form of content analysis
is topic classification. In topic classification, the
individual documents are assigned to a limited set
of categories. Once documents have been assigned
categories, they can be searched more efficiently
than when using traditional keyword-based meth-
ods. Moreover, categories are a prerequisite for the
analysis of patterns and changes in political content
across time. As noted by, among others, Hillard
et al. (2007), reliable topic classification can save
significant research time.
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One strand of research in which topic classifica-
tion has proven beneficial is the analysis of policy
agendas (Kingdon and Thurber, 1984): the set of
issues arising in the decision-making process. The
main idea is that the frequency with which the
issues occur in political texts can be used as a mea-
sure of policy attention. This strand of research has
been particularly influenced by the Policy Agen-
das Project (PAP), initiated by Bryan Jones and
Frank Baumgartner in 1993, with the intention to
track changes in policy activity within particular
areas of policy-making over longer periods of time
(John, 2006)." The main issue PAP addressed is
that of reliably measuring the policymaker activ-
ities across time. To this end, PAP developed an
exhaustive and consistent codebook comprised of
19 major topic and 225 subtopic codes, by which
all policymaker activities were categorized. Build-
ing on this idea, the Comparative Agendas Project
(CAP) (Bevan, 2014) extended the PAP codebook,
originally developed for the United States.> While
PAP was focused on ensuring longitudinal measure-
ment reliability, CAP extended this methodological
framework to also study policy changes compara-
tively, across time and space (countries). The CAP
codebook consists of 21 major topics and more than
200 subtopics, used for coding of political texts for
over 18 countries. Consequently, CAP-coded data
have been used as the primary source for a number
of policy agenda studies (e.g., Baumgartner et al.
(2006)), and have been a foundation for one of the
largest and most productive research networks in
political science.

The perennial problem of topic classification —
and content analysis in general — is the sheer vol-
ume of political texts. Manual coding is extremely
time-consuming and costly, and thus does not scale

"http://www.policyagendas.org
http://www.comparativeagendas.info
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to large text collections. Consequently, as pointed
out by Grimmer and Stewart (2013), analyzing
large text collections is impossible for all but the
most well-funded projects. Moreover, manual cod-
ing can be unreliable and inconsistent. For this
reason, social scientists are increasingly relying on
automated topic classification (ATC) (Purpura and
Hillard, 2006; Quinn et al., 2006; Hillard et al.,
2008; Quinn et al., 2010). ATC has two compelling
advantages over human coding (Benoit, 2011): re-
liability and efficiency.

From a computational perspective, ATC is an
instance of a more general text categorization task
(Sebastiani, 2002), which falls within the purview
of natural language processing and machine learn-
ing. The task is typically framed as a supervised
machine learning problem, either multi-class (a
single topic per document) or multi-label (multi-
ple topics per document). Note that policy agenda
research typically adopts the single-topic approach.

While arguably more efficient than human cod-
ing, ATC does come with its problems. First and
foremost, ATC does not get around the problem of
validity: ATC generally cannot detect nuances in
the text as well as a human can, thereby limiting the
validity of content analysis results. Secondly, there
are a number of practical challenges involved in set-
ting up a high-performance ATC system. Building
an ATC system requires a high-quality manually
coded dataset with a sufficiently large coverage.
Furthermore, there are a lot of design choices in-
volved, which greatly affect the system’s perfor-
mance. In the end, one does typically not want to
compromise the quality otherwise obtainable by hu-
man coding, which means that a trade off has to be
found between accuracy and human coding effort.
This can be done by estimating the confidence of
classifier decisions for each individual document,
and then forwarding to a human coder the (hope-
fully small) subset of documents for which the de-
cision confidence is low. For this to work, however,
we need reliable estimates of classifier confidence,
which turns out to be far from trivial.

In this work, we address the above challenges
in the context of automatic topic classification of
Croatian political texts. We first present a new
dataset, built within the Croatian Policy Agendas
Project, and a first such dataset for Croatian. The
dataset has been manually coded according to the
CAP codebook, with additional measures taken
to ensure reliability. An additional challenge lies
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in the fact that the dataset consists only of titles,
which further exacerbates the data sparsity problem.
We use this dataset to train and evaluate a number
of text classification models, also experimenting
with two problem-specific extensions. Finally, we
consider various confidence estimation strategies.
The main research questions we answer are as fol-
lows: (1) Can we use the hierarchical structure
of our topic scheme to improve classification per-
formance?; (2) Can we make use of idiosyncratic
coding rules?; and (3) What confidence estimation
strategy gives best accuracy-efficiency trade-off?
We hope that the lessons learned from these experi-
ments will be useful to others working on the same
or similar task for other languages.

The rest of the paper is structured as follows.
In the next section, we briefly review the related
work on ATC. In Section 3, we describe the Croat-
ian Policy Agendas Project and the corresponding
dataset. Section 4 focuses on the classification
models. In Section 5, we present the experimental
results. Section 6 concludes the paper and outlines
future work.

2 Related Work

The use of supervised topic classification for policy
agenda research has been introduced by Purpura
and Hillard (2006). The authors presented a system
that classifies the Congressional Bills according
to the PAP codebook. Their system is a two-level
support vector machine (SVM) with word features
weighted by pointwise mutual information. The
authors conclude that the system performs “about
as well as humans would be expected to perform.”

In subsequent work, Hillard et al. (2008) exper-
iment with a number of classifiers (Naive Bayes,
SVM, BoosTexter, and MaxEnt), achieving high
prediction accuracies across the different algo-
rithms, with SVM emerging as the winner (88.7%
and 81.0% accuracy on major topics and subtopics,
respectively). Furthermore, they experiment with
voting ensembles and investigate the accuracy-
efficiency trade-off. While their experiments in-
dicate that the improvement by ensemble voting is
negligible, they also indicate that combining clas-
sifier decisions provides a key indication of classi-
fication confidence, which in turn can be used to
lower the cost of improving accuracy. In particu-
lar, they demonstrate that inspecting and manually
coding 20% of bills (about 1300 documents) where
all three classifiers disagree boosts accuracy from



78% to 87%. Similarly, Collingwood and Wilker-
son (2012) show that accepting decisions where at
least three classifiers agree results in 86% average
agreement at about 85% coverage.

The key idea behind the accuracy-efficiency
trade-off is to reject the automatic classification
of documents on which the classifiers exhibit low
confidence. The alternative way to mitigate the
cost of human coding is to incorporate the classi-
fier in the coding process up front, in a so-called
active learning setup. In active learning, the classi-
fier confidence is used as a signal to guide the hu-
man coder which documents to code next, yielding
larger accuracy improvements with lower coding
effort. Hillard et al. (2007) show that, when com-
pared to random sampling, active learning leads to
a statistically significant 3% accuracy increase on
the Congress Bills dataset.

Albeit our work focuses on supervised topic clas-
sification, for completeness we note that there ex-
ists a valuable body of work on the use of unsuper-
vised topic classification from political texts. This
strand of research mostly revolves around the use
of topic models (Blei, 2012), e.g., (Quinn et al.,
2006; Quinn et al., 2010; Grimmer, 2010). Other
lines of research consider the estimation of cate-
gory proportions instead of assigning single topics
to documents (Hopkins and King, 2010), as well as
the use of dictionaries for single- and multi-topic
classification (Albaugh et al., 2013).

3 The Croatian Policy Agendas Project

The Croatian Policy Agendas project was launched
with the aim of better understanding the changes in
policy activity and policy priorities in a new democ-
racy. The project is part of a large body of political
agenda research that started with the Policy Agen-
das and Congressional Bills projects in the United
States (E Adler and Wilkerson, 2006; John, 2006),
and which has recently evolved into the Compara-
tive Agendas Project (CAP) — a growing network
of national projects in 17 countries. All national
projects focused on manual topic coding of vari-
ous policy documents such as legislation, political
speeches, judicial decisions, media content, or pub-
lic opinion. Regardless of the type of documents
and observations, all materials were coded accord-
ing to the CAP master codebook with 21 top-level
(major) topic codes (shown in Table 1) and over
200 subtopic codes. The standardized coding sys-
tem enables (1) the capturing of the policy focus of

14

Code  Major topic
1 Domestic Macroeconomic Issues
2 Civil Rights, Minority Issues, and Civil Liberties
3 Health
4 Agriculture
5 Labor and Employment
6  Education
7  Environment
8  Energy
9  Immigration and Refugee Issues
10  Transportation
12 Law, Crime, and Family Issues
13 Social Welfare
14  Community Development and Housing Issues
15 Banking, Finance, and Domestic Commerce
16  Defense
17  Space, Science, Technology, and Communica-
tions
18  Foreign Trade
19 International Affairs and Foreign Aid
20  Government Operations
21  Public Lands, Water Management, and Territorial
Issues
23 Cultural Policy Issues

Table 1: Top-level policy topics (major topics)

each observation, regardless of its source (Bevan,
2014), and (2) comparison of policy agendas across
countries and regions.

3.1 Data Collection

The data gathering for the Croatian Policy Agen-
das project began in June 2015 and has so far re-
sulted in a collection consisting of titles® of (1)
all documents published by the National Gazette
from January 1990 to December 2015 (all legal acts
of the Parliament, the Government, and the Pres-
ident), (2) all agendas of the Croatian Parliament
and Croatian Government, and (3) parliamentary
questions. All document titles were merged into
a single dataset, totaling over 100,000 title units.
A subset of these were chosen for manual topic
coding. It is worth pointing out that a large portion
of documents from our collection are restricted ac-
cess documents (e.g., minutes of the Government
cabinet meeting), hence working with titles is the
only option in such cases. In contrast, for publicly
accessible documents, the content analysis could
also be extended to full texts; we leave this option
for future work.

*Whenever possible, CAP datasets include a link to orig-
inal documents and complementary text that was used for
classification. In some countries, full access to digitized docu-
ments was possible. In most cases, however, including Croatia,
only document titles were available.



Measure CS#1 CS#2 CS#3 CS#4
Percent agreement ~ 81.5 81.2 80.6 85.4
Fleiss’ k 0.61 0.61 0.60 0.70
Krippendorff’s o 0.61 0.62 0.60 0.70

Table 2: Calibration inter-annotator agreement

3.2 Coding Procedure

We devised the coding procedure so to ensure high
reliability of the data. To this end, we split the
coding procedure into several sessions, with check-
points between them. The coding was carried out
by thirteen students of political science and legal
studies. After the initial training session, whose
purpose was to introduce the students to the task
and explain the coding guidelines, all thirteen stu-
dents coded four small calibration sets, each con-
sisting of 50 titles (a total of 200 titles). The cali-
bration step allowed us to (1) identify which topics
require a more detailed explanation and provision
of examples from the codebook and (2) measure
the inter-annotator agreement (IAA). We show the
IAA on the four calibration sets (CS) in Table 2.
After the calibration session, we prepared a sam-
ple of document titles for further coding. To ensure
that there is a sufficient variation across subtopics,
we used stratified random sampling to select 7300
titles, accounting also for the source of the doc-
ument (National Gazette, parliamentary sessions
agenda, government weekly meetings agenda, or
parliamentary questions). This introduces a vari-
ance across the topics and document types, which
differ greatly in vocabulary and form of the titles.
The main coding session was carried out in four
phases. First, each document title was coded inde-
pendently by two out of thirteen students, where
students were asked to take notes and tag the ex-
amples they consider problematic. In the sec-
ond phase, we split the thirteen students into four
groups and considered only the titles where coders
disagreed in the first coding phases, as well as titles
tagged as problematic by at least one of the coders
(even if they agreed on the code). Each title on
which the coders disagreed or which was tagged
as problematic in the second phase was indepen-
dently coded by two out of four groups. In the
third coding phase, three political sciences experts
independently coded all titles where codings by
two student groups differed. Finally, the disagree-
ments remaining after the third coding phase were
discussed and resolved by consensus by the three
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Measure Phase#1 Phase#2 Phase#3
Percent agreement 51.2 79.7 83.0
Cohen’s k 0.51 0.79 -
Fleiss’ k - - 0.87
Number of coders 2 2 3

Table 3: Inter-annotator agreement

experts. Table 3 shows the IAA measures for each
of the coding phases. We make the manually coded
dataset freely available.*

Table 4 gives some examples from the dataset.
Particularly interesting are the titles that belong
to the 00 subtopic (General): these are either
(1) too general to be categorized in any of the
more specific subtopics or (2) pertaining to two
or more different subtopics. Also interesting is the
99 subtopic (Other), assigned to titles on a well-
defined subtopic not covered by the CAP codebook.

4 Topic Classification Models

Following Purpura and Hillard (2006) as well as
Hillard et al. (2008), we frame the topic classifica-
tion task as a supervised multi-class classification
problem. Solving this problem involves a number
of design choices: choosing from among different
machine learning algorithms, multi-class classifi-
cation schemes, and methods to handle hierarchy.
While our study is far from exhaustive, we do ex-
plore a reasonable number of options.

4.1 Text Preprocessing

We apply the typical text categorization preprocess-
ing pipeline: we tokenize all documents, lemmatize
the words using an automatically acquired morpho-
logical lexicon built by Snajder et al. (2008), and re-
move all stopwords (non-content words). We chose
to lemmatize because Croatian is an inflectionally
rich language, and prior research (Malenica et al.,
2008) has shown that lemmatization improves clas-
sifier performance. We do not apply any further
preprocessing such as parsing, as syntactic features
are very sparse and would require much more data
to yield any benefits.

4.2 Algorithms and Schemes

There are three approaches to multi-class classifi-
cation. One option is to use a classifier that can
naturally handle multiple classes, such as the Naive
Bayes. The other two options rely on decomposing

*nttp://takelab.fer.hr/data/apa



Title (Croatian)

Title (English)

Odluka o imenovanju ministra financija

Odluka o suglasnosti za poveéanje cijena
elektri¢ne energije

Pravilnik o socijalnom zbrinjavanju usel-
jenika i povratnika

Zakon o postupanju s nezakonito iz-
gradenim zgradama

Pravilnik o pradenju emisija oneciscu-
jucih tvari u zrak iz nepokretnih izvora

Appointment decision for the finance
minister position

Decision of approval for the increase in
electricity prices

Regulation of social care for immigrants
and returnees

Law on the treatment of illegally con-
structed buildings

Regulation of tracking air pollutants
emissions from immobile sources

Code Major topic / Subtopic
1500  Finance / General
802  Energy / Electrical Energy
1399  Social Welfare / Other
1401 Community Development /
Housing
705  Environment topic / Air Pol-

lution

Table 4: Example titles and their codes from the Croatian Policy Agendas Project data set

a multi-class problem into a series of binary classi-
fication problems. The one-vs-one (OVO) scheme
works by training one binary classifier for each pair
of classes. The prediction for an instance is ob-
tained by voting of the individual binary classifiers.
In contrast, in the one-vs-rest (OVR) scheme, we
train for each class one binary classifier separating
that class from all the other classes. An instance is
classified into the class for which the corresponding
classifier confidence is the highest.> The OVO and
OVR schemes apply a divide-and-conquer strategy
as they break up one difficult multi-class problem
into many smaller and simpler binary problems.
However, the downside of these schemes is that
they introduce a large number of classifiers, conse-
quently making the training resource-intensive.

In this work we consider a number of different
algorithms and schemes, as follows.

LR-OVO. For this model, we use a binary logis-
tic regression classifier implemented in the LIB-
LINEAR package (Fan et al., 2008), coupled with
the OVO scheme.® To avoid overfitting, we opti-
mize the hyperparameter C on a held-out validation
set. Moreover, we perform implicit feature selec-
tion using L1-regularization, enforcing feature spar-
sity. The logistic regression classifier predicts class
probability, which can be used directly as a mea-
sure of classification confidence. To accommodate
the multi-class setup, we compute the confidence
for class c as the average of confidences of all pair-
wise classifiers that include c.

SWe note that there are many variants of the OVO and
OVR schemes; the interested reader is referred to (Galar et al.,
2011) for an overview.

SWe also experimented with the SVM algorithm from the
same library and found the logistic regression to perform
slightly better on our dataset. For the sake of brevity, we omit
the SVM results.
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LR-OVR. This model is the same as LR-OVO,
but employs the OVR multi-class scheme. The
confidence for class c is simply the confidence of
the binary classifier corresponding to that class.

GNB. A Naive Bayes (NB) model with numeri-
cal feature vectors, where the class likelihoods are
modeled using Gaussian distributions. We make
the usual simplifying assumption of a diagonal and
shared covariance matrix. We note that for text clas-
sification a multinomial NB is more often used than
a Gaussian NB. The motivation for using a Gaus-
sian version is that we wanted all our classifiers to
work with identical (numeric) feature vectors.

XGB. We experiment with the extreme gradient
boosting algorithm (Chen and Guestrin, 2016). It
is a decision tree-based algorithm, which aims to
obtain “strong” classifiers by combining a large
number of “weaker” ones. To avoid overfitting, we
optimize the eta and numrounds hyperparameters
on a held-out validation set.

4.3 Hierarchical Classification

The CAP codebook is a two-level taxonomy, featur-
ing 21 major topics and more than 200 subtopics.
Although we are ultimately interested in classify-
ing documents into subtopics, we can leverage the
hierarchical structure to decompose the multi-class
problem into two separate classification problems,
one for each hierarchy level. The assumption is
that the separate problems are easier to solve than
the original joint problem.

In line with common practice, we use the top-
down level-based approach, in which one flat clas-
sifier is trained for each level of the hierarchy. We
train a classifier to discriminate between major top-
ics and, for each major topic, one classifier to dis-
criminate between its subtopics. At prediction time,
the straightforward approach would be to apply the



top-level classifier first to obtain the major topic,
and then apply the corresponding second-level clas-
sifier to obtain the subtopic. The obvious downside
is that the error propagates: if the model makes a
mistake at the major topic level, it cannot be un-
done. To mitigate this, we linearly combine the
confidences from both levels:

J(ts0) = confy () + - confa(s) (D)

where ¢ is a major topic, s; is its subtopic, and
conf,, is the confidence of the classifier at level n.
Using the joint confidence derived by f softens the
strict two-level split and may alleviate error propa-
gation issues. Furthermore, it allows us to weigh
decisions from different levels differently. The intu-
ition behind this is that we expect decisions on the
first level to be more confident as (1) there is more
training data and (2) the differences between ma-
jor topics are more prominent than the differences
among subtopics within one major topic.

In our models, we calculate f for all possible
major topic/subtopic pairs and classify the docu-
ment into the subtopic that maximizes f. We opti-
mize « on a held-out validation set. We denote the
hierarchical versions of our models as LR-OVO-
H, LR-OVR-H, LR-GNB-H, and LR-XGB-H. To
account for the possibility that a non-hierarchical
approach works better on our dataset, we also build
a flat LR-OVR model trained directly on all 208
subtopics, denoted LR-OVR-F.

4.4 Features
We use the same set of features for our models:
e Lemmas — we weigh each lemma [ using the

tf-idf weighting scheme:

D
{d |1 d}
where freq is the frequency of [ in the docu-
ment, while D is the set of all documents;

tfidf (1) = freq(l) - 2)

Bigrams — binary features for 300 most fre-
quent bigrams in the data set;

Word2vec — we use distributed word repre-
sentations proposed by Mikolov et al. (2013),
derived by applying the word2vec tool on
the hrWaC web-corpus (Ljubesi¢ and Erjavec,
2011). Following Mitchell and Lapata (2010),
we compute the composed semantic represen-
tation of a document as the sum the vectors
of its content words. The resulting vector of
length 300 is fed as input to our models.
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While we do not perform explicit feature se-
lection, it is performed implicitly by the L1-
regularization in LR-based models, and also in the
XGB model, which embeds feature selection.

4.5 Postprocessing Rules

The second extension we consider is the application
of postprocessing rules. These are meant to enforce
two specific coding principles, also prescribed in
the coding guidelines:

1. If two or more subtopics are equally repre-
sented in a document, or the document content
is rather general, then it should be assigned
the General (00) subtopic;

. If a document does not fit well into any of the
existing subtopics, but the document content
is not general, then it should be assigned the
Other (99) subtopic.

We map these to two postprocesing rules:

1. If, for a given document, the ratio of confi-
dences for the top two subtopics is above a
threshold 67, the document is labeled with the
General (00) subtopic;

. If the highest confidence subtopic for a given
document is below 65, then the document is
labeled with the Other (99) subtopic.

Each rule is parametrized by a threshold that is
tuned on a held-out validation set.

4.6 Confidence Estimation

Validity is of central concern to any content anal-
ysis study. To preserve validity, researchers will
often be willing to trade off coding efficiency for
topic classification accuracy. As demonstrated by
Hillard et al. (2008), as well as Collingwood and
Wilkerson (2012), significant improvements in ac-
curacy can be obtained by leveraging the insights
about classification confidence.

In machine learning parlance, the accuracy-
efficiency trade-off is known as classification with
reject option (Herbei and Wegkamp, 2006). In
many practical applications, it is better if the classi-
fier refrains from making a prediction unless it is
sufficiently confident. Intuitively, the accuracy and
rejection are related; according to Chow (1970),
the error rate decreases monotonically with increas-
ing the rejection rate. The key, then, is devising the
optimal optimal rejection rule.



In our experiments, we wish to control the num-
ber of documents, N, rejected by the classifier.
These documents will be forwarded to a human
coder, and hence directly determine the coding
costs. We implemented four rejection strategies.

Single threshold. This simple strategy relies on
classifier confidence estimates. Documents are
ranked by confidences and the bottom-ranked N
documents are rejected.

Ensemble disagreement. Classifier ensembles
(Dietterich, 2000) provide a natural way of esti-
mating confidences by means of agreement levels.
The main idea is to reject the instances on which a
certain number of classifiers disagree. While this
strategy has been shown efficient by Collingwood
and Wilkerson (2012), it does not control for the
number of rejections. We therefore use a slightly
different strategy, also considered by Hillard et al.
(2008): using a 3-classifier ensemble, we sample
the desired number of documents from the set of
document on which at least one classifier disagrees.
In the experimental section, to account for the ran-
domness of the sampling, we run the procedure 100
times and report the average performance.

Ensemble threshold. Inspired by Fumera and
Roli (2004), we compute the total confidence of a
3-classifier ensemble as a product of the individual
classifiers’ confidences.

Optimized thresholds. This is a more elaborate
rejection strategy that leverages the hierarchical
structure as well as confidences between subtopics.
A document is rejected if either:

1. Its major topic confidence is less than a thresh-
old p;. The intuition here is that, if a predic-
tion has low confidence on the major topic
level, then it is most likely erroneous;

. Both its subtopic confidence is less than po
and the difference to the second-highest confi-
dence subtopic is less than p3. The intuition
is that, in addition to the classifier confidence,
what signals classification error are the situ-
ations in which the confidences for the two
most confident classes are too close.

We optimize thresholds p1, p2, and ps on a held-out
validation set to maximize accuracy score, while
fixing the maximum number of documents the
model is allowed to reject.
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5 Experimental Evaluation

In this section, we report on the results for the dif-
ferent classification models and rejection strategies
on the Croatian Policy Agendas Project dataset.

5.1 Setup

To obtain more reliable performance estimates, we
use 5-fold cross-validation, and report the mean
and standard deviation of each evaluation measure
across the five folds. We report micro- and macro-
averaged F1-scores (denoted F and F}/, respec-
tively), Cohen’s kappa coefficient (Cohen, 1960),
and the AC1 coefficient (Gwet, 2002). All model
hyperparameters are tuned using grid search on a
held-out validation set.

5.2 Classification Accuracy

Classification performance for all our models is
given in Table 5. The LR-based models outper-
form the other two considered models on both
hierarchy levels. We observe that, on the major
topic level, the OVR-based models considerably
outperform OVO-based models. However, on the
subtopic level, both approaches perform compara-
bly. Another observation is that, on the subtopic
level, the best models are those that use hierarchy.

In addition to the individual models, we also ex-
periment with an ensemble comprised of LR-OVR-
H, LR-OVO-H, and XGB-H classifiers. The en-
semble employs the majority voting strategy, while
in case of ties it falls back to the prediction of the
best-performing individual classifier (LR-OVR-H).
The ensemble performs comparably to, or numeri-
cally outperforms, the LR-OVR-H model. The best
micro F1-score is 0.77 and 0.68 for the major topic
and subtopics, respectively.

In Table 6 we present results of the best-
performing individual model (LR-OVR-H) for the
major topics. We observe that those major topics
on which the classifier performs the worst are also
those with the least number of training instances.
Table 7 shows the performance of LR-OVR-H on
the 10 best-performing subtopics. As for the worst-
performing subtopics, these have a score of 0 due
to data sparsity (less than 15 training instances).
These include, e.g., Juvenile Crime (1206) and Ru-
ral Housing (1404), each with only 7 instances.

5.3 Thresholds

Our models use a number of thresholds for hierar-
chical classification and postprocessing rules, op-



Subtopics

Major topics

Model F¥ F K AC1 F F K AC1

GNB-H 041+.01 0314+.01 040+.01 041+.01 0574+.01 050+.01 053+.01 0.57+.01
LR-OVO-H 0.61+.01 050+.01 061+.01 061+£.01 075+.01 069+.02 072+.01 0.75+.01
XGB-H 058+.02 0464+.03 057+£.02 058+.02 0714+.01 0.69+.03 068+.01 0.71=+.01
LR-OVR-H 0.65+.01 055+.02 065+.01 065+.01 077+.01 075+.01 0.75+.01 077 + .01
LR-OVR-F  0.65+.01 054+.01 0654+.01 065+.01 074+.01 0714+.02 072+.01 0.74+.01
Ensemble  0.68+.01 0.56+.01 0.67+.01 068+.01 077+.01 075+.02 0.75+.01 077 + .01

Table 5: Classifiers’ performances and standard deviations on major topics (22) and subtopics (208)

Topic #docs F1 K

Macroeconomics (1) 410 0.72+£.05 0.71 &£.05
Civil Rights ...(2) 224 0.76 £.05 0.75+£.05
Health (3) 295 0.824+.01 0.824.01
Agriculture (4) 397 0.77+£.03 0.75+.03
Labor...(5) 202 076 +£.04 0.75+.04
Education (6) 222 0.84+ .04 0.83+.04
Environment (7) 199 0.73+£.04 0.72 4+ .04
Energy (8) 225 0.87+£.03 0.86+.03
Immigration ... (9) 29 051£.15 051+£.15
Transportation (10) 356 0.80+.02 0.79 £.02
Law, Crime ... (12) 711 0.824+.02 0.80+ .02
Social Welfare (13) 191 0.68+.06 0.67+.06
Community (14) 245  0.76 £.03 0.75+.03
Banking (15) 566 0.75+.01 0.73£.02
Defense (16) 437 0754+ .04 0.74 + .04
Space, Science (17) 184 0.75+.02 0.74 &£ .02
Foreign Trade (18) 206 0.73+.03 0.73£.03
International (19) 623 077+ .02 0.75+£.02
Government op. (20) 1253  0.74 £ .01 0.68 £ .01
Public lands (21) 298 0.84+ .03 0.84+.04
Cultural Policy ...(23) 91 0.67+.09 0.67+.09
Other (99) 14 059+.10 0.59+.10

Table 6: Results by topic on the major topic level

Topic #docs F, K

Drugs ... (342) 21 0964+ .05 0.96+.05
Gender ... (202) 22 0954+.10 0.95+.10
Court ... (1204) 344 092+ .02 092+.02
Alternative ... (806) 22 091 +.11 091+.11
Price control ... (110) 26 0.89 .05 0.89+.05
Trade ...(1802) 19 087+.19 0.87+.19
Census ... (2013) 25 0.86+.17 0.86+.16
Monetary ... (104) 30 0.86+.03 0.86+.03
Drinking water ...(701) 20 0.85+£.11 0.85+.11
Water ...(2104) 171 0854+ .04 0.84+.04

Table 7: Results for 10 best-predicted subtopics

timized on held-out datasets. Some insights into
model behavior and nature of the task can be ob-
tained by inspecting the optimal threshold values.

The optimal values for the postprocessing rules’
thresholds are such that the rules are effectively
never activated. This is likely because the cases
where the rules could improve the accuracy are
much less frequent than those where they could
harm, so overall it is better never to activate them.
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Figure 1: Acceptance-rejection curves for the dif-
ferent rejection strategies

The optimal value for the hierarchy threshold
is very low (a=0.01). This suggests that, when
calculating the joint confidence, much more weight
is given to the major topic decision. This result is in
line with the expectation that major topic classifiers
are more reliable than subtopic classifiers.

5.4 Rejection Strategy

We evaluate the different rejection strategies to see
which one offers the best accuracy-effort trade-off.
To quantitatively assess this trade-off, we adopt
the Accuracy-Rejection curves (ARC) proposed
by Nadeem et al. (2010). The ARC shows the
accuracy of a classifier as a function of its rejection
rate (number of documents forwarded to human
coders). A good rejection strategy will reach high
accuracy levels even for low rejection rates.

The plots for various strategies described in Sec-
tion 4.6 are given in Figure 1. The strategy of
optimizing several thresholds to yield maximum
accuracy significantly outperforms the two single-
threshold strategies. Moreover, it performs com-
parably to the ensemble disagreement-based ap-
proach, even though it requires only a single clas-
sifier. The ensemble disagreement approach levels



out at about 2600 documents because that is the
number of documents that satisfy its agreement
condition; even if the maximal allowed number of
documents to reject is higher, it can never reject
more than 2600. Before that point, however, it pro-
vides the optimal rejection strategy. These results
suggest that it might be beneficial to combine the
ensemble disagreement and optimized thresholds
strategies. The results also show that, if relying
on the ensemble disagreement strategy, manually
checking about 30% of the data set (2300/7300)
would yield a substantial improvement in accuracy
from 77% to 90%.

6 Conclusion

We addressed the task of supervised topic classifi-
cation of Croatian political texts, undertaken as part
of the recently launched Croatian Policy Agendas
Project. We built a new dataset consisting of 7300
titles, manually coded according to the Compara-
tive Agendas Project codebook. On this dataset, we
experimented with a number of machine learning
models, and investigated to what extent the models
can benefit from including hierarchy information
or postprocessing rules. We learned that, on this
dataset, a hierarchical approach indeed performs
better. Rules however, did not bring any improve-
ment to our models. We also experimented with
different rejection strategies, aiming to optimize
the accuracy-efficiency trade-off. We find that an
ensemble disagreement-based method and our pro-
posed method that optimizes multiple thresholds
perform comparably well.

A possible venue of future work is the combi-
nation of different rejection strategies. Another
promising possibility is the use of the most recent
state-of-the-art models for text classification such
as convolutional neural networks (CNN) or recur-
rent neural networks (RNN). Finally, it would be
interesting to see whether the performance could
be improved further by supplying full document
texts and additional meta-data.
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