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Abstract

This paper presents a speech synthesis method for people with

articulation disorders resulting from athetoid cerebral palsy. For

people with articulation disorders, there are duration, pitch and

spectral problems that cause their speech to be less intelligi-

ble and make communication difficult. In order to deal with

these problems, this paper describes a Hidden Markov Model

(HMM)-based text-to-speech synthesis approach that preserves

the voice individuality of those with articulation disorders and

aids them in their communication. For the unstable pitch prob-

lem, we use the F0 patterns of a physically unimpaired person,

with the average F0 being converted to the target F0 in advance.

Because the spectrum of people with articulation disorders is

often unstable and unclear, we modify generated spectral pa-

rameters from the HMM synthesis system by using a physically

unimpaired person’s spectral model while preserving the indi-

viduality of the person with an articulation disorder. Through

experimental evaluations, we have confirmed that the proposed

method successfully synthesizes intelligible speech while main-

taining the target speaker’s individuality.

Index Terms: Articulation disorders, Speech synthesis system,

Hidden Markov Model, Assistive Technologies

1. Introduction

In this study, we focus on a person with an articulation disorder

resulting from the athetoid type of cerebral palsy. About two

babies in 1,000 are born with cerebral palsy [1]. Cerebral palsy

results from damage to the central nervous system, and the dam-

age causes movement disorders. It is classified into the follow-

ing types: 1) spastic, 2) athetoid, 3) ataxic, 4) atonic, 5) rigid,

and a mixture of these types [2]. Athetoid symptoms develop in

about 10-15% of cerebral palsy sufferers [1]. In the case of per-

sons with articulation disorders resulting from the athetoid type

of cerebral palsy, his/her movements are sometimes more un-

stable than usual. That means their utterances (especially their

consonants) are often unstable or unclear due to their athetoid

symptoms, and there is a great need for voice systems that can

assist them in their communication.

An HMM-based speech synthesis system [3] is a text-to-

speech (TTS) system that can generate signals from input text

data. A TTS system may be useful for those with articulation

disorders because they have difficulty moving their lips. In an

HMM-based speech synthesis system, the spectrum, F0 and du-

ration are modeled simultaneously in a unified framework. Mel-

cepstral coefficients are used as spectral features, which are

modeled by continuous density HMMs. F0 patterns are mod-

eled by a hidden Markov model based on multi-space probabil-

Figure 1: HMM-based sound synthesis system

ity distribution (MSD-HMM [4]), and state duration densities

are modeled by single Gaussian distributions [5].

In the field of assistive technology, Veaux et al. [6] used

HMM-based speech synthesis to reconstruct the voice of indi-

viduals with degenerative speech disorders resulting from Amy-

otrophic Lateral Sclerosis (ALS). They have proposed a recon-

struction method for degenerative speech disorders using an

HMM sound synthesis system. In this method, the subject’s

utterances are used to adapt an average voice model pre-trained

on many speakers. Creer et al. [7] also adapt the average voice

model of multiple speakers to the severe dysarthria data. And

Khan et al. [8] uses such adaption method to the laryngectomy

patient’s data. Yamagishi et al. [9] proposed a project called

“Voice Banking and Reconstruction”. In that project, various

types of voices were collected, and they proposed TTS for ALS

using that database. Also, Rudzicz [10] proposed a speech ad-

justment method for people with articulation disorders based on

observations from the database.

In this paper, we propose an HMM-based speech synthe-

sis method for articulation disorders because there are several

problems in the recorded voice of persons with articulation dis-

orders, and this causes the output synthesized signals to be un-

intelligible. To deal with these problems, it is necessary to de-

velop a speech synthesis system in which the output signals be-

come more intelligible and include the subject’s individuality.

To generate an intelligible voice while preserving the

speaker’s individuality, we train the speech synthesis system us-

ing training data from both a person with an articulation disor-

der and a physically unimpaired person. Because the utterance

rate of persons with articulation disorders differs from that of a
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Figure 2: Diagram of HMM-based sound synthesis method for

articulation disorders

physically unimpaired person, we utilize the duration model of

a physically unimpaired person only in our method. In addition

to the utterance rate problem, the F0 patterns of persons with

articulation disorders are often unstable compared to those of

physically unimpaired persons. In our method, the F0 model is

trained from a physically unimpaired person’s F0 patterns, and

the average F0 is used as the F0 pattern for the person with an

articulation disorder.

As for the spectral problem associated with persons with ar-

ticulation disorders, the consonant parts of their speech are of-

ten unstable or unclear, which causes their voice to be unintelli-

gible. To resolve this consonant problem, we conduct different

operations on the consonant and vowel parts. For the conso-

nants parts, we basically generate the output spectrum from the

spectral model of a physically unimpaired person. For the vowel

parts, we generate the output spectrum from the spectral model

of a person with an articulation disorder in order to preserve the

person’s individuality.

2. HMM-based sound synthesis

2.1. Basic approach

Fig. 1 shows the overview of the basic approach to text-to-

speech synthesis (TTS) based on HMMs. This figure shows

the training and synthesis parts of the HMM-based TTS system.

In the training part, parameters (spectral, F0, and aperiodicity)

are extracted as feature vectors. These features are modeled

by context-dependent HMMs. Also, by installing the duration

model, it is able to model each parameter, as well as the duration

in the unified framework.

In the synthesis part, a context-dependent label sequence is

obtained from an input text by text analysis. A sentence HMM

is constructed by concatenating context-dependent HMMs ac-

cording to the context-dependent label sequence. Then, HMM

state sequences q = [q1, · · · , qT ] are decided from the duration

model as follows:

q̂ = arg max
q

P (q|λ) (1)

(a) a physically unimpaired person

(b) a person with an articulation disorder

Figure 3: Examples of spectrogram uttered for // g e N j i ts u o

where T , qt, and λ represent the number of frames, index of the

HMM-state of the t-th input frame, and the parameter sets of

HMM, respectively. The explicit constraint between static and

dynamic features, and signal parameter sets are generated with

maximizing HMM likelihood [11].

c = arg max
c

P (Wc|q̂, λ) (2)

In Eq. (2), c = [c1
T, · · · , cTt , · · · , c

T

T ]
T

represents signal pa-

rameter sequences, ct = [c(1), · · · , c(D)]T represents a signal

parameter vector of the t-th frame, and W represents the ma-

trix constructed from weights which are used for calculating

dynamic features [12].

Finally, by using an MLSA (Mel-Log Spectrum Approx-

imation) filter [13], speech is synthesized from the generated

parameters.

2.2. HMM-based sound synthesis for articulation disorders

If each feature parameter is trained using the acoustic fea-

tures obtained from a person with an articulation disorder, the

synthesized sound becomes unintelligible. Therefore, we cre-

ated a more intelligible synthesized sound while preserving the

speaker’s individuality by mixing the voices of a person with an

articulation disorder and a physically unimpaired person.
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Fig. 2 shows the overview of our method. In this method,

we train the speech synthesis system using training data from

both a person with an articulation disorder and a physically

unimpaired person. First, we extract three acoustic parame-

ters (F0 contour, spectral envelope, and aperiodicity index (AP))

from these two person’s speaking voices by using STRAIGHT

analysis [14]. After extracting the features, the F0 patterns of a

physically unimpaired person are modified as explained in Sec-

tion 2.3.

Because the duration of persons with articulation disorders

is slower than that of physically unimpaired people, the dura-

tion model is generated using only the context-dependent label

sequences of a physically unimpaired person. With the input

text and the duration model, context-dependent label sequences

are generated. Then, spectral, F0 and AP parameters are gen-

erated based on the label sequences and trained HMMs, where

F0 parameters are generated from the modified F0 model and

AP parameter sequences are generated from the AP model of a

person with an articulation disorder.

Each spectral parameter is generated from each person’s

spectral model. After parameter generation, the spectral param-

eters of a person with an articulation disorder are modified as

explained in Section 2.4. Finally, the output signal is synthe-

sized from the features (spectral envelope, F0 contour, and ape-

riodicity index) by using the synthesis part of the STRAIGHT.

In the following section, we explain the details of the operations

related to spectral and F0 parameters.

2.3. F0 modification

In this method, the F0 patterns of a physically unimpaired per-

son are used for training the F0 model in HMM synthesis be-

cause the F0 patterns of a person with an articulation disor-

der are often unstable. To make the F0 feature’s characteris-

tics close to those of a person with an articulation disorder, the

F0 features of a physically unimpaired person are modified to

those of a person with an articulation disorder. The F0 model is

trained from the converted F0 sequences, which means that the

F0 model includes the individuality of a person with articulation

disorder.

The F0 features of a physically unimpaired person are mod-

ified by using the following linear transformation:

x̂t =
σy

σx

(xt − µx) + µy (3)

where xt represents the log-scaled F0 of the physically unim-

paired person at the frame t, µx and σx represent the mean and

standard deviation of xt, respectively. µy and σy represents the

mean and standard deviation of the log-scaled F0 of a person

with an articulation disorder, respectively.

2.4. Spectral modification

Fig. 3 shows the original spectrograms for the word “genjit-

suo” (“real” in English) of a physically unimpaired person and

a person with an articulation disorder. As shown in Fig. 3, the

high-frequency spectral power of a person with an articulation

disorder is weaker compared to that of a physically unimpaired

person. This fact implies that the synthesized spectrum of the

consonant components for a person with an articulation disor-

der becomes weak, which makes the person’s speech difficult to

understand.

For the spectral vowel components, the spectral parameters

of a person with an articulation disorder are needed in order to

preserve the target individuality. As shown in Fig. 2, after being

Figure 4: Plot of the function fm and fg (green: fm blue: fg
)

given the input text, we generate spectral parameter sequences

from each person’s spectral model. Then, we create the com-

bined spectral parameter sequences, which include the param-

eters of a physically unimpaired person at the high-frequency

part and the parameters of a person with an articulation dis-

order at the low-frequency part. This combination of spectral

parameters is given by

Ŝ
(ij) = f

(j)
m S

(ij)
m + f

(j)
g S

(ij)
g (4)

where Sm, Sg , Ŝ, i and j represent the spectrum of a physi-

cally unimpaired person, the spectrum of a person with an ar-

ticulation disorder, the modified spectrum, the index of spectral

frames, and the frequency index, respectively. The weight func-

tions are given by

f
(j)
m =

1

1 + e(−j+S)
(5)

f
(j)
g =

1

1 + e(j−S)
(6)

where fm represents the weight function for a physically unim-

paired person’s spectrum, fg represents that of a person with an

articulation disorder, and S represents the control parameter, re-

spectively.

Fig. 4 shows an example of the functions fm and fg . The

function, fm, emphasizes the high-frequency components and

weakens the low-frequency components of spectral parameters.

The function, fg , emphasizes the low frequency components

and weakens the high-frequency components of spectral param-

eters.

By using Eq. (4), at the high-frequency part, the spectrum

is complemented by that of a physically unimpaired person in

order to make the consonants clear. At the low-frequency part,

we need to preserve the spectrum of a person with an articula-

tion disorder in order to preserve the individuality. The spec-

tral modification is calculated at each frame using Eq. (4), and

the frequency thresholds are determined for the vowel part and

consonant part. In our study, the total number of spectral di-

mensions (indexes) is 513, S is set to 150 for the vowel part,

and S is set to 80 for the consonant part.

3. Experiments

3.1. Experimental conditions

We prepared the training data for two men. One is a physically

unimpaired person, and the other is a person with an articula-
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Table 1: Voices compared in the evaluation tests

Duration F0 AP Spectral

Type Model Model Model Model

ADM AD AD AD AD

Ref1 PU AD AD AD

Prop PU convPU AD MIX

Ref2 PU convPU AD AD

PUM PU PU PU PU

Note

ADM: Articulation disorder person’s model

Prop: Proposed method

PUM: Physically unimpaired person’s model

AD: Articulation Disordered

PU: Physically Unimpaired

convPU: Creating the model from a physically unimpaired person’s parameter sequences

which are converted to those of the person with an articulation disorder using Eq. (3)

MIX: mixing ADM and PUM spectra using Eq. (4)

tion disorder. We used 513 sentences from the ATR Japanese

database for a physically unimpaired person, and recorded 429

sentences in the same database uttered by a person with an

articulation disorder. The speech signals were sampled at 48

kHz and the frame shift was 5 ms. Acoustic and prosodic fea-

tures were extracted by using STRAIGHT. As spectral parame-

ters, mel-cepstrum coefficients, their dynamic, acceleration co-

efficients were used. As excitation parameters, log-F0 and 5

band-filtered aperiodicity measures [15] were used and their

dynamic and acceleration coefficients were also used. Context-

dependent phoneme HMMs with five states were used in the

speech synthesis system [3].

In order to confirm the effectiveness of our method, we

evaluated both the aspect of listening intelligibility and the as-

pect of speaker similarity by listening to voices synthesized un-

der the five conditions shown in Table 1. Ten sentences included

in the ATR Japanese database were synthesized under those five

conditions. A total of 8 Japanese speakers took part in the lis-

tening test using headphones. For speaker similarity, we per-

formed a MOS (Mean Opinion Score) test [16]. In the MOS

test, the opinion score was set to a 5-point scale (5: Identical, 4:

Very Similar, 3: Quite Similar, 2: Dissimilar, 1: Very Dissim-

ilar). For the listening intelligibility, a paired comparison test

was carried out, where each subject listened to pairs of speech

converted by the two methods, and then selected which sample

was more intelligible.

3.2. Results and discussion

Table 2: Average duration per mora in 50 sentences

Average time [ms/mora]

ADM 219.768

PUM 179.69

We calculated the average synthesized signal’s duration per

mora in 50 sentences. As shown in Table 2, the average dura-

tion of ADM (Articulation disorder person’s model) is 219.768

[ms/mora] and that of PUM (Physically unimpaired person’s

model) is 179.69 [ms/mora]. As compared to the duration of

(a) ADM spectrogram

(b) PUM spectrogram

(c) Modified spectrogram

Figure 5: Examples of synthesized spectrograms

PUM, that of ADM is quite slower, which causes the unintelli-

gibility of the synthesized sound.

In the proposed method, we generated the modified spec-

tral parameters by mixing both ADM and PUM spectral param-

eters. Fig. 5a shows the generated spectrum from the ADM

spectral model and Fig. 5b shows the generated spectrum from

the PUM spectral model. Both spectral parameters are gener-

ated from the same text and the same PUM duration model so

that they have the same number of frames and dimensions. As

shown in Fig. 5a, the high-frequency component is weaker com-

pared to Fig. 5b, which means that the consonant parts of ADM

spectral parameters are weak. This causes the output synthe-

sized signals to be less intelligible. Fig. 5c shows the modified

spectrum created from both ADM and PUM spectral parame-

ters by using Eq. (4). As shown in Fig. 5c, the consonant parts

are complemented by the high-frequency parameters of PUM

while preserving ADM’s low-frequency components.
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Figure 6: Speaker similarity to the articulation disorder person’s

speech

Fig. 6 shows the results of the MOS test on speaker simi-

larity, where the error bar shows a 95% confidence score. As

shown in Fig. 6, the ADM score was the highest score of all.

This is because the signal from ADM is synthesized only from

the feature parameters of a person with an articulation disor-

der. The Prop score is slightly less than those of Ref1 and Ref2

because of the modification of the spectral parameters.

Fig. 7 shows the preference score for the listening intelligi-

bility, where the error bar shows a 95% confidence score. As

shown in Fig. 7, our method obtained a higher score than Ref1

and ADM. These results show that the proposed method is ef-

fective. By replacing the physically unimpaired person’s dura-

tion model and converting his F0 patterns to those of the per-

son with an articulation disorder improves intelligibility. Our

method also obtained a higher score than Ref2. This result

shows that modifying the output spectral parameters is quite ef-

fective in improving intelligibility. Therefore, considering from

Figs. 6 and 7, it is confirmed that our proposed method imple-

ments the synthesized signals which is intelligible and includes

individuality of a person with an articulation disorder.

4. Conclusion

We have proposed a text-to-speech synthesis method based

on HMMs for a person with an articulation disorder. In our

method, to generate synthesized sounds that are more intelli-

gible, the duration model of a physically unimpaired person

is used, and the F0 model is trained using the F0 features of

a physically unimpaired person, where the average F0 is con-

verted to the articulation disorder person’s F0 using a linear

transformation. In order to complement the consonant parts

of the spectrum of a person with an articulation disorder, we

replaced the high-frequency parts with those of a physically

unimpaired person. The experimental results showed that our

method is highly effective in improving the listening intelligi-

bility of speech spoken by a person with an articulation disorder.

In future research, we will complement the consonant parts of

the spectral parameters at the training part.

Figure 7: Preference scores for listening intelligibility
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“Restructuring speech representations using a pitch-

adaptive time-frequency smoothing and an instantaneous-

frequency-based f0 extraction: Possible role of a repetitive

structure in sounds,” Speech communication, vol. 27, pp.

187–207, 1999.

[15] H. Kawahara, J. Estill, and O. Fujimura, “Aperiodicity

extraction and control using mixed mode excitation and

group delay manipulation for a high quality speech anal-

ysis, modification and synthesis system STRAIGHT.” in

Proc. of MAVEBA, 2001, pp. 59–64.

[16] I. T. Union, “ITU-T Recommendation P.800.1: Mean

Opinion Score (MOS) terminology,” International

Telecommunication Union, Tech. Rep., July 2006.

123


	Individuality-Preserving Spectrum Modification for Articulation Disorders Using Phone Selective Synthesis
	Reina Ueda, Ryo Aihara, Tetsuya Takiguchi and Yasuo Ariki


