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Abstract

Full discourse parsing in the PDTB frame-
work is a task that has only recently been
attempted. We present the Two Tag-
gers approach, which reformulates the dis-
course parsing task as two simpler tagging
tasks: identifying the relation within each
sentence, and identifying the relation be-
tween each pair of adjacent sentences. We
then describe a system that uses two CRFs
to achieve an F1 score of 39.33, higher
than the only previously existing system,
at the full discourse parsing task. Our
results show that sequential information
is important for discourse relations, espe-
cially cross-sentence relations, and that a
simple approach to argument span identi-
fication is enough to achieve state of the
art results. We make our easy to use, easy
to extend parser publicly available.

1 Introduction

Discourse structure is an important part of what
makes a text coherent. Parts of the text are con-
nected to one another by what is known as dis-
course relations, such as causality, contrast, and
specification. Discourse parsing is the task of au-
tomatically determining the discourse structure of
a text according to a particular theory of discourse.
The ability to parse an entire document is crucial
for understanding its linguistic structure and the
intentions of its authors.

Discourse parsing is a difficult task. While
some discourse relations have explicit lexical cues
called discourse connectives or markers, such as
“because” and “but”, these are often ambiguous:
they may apply to more than one relation category,
or they may be used in a way that has nothing to
do with discourse at all. In addition, many rela-
tions are not marked by connectives in text, and

96

Kathleen McKeown
Columbia University
kathy@cs.columbia.edu

disambiguating these implicit relations is difficult
even when it is known a relation exists. Adding
to the difficulty is the fact that the arguments of
the relation (there are usually two, although some
frameworks allow more for certain relations) do
not necessarily correspond to sentences or clauses,
and may not even be contiguous under some theo-
ries.

Over the years, multiple theories of discourse
have been proposed. Most recently, the Penn
Discourse Treebank (PDTB) (Prasad et al., 2008)
has been introduced, featuring hierarchical rela-
tion categories which generalize over other the-
ories such as Rhetorical Structure Theory (RST)
(Mann and Thompson, 1987) and SDRT (Asher
and Lascarides, 2003), as well as a relatively large
annotated corpus aligned with the WSJ section of
the Penn Treebank (PTB) (Marcus et al., 1993).
While the relation categories in PDTB are hierar-
chical, unlike RST and other frameworks, the dis-
course structure of a PDTB document is not fully
hierarchical so that documents in general do not
have a tree-like discourse structure. This is a cru-
cial detail which allows our proposed method to
work on PDTB documents.

While there has been much work recently on
disambiguating discourse relations in the PDTB,
most have not been full parsing systems. That
is, they operate in an experimental environment
where some information is given (for example,
some systems disambiguate only implicit rela-
tions, where it is assumed that the arguments of the
relation have been identified and that the relation
is known to be implicit (Pitler and Nenkova, 2009;
Park and Cardie, 2012)). Full systems, in contrast,
operate on unannotated text documents producing
the full discourse structure of the text, including
both implicit and explicit relations, and so can be
realistically used in NLP applications. Although
not strictly parsing in the case of PTDB, such sys-
tems perform what has been called the end-fo-end
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discourse parsing task. Interest in full discourse
parsing in the PDTB has been increasing, and it is
this year’s CoNLL shared task.

The only work, to our knowledge, which pro-
vides end-to-end PDTB discourse parsing is (Lin
et al.,, 2014); they use a four-stage architecture
where each stage carries out one subtask in iden-
tifying discourse relations (e.g., explicit or im-
plicit). The parser is evaluated in terms of exact
match and partial match. Unlike exact match re-
sults, which are considered correct only if both
the relation type and the exact span of its argu-
ments are identified correctly, partial match results
are correct as long as the relation type is correctly
identified and each proposed argument shares at
least one noun and verb with the true argument.
We believe that partial match results are best to
focus on at this point in time, since current per-
formance on exact match results is too low to be
useful. Many current NLP applications (such as
summarization and question answering) focus on
sentences or clauses anyway and would find this
formulation natural.

In this paper, we present a simple yet power-
ful sequential approach to PDTB discourse pars-
ing, utilizing two CRFs and features that are de-
signed to discriminate both explicit and implicit
relations. We surpass state-of-the-art performance
with a simpler structure, less hand-crafted rules for
special scenarios and with an approach that makes
adding new features extremely easy.

2 Related Work

Early data-driven work on discourse has focused
on frameworks such as RST, using the small RST
Discourse Treebank (Carlson et al., 2001). Marcu
(1997) and later Soricut and Marcu (2003) de-
veloped methods for parsing documents into the
RST discourse representation. There has also been
more recent work on end-to-end RST-style pars-
ing (LeThanh et al., 2004; duVerle and Prendinger,
2009).

Recently, there has been more focus on the
PDTB (Prasad et al., 2008), the largest annotated
discourse corpus currently in existence. Most
work so far has focused on solving specific sub-
tasks of the overall parsing task. Pitler and
Nenkova (2009) focused on explicit relations and
found that they are relatively easy to disambiguate
using syntactic features. Wellner (2009) used both
lexical and syntactic features to identify the argu-
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ments of a relation. Identifying and disambiguat-
ing implicit relations has been the hardest task to
achieve good performance at, and is an active area
of research. Pitler et al. (2009) were the first to
identify implicit relations in the PDTB in a re-
alistic setting, and later work has improved on
their methods as well as introducing new ideas
(Lin et al., 2009; Zhou et al., 2010; Park and
Cardie, 2012; Biran and McKeown, 2013; Li and
Nenkova, 2014a).

Most recently, Lin et al. (2014) have introduced
and evaluated the first system which provides
end-to-end discourse parsing over PDTB (the Lin
parser). In their work, they have combined much
of the earlier work on specific subtasks, utiliz-
ing a connective disambiguation component and
an explicit relation disambiguation component in-
spired by Pitler and Nenkova (2009)’s method, as
well as an implicit relation disambiguation com-
ponent descending from their own previous work
(Lin et al., 2009). Their approach is to decipher
the document in a structured way, in four steps:
first, identify explicit discourse connectives; sec-
ond, identify the text spans of the arguments (in
PDTB, there are always two arguments, argl and
arg2) corresponding to the connective; third, iden-
tify the type of relation between the arguments (the
third step completes the subtask of finding explicit
relations); and fourth, for every adjacent pair of
sentences, identify which type of implicit relation
- relations where there is no connective - exists be-
tween them (or, if none does, identify the relation
as EntRel - meaning the sentences share an entity
but not a relation, or NoRel - meaning they share
nothing at all). !

While the structured approach of the Lin parser
has many advantages in that it attempts to solve
the sub-tasks of discourse parsing in an organized,
intuitive way, it has some disadvantages. One is
that because of the pipeline structure, errors prop-
agate from step to step. For example, if a (truly)
implicit relation was incorrectly identified as an
explicit relation because of a false connective, the
features used by the implicit relation identifier that
may correctly discriminate its type will not get a
chance to be used.

Another disadvantage is the fact that in the

"There is also a fifth step, identifying spans that attribute
a statement to a source, e.g. “B.P. explains that ...”. Attri-
bution span detection is a secondary task which is evaluated
separately from the main discourse structure pipeline, and we

are not concerned with it here.



structured approach, potential relations are consid-
ered individually, although adjacent relations can
intuitively be indicators of the relation type.

Finally, building such a system requires signifi-
cant design and engineering, and making changes
that are not localized to a specific component can
be difficult and time-consuming. At this point in
time, when work on discourse parsing in PDTB is
at its early stage, a more flexible and easily exten-
sible approach would be beneficial to the commu-
nity.

3 Method

PDTB discourse relations can be seen as a triple:
relation type, argument 1 and argument 2. While
in principle, the discourse structure theory of
PDTB allows for the two arguments of a discourse
relation to be located anywhere, in practice 92.9%
of the relations annotated either a) are wholly con-
tained in a single sentence, or b) span two adjacent
sentences, with each argument contained in one of
the sentences.”

Given this information, and the intuition that
the structure of the document as a whole (in par-
ticular, the sequence of discourse relations) can
be useful for determining the type of a relation,
we reformulate the task of parsing the PDTB dis-
course relations as the combination of two tagging
tasks. For each document, we separately tag the
sequence of sentences for intra-sentence relations,
and the sequence of adjacent sentence pairs for
cross-sentence relations. While intra-sentence re-
lations are always explicit, adjacent sentence re-
lations may be explicit, implicit, or fall into the
PDTB’s AltLex or EntRel categories. Unlike pre-
vious work, we use a single method to disam-
biguate all adjacent sentence relations. We call
this approach to discourse parsing the Two Taggers
approach.

As a result, we have a sequence of sentences,
each tagged with the relation that exists within it
and each adjacent pair tagged with the relation that
exists between them. In order to transform this
structure to a full discourse parse, we must also
identify the arguments and their spans. Since our
goal is a simpler system and our focus is on par-
tial match results, we avoid using a complicated
syntactic rule system for each possible scenario

21t should be noted that by the definition given in the an-
notation manual, all implicit relations in PDTB exist between
arguments contained within two adjacent sentences.
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in favor of a few simple rules. For adjacent sen-
tence relations, we mark argl as being the entire
first sentence and arg2 as being the entire second
sentence (under partial match, this turns out to be
correct in all but 0.002% of relations in the train-
ing set). For single-sentence relations, we distin-
guish among two cases: if the first word of the sen-
tence is an intra-sentence initial connective® then
we identify arg2 from the beginning of the sen-
tence until the end of the first VP, and argl from
there to the end of the sentence. Otherwise we
identify argl from the beginning of the sentence to
the middle connective (if there are more than one)
and arg2 from there to the end of the sentence.
While this approach ignores many complexities of
the true argument structure of PDTB (for example,
arguments may be nested, and a sentence may in-
clude text that is not inside an argument), it works
well for partial match. In fact, as we show in our
evaluation, it is also not too far behind the state of
the art on a slightly more lenient version of exact
match. We use Pitler and Nenkova (2009)’s high
performing connective classifier (F1 above 95) to
distinguish discourse connectives from their non-
discourse counterparts.

The PDTB relation categories are hierarchi-
cal, and we are interested in finding the fype,
or second-level categories, of which there are 16
(plus EntRel and NoRel, for a total of 18). The
first level (the class, of which there are 4) is too
coarse to be useful for many applications, and the
third level (the subtype, of which there are 25)
is too fine-grained and difficult to disambiguate.
Table 1 shows the hierarchy of 4 classes and 16
types. The Lin parser also deals with type-level
categories, but almost all other previous work has
focused on the significantly easier class-level cat-
egories.

Treating discourse parsing as a tagging prob-
lem has many advantages. Tagging tasks have
been widely explored in NLP and there are many
off-the-shelf tools and methods for tackling them.
Many generic taggers that can be applied to
this task with minimal effort are available to re-
searchers, while generic parsers do no exist. Tag-
ging is a simpler and often more tractable task than
parsing, and it can be done using sequential clas-
sifiers, which are both fast and powerful.

There are also some limitations to the tagging

3After, although, as, because, before, except, if, since,

though, unless, until, when, whereas, and while (as well as
variations such as if and when).



approach. As mentioned earlier, some rare rela-
tions span more than two sentences, or sentences
that are not adjacent. In addition, there are (also
rare) situations where there are multiple relations
in a single sentence, and with our approach we
can at most tag one correctly. Because of these
two limitations, we have an upper bound on F-
measure performance of 89.4 in the PDTB cor-
pus. Since current state-of-the-art performance is
far below this level, we do not view this as an ur-
gent problem. At any rate, additional specialized
approaches can be added to correctly handle those
rare cases.

In this paper, we use Conditional Random
Fields (CRFs) for both taggers. CRFs were first
introduced by Lafferty et al. (2001) and have
been successfully used for many NLP tagging
tasks such as named entity recognition (McCal-
lum and Li, 2003) and shallow parsing (Sha and
Pereira, 2003). We use simple linear-chain CRFs
for both taggers. In the linear-chain CRF model,
the posterior probabilities for an ordered sequence
input x {w1,..., 2y} of tag labels y

K

{y1,..., Yz} are defined as
(Z qu)k(yilax)>
k=1

where 60}, are weights corresponding to the features
®;.. The feature values at index ¢ of the sequence
may be computed based on the previous tag in
the sequence y;—1 and the entire sequence x. The
weights ), are estimated using gradient descent to
maximize the likelihood of the input.

In our formulation, each x is a PDTB docu-
ment, consisting of a sequence of sentences (for
the intra-sentence relation tagger) or a sequence
of sentence pairs (for the adjacent sentence rela-
tion tagger). y consists of all type-level discourse
relation categories.

In our experiments, we used a maximum like-
lihood prior and limited the gradient descent to a
maximum of 200 epochs instead of waiting for it
to converge.

While CRFs have been used in the past for sub-
tasks of RST discourse parsing (Feng and Hirst,
2014) and for finding the arguments of explicit re-
lations in PDTB (Ghosh et al., 2011), no sequen-
tial approaches have ever been used in a way that
models the sequential dependency between PDTB
relations. Previous work (Pitler et al., 2009; Zhou

|z|
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’ Class (Level 1) ‘ Type (Level 2) ‘

Comparison

Concession

Contrast

Pragmatic Concession
Pragmatic Contrast
Cause

Condition
Pragmatic Cause
Pragmatic Condition
Alternative
Conjunction
Exception
Instantiation

List

Restatement
Asynchronous
Synchrony

Contingency

Expansion

Temporal

Table 1: The PTDB relation category hierarchy,
with level 1 classes and level 2 types. The level 3
subtypes are not shown

et al., 2010) has utilized features that consider ad-
jacent lexical information in relation type classi-
fication, but true sequential or joint classifications
have not been attempted.

4 Features

4.1 Intra-sentence tagger

The intra-sentence tagger deals only with explicit
relations, and as such focuses on features related to
discourse connectives. We use Pitler and Nenkova
(2009)’s connective classifier to identify discourse
connectives within the sentence, and for each con-
nective generate the following binary features:

e Connective
Previous word + connective

Connective + next word

Connective’s syntactic category

Parent’s category

Left sibling’s category

Right sibling’s category

Path to root

Compressed path to root



All of which are features used in explicit rela-
tion detection by Pitler and Nenkova (2009) or by
Lin et al. (2014).

4.2 Adjacent sentence tagger

The adjacent sentence tagger utilizes a larger vari-
ety of features, designed to disambiguate relations
across sentences that may be explicit, implicit, Al-
tLex or EntRel.

We divide the features into four thematic types:
lexical, connective-related, syntactic and struc-
tural features.

4.2.1 Lexical features

Lexical features are based on the surface lexical
terms of the sentence pair.

In addition to unigrams and bigrams, we make
use of word pair similarity features, the set of
features described in Biran and McKeown (2013),
which utilize sets of word pairs that were mined
from unannotated corpora around each discourse
connective. The word pair scores within the set
are given by TF*IDF and treated as a vector. The
feature value is the cosine similarity of the con-
nective’s vector to the vector of word pairs ex-
tracted from the pair of adjacent sentences, where
each pair contains one word from each sentence.
It models the similarity of the sentence pair to
a sentence where the connective is used directly,
and is intended to help in identifying implicit re-
lations. We also add a variation on these features:
the word pair similarity average for connective
pair, where we get the similarities of the adjacent
sentence pair to the word pair sets of a couple of
connectives (we use every possible combination of
two connectives) and use the average as the fea-
ture value. The idea is that if two connectives are
related to the same relation type, a high average
similarity to both may be a stronger indicator for
that relation.

We also utilize a simplistic form of topic cen-
trality. Centrality in document is the cosine sim-
ilarity of the sentence pair to the document as a
whole. The intuition is that certain relations (e.g.,
argumentative relations such as causality and con-
cession) would tend to be more common around
the main topic of the document.

Finally, we include features for words that are
shared by both sentences called expanded shared
words - expanded because we use WordNet (Fell-
baum, 1998) to expand the usual list of words in

each sentence with all synonyms and immediate
hypernyms of each word’s most frequent sense.

4.2.2 Connective features

For each sentence separately, we find all connec-
tives (using Pitler and Nenkova (2009)’s connec-
tive classifier), and use the connective itself as a
feature, as well as the previous word and the con-
nective, which includes cases where the previous
word is the implicit [START] (when the connec-
tive is the first word of the sentence). These fea-
tures are mainly useful for disambiguating cross-
sentence explicit relations.

4.2.3 Syntactic features

Syntactic features are derived from the parse tree
of the sentence. We use the Stanford Parser (Klein
and Manning, 2003) to derive the trees. Unlike
much previous work, we do not use the gold parse
trees of the PTB.

Lin et al. (2009) introduced the production rule
features, which are some of the strongest for im-
plicit relation disambiguation. Production rules
are all parent-children relations in the constituent
parse of a sentence, e.g. [VP — NP PP NP]. The
binary feature formulation includes the existence
of each rule in argl, in arg2, and in both. Li
and Nenkova (2014b) hypothesized that produc-
tion rules are too sparse, and found that using their
production stick features achieved higher perfor-
mance. Unlike a production rule, which relates
to all children of a parent, a production stick is
a parent-single child relation. We experimented
with both feature sets, and found that we achieve
the best performance with a novel middle-ground
formulation. Production angles are a family
of features indicating the appearance of syntac-
tic triples: a parent and two adjacent children. In
cases where a parent has only one child, as in the
lexical leaf nodes of the tree, we produce a stick-
like feature (e.g. [NP — resources]. The triples
are formed using the label of each node and the de-
scendant directionality. We use features for angles
in each sentence separately, as well as for angles
that are shared by both.

4.2.4 Structural features

Structural features are related to the structure of
the document. One intuitively important feature
is the paragraph split feature which indicates
whether the pair is split across two paragraphs or
not. We also use a binary feature that specifies
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whether the sentence pair is in a short document
(three sentences or less).

4.3 Sequential features

Sequential features are the transitional features
that consider the previous tag in the sequence. The
same sequential features are used in both taggers.
We use two basic pieces of information from
the previous tag: the previous tag type is the
type (second-level relation category) of the previ-
ous tag, while the previous tag class is the class
(first-level relation category) of the previous tag.

5 Evaluation

Following Lin et al. (2014) and other previous
work, we use sections 2-21 of the PDTB as the
training set, section 22 as the development set, and
section 23 as the test set. Since we use an auto-
matic parser for our syntactic features, our results
are equivalent to Lin et al.’s “Partial, Auto + EP”
overall results for partial match, and to their “Ex-
act, Auto + EP” results for exact match. We con-
sider the results using gold standard parses to be
less important for an end-to-end system, the main
function of which is an out of the box document
parsing tool. The evaluation metric in all experi-
ments, following Lin et al., is the micro-averaged
F1 score.

We show our final partial match results on the
test set in Table 2, compared with the Lin Parser
performance. We also compare our approach with
the results achieved by using the exact same for-
mulation and features (other than the sequential
features, of course) in two Logistic Regression
classifiers, to show that the sequential approach is
in fact helpful. To illustrate the effect of our sim-
plistic argument span identification rules, we also
show results without span matching, where argu-
ment spans are presumed to always partially match
if the sentence/sentences and relation type are cor-
rectly identified.

The results of each tagger individually are
shown in Table 3. Note that the overall results
are compared against all true relations in the doc-
ument, including those that our method inherently
cannot identify (hence the upper bound), while the
individual tagger results are only in the context of
the individual tagging task. This is why the recall
of the end-to-end results is smaller than the recall
of either of the individual taggers.

While we are focused on partial match results,
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’ H Prec. ‘ Recall ‘ F1 ‘

Two classifiers 46.12 | 31.68 | 37.56
Lin Parser 38.18

| Two Taggers | 4852 | 33.06 | 39.33 |
No span matching || 48.72 | 33.32 | 39.57
Upper bound 100 80.82 | 89.40

Table 2: Partial match results on all relations in
the PDTB. The Lin parser paper does not report
precision and recall

H Prec. \ Recall \ F1 ‘

Intra-sent. tagger 66.36 | 49.82 | 56.91
Intra-sent. classifier || 66.19 | 48.77 | 56.16
Adj. sent. tagger 40.31 | 36.53 | 38.33
Adj. sent. classifier || 37.13 | 34.21 | 35.61

Table 3: Results for each of the two taggers sepa-
rately

we also show exact match results in Table 4. In
error analysis we noticed that many of our errors
on exact match arise because we include in the
span another discourse connective, or an initial
word like “Eventually” or “Admittedly” in a non-
discourse usage. We therefore include another set
of results we call “almost-exact match” which al-
lows a match if there is at most one word at the be-
ginning or the end of the span that does not match.
Using this less strict definition, we reach a per-
formance that comes close to the Lin parser exact
match results.

To emphasize how much harder it is to iden-
tify the level 2 relation types than it is to identify
the level 1 classes, we also provide results on the
class-level discourse parsing task in Table 5.

5.1 Discussion

As seen in Table 2, we achieve higher performance
than the Lin parser on partial match results. This is
despite the fact that we use fewer manually-crafted

H Prec. ‘ Recall ‘ F1

2T exact match 14.47 | 5.93 8.41
2T almost-exact match || 29.61 | 14.75 | 19.69
Lin Parser 20.64

Table 4: Exact match results on all relations in the
PDTB. The Lin parser paper does not report pre-
cision and recall



’ H Prec. ‘ Recall ‘ F1 ‘
| Two Taggers || 62.56 | 443 | 51.87 |
| Upper bound || 100 | 80.82 | 89.40 |

Table 5: Results for the same task when using the
level 1 classes instead of the level 2 type relation
categories

rules and do not rely on a complex argument span
identification component. Moreover, the two tag-
gers are clearly stronger than two classifiers with
identical features, especially for the adjacent sen-
tence task, which shows that there is value to the
sequential approach.

It is clear from Table 3 that identifying rela-
tions in adjacent sentence pairs is a more diffi-
cult task than identifying them inside a single sen-
tence. This makes sense because single sentence
relations are always explicit in the PDTB while
most adjacent sentence relations are implicit. It
is well established that implicit relations are much
harder to disambiguate than explicit ones. While
we cannot provide an evaluation for implicit re-
lations only - it is not clear how to fairly define
false positives since we tag the entire document
without differentiating between explicit and im-
plicit relations - we can provide a lower bound
for our performance by using only implicit rela-
tions to collect the true positives and false nega-
tives, and all tagged relations to collect false posi-
tives. Our lower bound F-measure for implicit re-
lations is 28.32.% In the Lin parser, the F-measure
performance of the implicit relation classifier is
25.46, while the explicit relation classifier has an
F-measure over 80. These numbers imply that
our method is especially advantageous for implicit
relations, while explicit relations may be harder
to disambiguate without the specialized argument
location/span identification step taken by the Lin
parser. In addition, the relations that our approach
inherently cannot handle are all explicit.

It is interesting to note that the difference be-
tween the taggers and the classifiers is much larger
for the adjacent sentence pairs, meaning that the
sequential features are very strong in the adjacent
sentences tagger. This may indicate that intra-
sentence relations are more “stand-alone” in na-
ture while inter-sentence relations are more con-
nected with the rest of the document. This re-

“Precision is 28.02 and recall is 28.63.

102

sult, and the fact that our performance on intra-
sentence relations are not as high as previous re-
sults on explicit relations, suggest that one promis-
ing path for future work is the combination of a
more structured intra-sentence explicit relation ap-
proach (one that would, among other advantages,
allow finding multiple relations within the same
sentence) with a sequential adjacent-sentence ap-
proach. Our performance suggests that this sep-
aration (intra-sentence and adjacent sentence) in
methodology, which allows a sequential view, may
in some cases be more useful than the traditional
explicit vs. implicit separation.

Our approach beats state-of-the-art perfor-
mance using partial match, which is the natural
evaluation to use at this point in time given exact
match performance (this view has been expressed
by Lin et al. (2014) as well). While we do not
achieve the same results on exact match, which
is to be expected given our very simple approach
to argument span identification, Table 4 shows
that we come very close if a slightly less restric-
tive evaluation is used. This reaffirms the conclu-
sion that exact match is a very difficult task: even
with complex hand-crafted syntactic rules, cor-
rectly identified spans are relatively simple cases
which can also be identified (if a single word error
is allowed) by a much simpler method.

Table 5 illustrates how much harder the type-
level parsing task is than the class-level parsing
task. While it is possible that the class-level pars-
ing can be useful for some downstream applica-
tions, we believe that the more granular type-level
parsing is a better choice for properly understand-
ing a document’s discourse structure.

6 Conclusion and Future Work

We presented a reformulation of the PTDB dis-
course parsing task as two simple tagging tasks.
This formulation makes it easier to approach the
task and can be used as a convenient way to eval-
uate new ideas and features as they arise. Us-
ing chain-CRFs to implement this approach, we
surpass state-of-the-art performance at the overall
parsing task. While we used some of the strongest
features that have shown up in the literature in this
evaluation, there are many immediate candidate
methods for improving the results, such as adding
more specific features for the various grammati-
cal classes of explicit connectives described in the
PDTB.



Our results show that treating the task as se-
quential is useful. One interesting direction for
continuing this research is to transform the two
tagging tasks into two joint prediction tasks, and
perhaps eventually into one joint prediction task.

While we build on previous work in defining
our features, we also introduced some novel varia-
tions. We have defined the production angles fam-
ily of features, which are related to the production
rules of Lin et al. (2009) and the production sticks
of Li and Nenkova (2014b). We also contribute
to the word pair features line of research, which
started with Marcu and Echihabi (2002) and has
been part of most work on implicit relation disam-
biguation since, with our variations on the dense
word pair similarity features introduced by Bi-
ran and McKeown (2013). Our expanded shared
words features are also novel.

Our main aim in this paper was to show that
experiments with discourse parsing can be done
fairly easily using one of the many freely avail-
able sequential models. We hope that this method
will make the task more accessible to researchers
and help in moving towards a fully statistical and
holistic approach to discourse parsing. The parser
described in this paper is publicly available at
www.cs.columbia.edu/~orb.
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