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Introduction

In most natural language processing applications the goal is to extract linguistic information from raw
text or to transform linguistic observations into an alternative form, for instance from speech to text
or one language to another. All of these applications often involve statistical models that rely heavily
on a discrete representation of linguistic concepts, such as words and their POS tags, phrases and
their syntactic categories or sentences, documents, etc. This includes any model parameterized with
large probability tables or based on the extraction of multiple co-occurrence features (e.g. bigrams
or tag/word pairs). Such a representation poorly models statistical structure not explicitly represented
within the parameterization, but that might be very relevant from a morphological, syntactic and semantic
standpoint. This hinders the generalization power of the model and reduces its ability to adapt to other
domains. Another consequence is that such statistical models can only model very restricted contexts
of text, without suffering from the sparsity of data. For instance, even the Google n-gram corpus only
includes grams up to length 5. Data sparsity is a well-known and fundamental issue in statistical NLP,
for which the existing remedies based on smoothing techniques can be insufficient.

In recent years, there has been a growing interest in algorithms that learn a continuous representation
for words, phrases, or documents. For instance, one can see latent semantic analysis and latent Dirichlet
allocation as a mapping of documents or words into a continuous lower dimensional topic-space. Another
example, continuous word vector-space models, represent word meanings with vectors that capture
semantic and syntactic information. These representations can be used to induce similarity measures
by computing distances between the vectors, leading to many useful applications, such as information
retrieval, search query expansions, document classification and question answering.

The idea of continuous vector spaces for language modeling has been used to develop neural language
models that have reached state of the art performance in several applications. Another different trend
of research on continuous vector space models belongs to the family of spectral methods developed to
overcome some limitations of discrete latent space models. A further line of research is distributional
semantic models that are historically more tied with linguistic theories.

Despite the success of single word vector space models, they are severely limited since they do not
capture compositionality, the important quality of natural language that allows speakers to determine the
meaning of a longer expression based on the meanings of its words and the rules used to combine them.
This prevents them from gaining a deeper understanding of the semantics of longer phrases or sentences.
For this reason, recently, there has been much progress in capturing compositionality in vector spaces.

Given this background, the first and second workshops on Continuous Vector Space Models and
their Compositionality have been organized, and received high quality contributions, as well as high
participation. As a result, this workshop has successfully served as a bridge between communities
working on the different kinds of semantics models mentioned above. We believe, further progress
on the applications of such models could be made by gathering both applied and theoretical researchers
interested in developing systems that capture natural language semantics. This broader vision is reflected
by the new list of topics this year. In addition, given the high interest and rapid development of various
continuous semantic models, we invited more keynote speakers, compared to previous years.

This year, we continued in this direction, with the following list of topics:

• Neural networks

• Spectral methods

• Distributional semantic models
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• Language modeling for automatic speech recognition, statistical machine translation, and
information retrieval

• Automatic annotation of texts

• Unsupervised and semi-supervised word sense induction and disambiguation

• Phrase and sentence-level distributional representations

• The role of syntax in compositional models

• Formal and distributional semantic models

• Language modeling for logical and natural reasoning

• Integration of distributional representations with other models

• Multi-modal learning for distributional representations

• Knowledge base embedding

In brief, we aimed to highlight the ongoing effort to address some of these points, either by theoretical
reasoning, or through example via demonstrating interesting properties of new or existing distributional
models of semantics. We also aimed to gather formal semanticists, computational linguists, machine
learning researchers and computational neuroscientists to tackle these fascinating problems.

Organizers:
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Scott Wen-tau Yih, Microsoft Research
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