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Abstract

This paper provides an overview of the
Sheffield University submission to the
WMT15 Translation Task for the Finnish-
English language pair. The submitted
translations were created from a system
built using the CDEC decoder. Finnish is
a morphologically rich language with ele-
ments such as nouns and verbs carrying a
large number of inflectional types. Con-
sequently, our improvements are based
on morphology and include preprocessing
steps to handle of morphological inflec-
tions inherent in the language, and which
otherwise result in lexical sparsity and loss
of information.

1 Introduction

This paper outlines The University of Sheffield’s
submission for the shared translation task, which
is part of the 2015 Workshop on Machine Trans-
lation. We participated in the Finnish-English lan-
guage pair task which used news-test-2015 data.
23 systems from 12 organisations took part in this
task.

Finnish is an inflectional language containing a
productive morphology. The morphological phe-
nomena can lead to a great many inflectional
forms. This complex productive morphology can
be a barrier to machine translation, with many
forms unseen at training. As such, our work was
focussed on handling the morphological variation
in Finnish with the aim of extracting and transfer-
ring as much information as possible - in terms of
nominal forms and declensions.

For this paper we describe our baseline system
in Section 3, followed by our improvements in
Section 4 and potential gains in Section 5. We re-
port our results in Section 6.
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2 Related work

In terms of previous work in the translation of
morphologically rich languages in MT, Finnish-
English has previously featured as a language pair,
in the 2005 shared task (Koehn and Monz, 2005).

Chahuneau et al. (2013) experimented specifi-
cally with models into morphologically rich lan-
guages, we opted to do from Finnish, as a mor-
phologically rich language, into English. Their ap-
proach is, however, more systematic, deploying a
morphological grammar.

Another approach, used by Ammar et al. (2013)
is that of synthetic translation options, supple-
menting the phrase tables to compensate for the
sparseness in translating from/to highly inflected
languages.

Luong et al. (2010) also investigate morpheme-
level extraction, but integrate this into the decod-
ing process itself, instead of the pre-processing
step we have. They also incorporate unsuper-
vised morphological analysis and do not rely
on language-specific tools, whereas we used a
Finnish parser for our morphological analysis

3 Baseline system

For our decoder we used CDEC (Dyer et al.,
2010), which essentially is used for rule extraction
and decoding. CDEC uses synchronous context-
free grammars (SCFGs) as the model for natural
language syntax.

The initial tokenization and lower casing were
performed using the ‘tokenize-anything’ and ‘low-
ercase.pl’ scripts respectively. They are both in-
cluded as part of the CDEC suite of tools (simi-
lar to those provided with Moses). Fast-align was
used to learn the word alignments.

To train the translation model we used the Eu-
roparl data set provided. We additionally investi-
gated some of the newly available DCEP corpus
(Hajlaoui et al., 2014). This is a resource contain-
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ing multilingual output from the European Parlia-
ment beyond the plenary sessions of Europarl that
has recently been made available for use. It con-
tains the parliamentary reports (from the parlia-
mentary committees of the European Parliament),
oral and written questions, and press releases, and
alignments can be derived for any language pairs
in the language matrix. However, through exper-
imentation we discovered issues with misalign-
ments and determined better alignments when iso-
lating the parliamentary reports from the questions
and deriving them separately. We subsequently
also isolated the press releases and aligned those
as well. Although taken as a whole, the system
seemed to actually cope with poor alignments - we
subsequently experimented with the entire DCEP
corpus (Hajlaoui et al., 2014) and achieved com-
parable results.

The grammar extraction is made up of SCFGs,
which generate strings in two languages. The pro-
cess ultimately builds an SCFG translation gram-
mar (typically from a word-aligned parallel cor-
pus) and in this case is a HIERO grammar . For the
purposes of increased speed, per-sentence gram-
mars (PSGs) were used in the translation. PSGs
only contain rules that match a single sentence (fil-
tered from larger grammars) and, despite the fact
that rules are created for each individual sentence
to be translated, they are quickly loadable.

For our Language Model we examined two dif-
ferent approaches. The basic approach purely used
the given Europarl dataset, whilst the enhanced ap-
proach incorporated a partial selection of mono-
lingual Newscrawl data (provided) taken from the
Gigaword corpus in addition to the Europarl data.
During experimentation we found that adding the
extra Newscrawl data to the language model sig-
nificantly improved the BLEU score (+0.5). How-
ever, due to time constraints we were unable to test
this improvement alongside our stemming experi-
ments (Section 4) so did not obtain a compound
score (for stemming coupled with the additional
monolingual data), which we believe could have
been significantly better.

The final output translation initially only had
the first letter in every sentence changed to upper-
case. The translation was then converted into the
SGML format using the ‘wrap-xml.perl’ script.
Unfortunately, just simply converting the initial
letter in each of the sentences led to a compara-
tively poor BLEU-cased score, which we decided
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had to be improved (see True-casing in section 4)

4 Improvements

4.1 Morphological stemming

Our main improvement to the system was based on
the idea that there is a need to deal with the highly
inflectional nature of Finnish, as the source lan-
guage. The fact that Finnish is a morphologically
rich language is problematic for machine transla-
tion systems. For example, it has 15 grammati-
cal cases which results in a great many declen-
sions of the nouns. This in turn leads to a great
deal of lexical sparsity when estimating parame-
ters for the translation model. Ultimately, there is
a high incidence of out of vocabulary words, and
valuable linguistic information is lost. While in-
flected forms may have occurred at training time,
this means that the simple base form will not nec-
essarily be resolved at decoding time. Even if base
forms occurred in training, the inflectional form at
decoding time will generally fail to match. The
agglutinative nature of Finnish increases the prob-
lem further, as many nouns are compounded.

We therefore parsed our data using the Turku
Finnish Dependency Parser (Haverinen et al.,
2014) which is now available!. This parser works
efficiently and we were able to process raw input
text. The resulting parsed files allowed us to ex-
tract the base form of each inflected noun in ad-
dition to the parts of speech, dependencies, and
grammatical case information. Of this we used the
base form and grammatical case information to re-
place each inflected noun occurring in the test data
with its base form, in addition to a place marker
for cases deemed relevant. By this we mean that
the nominative form, for example, does not result
in inflectional variation, nor does it incorporate
additional grammatical information, which would
be of relevance in English. Often the inflections
in Finnish become prepositions in English, so our
hope was to retain this additional grammatical in-
formation and rely on the case placemarker being
aligned to the relevant preposition in English. We
decided not to include declensions where the de-
clined form could be ambiguous, and left those
unmodified.

We subsequently trained the alignments with
our marked up test data. We used the base form
and grammatical case information for each noun

"http://turkunlp.github.io/Finnish-dep-parser/



occurring in the training and test data and ex-
tracted lists of nouns where appropriate.

4.2 Issues encountered with stemming

Of course there is also inflectional variation within
some cases, So a strict one-to-one mapping will not
necessarily hold true. We did not substitute the
base form for plural inflections, which did how-
ever result in losses, and which we would attempt
to handle better in any future task. More prob-
lematic is the fact that a noun can decline in a
similar manner for different cases - for example,
the word ‘kirjan’ can be the base form of ‘kirja’,
which means ‘book’, inflected in the genitive and
accusative case - both have the same inflectional
form. We dealt with this by only substituting the
forms where there was no ambiguity. We de-
termined that this was why we were not seeing
improvements that were as significant as we had
hoped. In addition, our attempts to rectify the is-
sue were not sufficiently tuned.

Interestingly, we got good results when we only
stemmed the nouns in the training set that also ap-
peared in the dev and test sets (not submitted).
This suggests that when we stemmed as many
nouns as we could, it appeared to do as much harm
as good and effectively cancelled itself out.

4.3 Filtering

We attempted an experiment with filtering, based
on research proving that the translation direction
of the training data makes a significant differ-
ence for both the translation model and the lan-
guage model (Kurokawa et al., 2009; Lembersky
et al., 2013; Lembersky et al., 2012). This re-
search indicates a qualitative improvement with
much less data. It would seem logical that train-
ing on translated data already incorporates some of
the crosslingual transfer which is performed by a
human translator, and therefore is valuable to cap-
ture.

To this end we constructed a directional corpus,
filtering the whole of the Europarl for excerpts
which were originally in the Finnish language. We
did this by tracking the ‘language’ attribute in the
markup to filter out any contributions which had
originally been in Finnish. Once we had filtered
these out we matched them with corresponding ex-
cerpts in the target language, in our case English.
One major issue here was that due to the fact that
there are only 26 Finnish members of the Euro-
pean Parliament out of a total number of 750, the

amount of data that is in Finnish is relatively small.
Our resulting filtered data corpus contained just
81,444 lines or sentences. This seemed to prove
insufficient to influence the overall score. Unfor-
tunately the DCEP data (Hajlaoui et al., 2014) has
no way of determining what the original language
was, and thus we had no additional sources for our
filtered data.

4.4 True-casing (for BLEU-cased scores)

Due to an initial low BLEU-cased score it was
decided that the true-casing had to be enhanced
beyond simply capitalising the first letter of each
sentence. In addition, time constraints and limited
experience with available casing tools led to the
creation of a relatively short script in order to im-
prove the casing for the translated sentences. Two
simple methods were implemented:

o Firstly, capitalisation statistics (ignoring first
words) were taken from the unmodified Eu-
roparl corpus and applied to each individual
word in the automated translation. For ex-
ample, there would be instances in the corpus
where ‘The’ appears with a capital “T” as part
of a name, and if this was applied directly
then all occurrences of ‘the’ in the output
translation would then be capitalised. Clearly
this would not be acceptable and so a ratio of
capitalised ‘The’ versus lower-case ‘the’ was
recorded and if it was over a set limit then all
occurrences of ‘the’ would be capitalised or
else none would be. By itself this still has a
number of limitations, but it was surprisingly
accurate in this case, improving our original
BLEU-cased score by nearly +2.0.

e Secondly, each sentence from our automated
translation was then cross referenced with its
respective sentence in the unmodified source
text. Then, for each capitalised word in the
source that also appeared in the output trans-
lation the capitalisation was carried over and
applied. This was particularly effective for
items such as place names and other named
entities. This second option further enhanced
the BLEU-cased score and bought the dis-
parity levels (between cased and non-cased)
largely in line with the other submissions
(e.g. roughly -1.0).

It should be noted that this approach has its lim-
itations and in the future it is anticipated that ro-



bust, tried and tested tools such as the Moses True-
caser/Recaser will be used to undertake any re-
quired casing tasks.

5 Alternative enhancements

5.1 Compound splitting

We also attempted to address the issue of com-
pound splitting, given that Finnish is agglutinative
in nature and so has many compound nouns which
compact the grammatical inflections. The parsed
files usefully gave us the compound forms of our
nouns, however, due to lack of time we could not
refine our implementation sufficiently.

5.2 Improved Language Model

The primary experimentation of using an en-
hanced language model that incorporated some
of the Newscrawl data showed promising results.
Ideally it would have been useful to spend time ex-
perimenting with various language models in or-
der to gauge which aspects either positively or ad-
versely affected the output translation. Clearly, for
this task the Newscrawl data was largely in do-
main, and so the full set could have been an ap-
propriate addition to be used in order to further
enhance the language model and ultimately pro-
duce a more fluid output.

6 Results

Our primary results are displayed in Table 1.

System BLEU | Cased | TER
Europarl only 12.9 12.3 | 0.791
Europarl+Newscrawl 13.4 12.5 ] 0.792
Europarl+Stemming 134 124 | 0.792

Table 1: Showing the respective BLEU, BLEU-
Cased, and Translation Error Rate scores of the
three different systems.

Essentially the improvements over the baseline
(Europarl only: 12.9) are fairly significant in both
cases. This does appear to suggest that extending
the language model and applying stemming (sep-
arately in this case) are both pertinent enhance-
ments that can be used to improve the overall out-
put translation. However, the fact that the system
with fairly extensive stemming is comparable to a
standard Europarl system with a slightly enhanced
language model highlights a couple of points:
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e Further extending the language model
should carry significant gains and produce a
smoother final translation.

Stemming has potential, but our methods
were a little too simplistic and some of the is-
sues we encountered appeared to cause dam-
age. This suggests using more robust and
complex methods to handle the problems and
ambiguity could produce much stronger im-
provements.

There is potential to combine an extended
language model and stemming information in
the same system, which again should produce
significant improvements.

7 Conclusions

In this paper we presented our submission, which
was produced from a system built using the CDEC
decoder. Our improvements included prepro-
cessing to deal with morphological variation in
Finnish, as the source language, and an attempt
at directional filtering. It appeared that as this was
our first submission, we were starting from scratch
and had significant time consuming groundwork
preparation to perform before any enhancements
could me made. Ultimately, a number of im-
provements were made, but the results were not as
strong as initially hoped, and we found that am-
biguity and other issues encountered during the
stemming introduced a degree of damage, which
in turn seemed to put a glass ceiling on our BLEU
scores. As such, these problems need to be dealt
with in a more concrete and elegant manner.

Finally, using a lightly extended (in domain)
language model produced a positive result and so
there is scope to explore this avenue further. It is
anticipated that experimenting with, and manag-
ing the language model could well produce signif-
icant gains.
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