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Preface 
 
 
The Workshop on Natural Language Processing (NLP) is an annual meeting organized in the 
Information Systems Research Working Days by Faculty of Systems Engineering of the National 
Polytechnic School of Ecuador. JISIC 2014 is the fifth meeting in the series and was held in 
Quito, Ecuador, from October 20-24, 2014. 
 
This Workshop aims to spread in Latin America the knowledge of the latest techniques 
involved on data preparation and algorithms for building applications on Natural Language 
Processing. The North American Chapter of the Association for Computational Linguistics 
(NAACL) has endorsed the event. 
 
The lecturers have been invited to write papers on all aspects of computational approaches 
to Natural Language Processing. The papers received have been revised and prepared to 
compose this issue. 

We    thank   all   lecturers and    participants who   have    contributed and   made this 
publication possible. We also appreciate and give a special thanks to the support from the 
Association for Computational Linguistics (ACL). 
 
We hope you enjoy reading the memories of the Workshop! 
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Abstract 

 
Since, at the moment there is not a gold-

standard annotated corpus for this 

objective, it is necessary to build one, to 

allow generation and testing of automatic 

systems for classifying the purpose or 

function of a citation referenced in an 

article. The development of this kind of 

corpus is subject to two conditions: the 

first one is to present a clear and 

unambiguous classification scheme. The 

second one is to secure an initial manual 

process of labeling to reach a sufficient 

inter-coder agreement among annotators 

to validate the annotation scheme and to 

be able to reproduce it even with coders 

who do not know in depth the topic of the 

analyzed articles. This paper proposes and 

validates a methodology for corpus 

annotation for citation classification in 

scientific literature that facilitate 

annotation and produces substantial inter-

annotator agreement. 

 

1 Introduction 

 

Not all citations have the same effect in a citing 

article. The impact of a cited paper may vary 

considerably. It could go from being a criticism, 

or a starting point for a job or simply an 

acknowledge of the work of other authors. 

However, accepted methods available today are 

variations of citation counting where all citations 

are considered equal and are evaluated with the 

same weight. Current methods of measuring 

impact fall into one of three techniques: simple 

count of citations (more citations, more impact); 

co citation which adds as a measure of similarity 

between two works the number of common 

documents that cited them; and the Google’s 

PageRank that measure citation relevance using 

the relevance and frequency of the citing 

document. Not all citations are equal, so they 

should not weigh equally in the impact 

calculation. None of the above mentioned 

counting methods takes into account whether the 

citation context is positive or negative, the 

purpose of the citing article, or if the citation has 

or not have influence on it.   

It becomes important to identify more complete 

metrics that take into account the content about 

cited work to assess its impact and relevance. It is 

necessary the construction of a new impact index 

enriched with qualitative criteria regarding the 

citation. This process requires a content analysis 

of the context containing citations to obtain 

certain important features such as intent or 

purpose of the citing author when made the 

reference.  

Content analysis is a group of procedures to 

recollect and organized information in standard 

format to make inferences about its characteristics 

and meaning using manual or automatic methods 

(Ding, Zhang, Chambers, Song, Wang, and Zhai, 

2014). This analysis could be automatic starting 

from a tagged corpus to build a model.     

Since, there is not a gold-standard annotated 

corpus for citation analysis data, it is necessary to 

work in the generation of one in order to facilitate 

collaborative work and results comparison among 



researches. Development of a corpus starts from 

the definition of a citation classification scheme 

that considers function (purpose), polarity 

(disposition) and influence of cited paper to 

produce a reliable and reproducible data set that 

could be the basis for future work in this area. This 

tagged corpus will allow overcoming problems 

currently present that make very difficult to 

strengthen collaborative efforts in this field 

(Hernández y Gómez, 2014). Present problems 

are, for instance, the lack of a standard 

classification scheme and of sufficient public data 

available such that researchers could test their 

systems and compare results.  

According to Arstein and Poesio (2008), a 

corpus is reliable if annotators agree in the 

assigned categories because it displays a similar 

understanding of the classification scheme. This 

criterion is a prerequisite to demonstrate validity 

of a scheme. If there is no consistency among the 

obtained results, the representation may be 

inappropriate for the data.  

In our experiment, we pose a scheme to classify 

citation functions and we defined an annotation 

methodology to allow a greater accuracy in the 

process to facilitate decision-making and generate 

a greater inter-coder agreement. The subject of 

this article focus in the proposed annotation 

methodology which could be applied to any 

scheme with the only condition that the scheme is 

not ambiguous i.e. its categories are clearly 

differentiated. 

 

2  Method 

 

We applied different citation classification 

schemes according to citation function. The 

condition for these schemes were that categories 

were well distinguished.  

In this process, we detected two sources or error 

that affected results and did not allow good 

agreement among coders. One had to do with 

usage by the annotators of context of different 

length, which lend them to obtain discrepant 

results; the other was lack of clarity in the 

analyzed articles that made difficult to find 

enough sense in text to reach a unique citation 

classification.  

We corrected the first factor setting fixed 

criteria for determining context length. Hernández 

and Gómez, (2014) highlighted the need for 

defining context in view of argument detection, so 

the context include all sentences around citation 

that are talking about it. However, due to the 

complexity of this task, we decided to replace 

argument detection by fixing a context delimited 

by a complete paragraph. The rationale for this 

decision was that, by definition, a paragraph is a 

group of related sentences about the same idea.  

We assumed that author’s purpose when making a 

citation could be found using cue words and 

ontological concepts that are within the same 

paragraph.  

To avoid the second error source, we proposed 

a new annotation methodology to help coders to 

organize the ideas expressed in the text, to take 

them to decide citation function classification in 

an orderly way. With the proposed annotation 

methodology, we could achieve a minimized 

human effort with a clear understanding of the 

structure of the presented ideas, so that we could 

generate a natural association of functions and 

their classes. As an additional advantage, the 

methodology includes detection of patterns 

formed by lexical values (cue words) and 

ontological classes related to a function. We could 

convert this information to regular expressions to 

be the foundation for automatic citation 

classification.  Without regular expressions, to 

annotate a corpus of sufficient size we would 

require too much effort to detect patterns 

statistically. In fact, in the initial experiments, the 

original intention for pattern use was to annotate 

them in conjunction with function definition, so 

that, these patterns included in the corpus, would 

facilitate model detection in an automatic tagging 

process. We changed this approach and decided to 

pre-annotate first in an attempt to improve a very 

low annotation agreement, and with this change, 

we obtained a new and more effective way to data-

set annotation.   

The proposed annotation methodology consists 

of two phases. In the first, we perform a pre-

annotation process in which we define patterns. 

These patterns help coders to understand structure 

of sentences within context and help them to 

define citation function. In this step, the annotator 

detects a sentence type, saving the original 

sentence order to maintain relevant information 

related with citation purpose. Zock, 2012, 



presented patterns that link ontological and 

syntactic categories to generate sentences 

maintaining the author’s original intention.  These 

techniques allow associating between purpose and 

an ontological pattern. We adapt this basic idea to 

the solution or our problem and develop concepts 

and notation to our method.  

In the pre-annotation stage, coders identify 

manually ontological and lexical patterns that are 

near of citations within the content defined as a 

paragraph. A pattern consists of a fixed part and a 

variable part. The fixed part is underlined and 

corresponds to cue words related to a function. We 

label the variable part as XML, according to 

ontological concepts as cited work, author, theory, 

action, method, used material, concept, task, 

result, quoted text, assumption, person, 

experiment, positive feature, negative feature, etc.  

We design the group of tags so that we cover 

without ambiguity the largest number of 

possibilities.   

For instance, if we have the text: “This feature 

set is based on Dong and Schäfer, 2011.” Pre-

annotation result will be: “<material>this feature 

set</material> is based on <cited>Dong and 

Schäfer, 2011</cited>.” In addition, the pattern 

will be “MATERIAL is based CITED”, where 

MATERIAL and CITED are the variable part and 

“is based” is the fixed part that corresponds to cue 

words. In this case, it is clear that citation function 

has to do with the use other author’s material as a 

base for own work.  

Other sentences can be generated with this 

pattern, for instance, “The algorithm is based in 

the Vector Space Model – VSM (Salton et al., 

1975)”. This sentence pre-annotated is 

“<material>The algorithm</material> is based in 

the Vector Space Model – VSM <cited> (Salton et 

al., 1975)</cited>”. The pattern is the same that 

the one in the previous example “MATERIAL is 

based CITED”, with the equal function type than 

last example because pattern is identical.  

Fixed part is a skip-gram with 1 to 4 length. 

Each group of words is a sequence. A skip-gram, 

according to Guthrie, Allison, Liu, Guthrie, and 

Wilks (2006), is a generalization of an n-gram, 

where text leave not considered spaces, while a 

skip-gram does consider spaces between word 

sequences.  

 

2.1  Examples of pre-annotation process  

 

To understand better the pre-annotation scheme, 

we show three examples of how to apply it to the 

context of scientific citations. First, consider the 

following sentence containing a citation: 

“We compare our zone classifier to a 

reimplementation of Teufel and Moens's NB 

classifier and features on their original 

Computational Linguistic corpus”. 

After applying the ontological pattern 

annotation scheme, we obtained the following 

result: 

“<author>We<\author> compare our 

<material>zone classifier<\material> to a 

reimplementation of <cited>Teufel and 

Moens<\cited>'s <material>NB 

classifier<\material> and 

<material>features<material> on their original 

<material>Computational Linguistic 

corpus<\material>”. 

Its ontological pattern is:” AUTHOR compare 

our MATERIAL to CITED MATERIAL” 

This pattern contains a skip-gram, which is 

formed by two word sequences: “compare our” 

and “to”. The idea behind the whole sentence is 

that the authors compare their own material with 

a cited material. The classification of author’s 

sentiment is not part of this work, but the pattern 

clearly reveals a comparison between authors’ 

contribution with other researchers’. 

Let us take a second example out of the 

literature to illustrate our method. Consider the 

following paragraph containing a citation: 

“Comprehension-based summarization, e.g. 

Kintsch and Van Dijk (1978) and Brown et al. 

(1983), is the most ambitious model of automatic 

summarization, requiring a complete 

understanding of the text. Due to the failure of 

rule-based NLP and knowledge representation, 

other less knowledge-intensive methods now 

dominate”. 

Annotating this paragraph, we have: 

“Comprehension-based summarization, e.g. 

<cited1>Kintsch and Van Dijk (1978)</cited1> 

and <cited2>Brown et al. (1983)<\cited2>, is the 

most ambitious model of automatic 

summarization, requiring a complete 

understanding of the text. Due to the failure of 

<method>rule-based NLP<\method> and 

<method>knowledge representation<\method>, 



other less knowledge-intensive methods now 

dominate”. 

Its ontological pattern is: 

“CITED ambitious * .Due to * failure of 

METHOD 

CITED ambitious * .Due to * failure of 

METHOD”. 

The pattern contains a skip-gram having three 

word sequences: “ambitious”, “.Due to” and 

”failure of”. The skip-grams are indicated by a star 

symbol * in between the sequences. The variable 

parts are two: <cited> and <method>. The idea 

behind this pattern is that the cited researchers 

were ambitious, but they failed on the authors’ 

point of view. This pattern clearly reveals authors’ 

negative impression or a weakness regarding the 

cited work. 

Finally, we present a third example by taking 

the following sentence containing a citation: 

“The baseline score shown in bold, is obtained 

with no context window and is comparable to the 

results reported by Athar (2011)”. 

Applying our annotation scheme, we produce: 

“The <result>baseline score<\result>, shown in 

bold, is obtained with no context window and is 

comparable to the <result>results<\result> 

reported by <cited>Athar (2011)<\cited>”. 

Its ontological pattern is: 

“RESULT is * comparable to RESULT 

CITED”. 

Again, the pattern contains a skip-gram having 

two word sequences: “is” and “comparable to”. 

Additionally, it contains three variable parts: 

<result> <result> <cited>. From this pattern, we 

clear see that authors are comparing their results 

with other researchers’. Independently of the 

function classification, the ontological patterns 

are supposed to reveal the authors’ intention 

concerning the cited work. 

The application of this strategy allows 

identifying punctual lexical entries and their 

relation to semantic features. An ontological 

pattern here is a structure that conveys authors’ 

purpose to cite. By using that, we expect not only 

to obtain a good level of agreement among the 

annotators, but also to minimize the human effort 

needed for annotating papers and populate a big 

corpus by converting the patterns into regular 

expressions. 

3  Experiment setup and results 

 

Three annotators collaborated. The annotation 

process comply three requirements in order to 

achieve reliability and reproducibility 

(Krippendorff, 2004). The annotators had a profile 

that allow them a good understanding of the 

scientific texts in computational linguistics; they 

worked in an independent way and they had a 

clear function classification scheme with detail 

instructions.  

To test annotation reliability, we measured 

inter-annotator agreement in a small section of the 

corpus; the same people must review this sample. 

It is necessary to achieve a good rate in this 

agreement because it certifies that the process is 

reliable and reproducible and that results may be 

generalized to the complete process in which 

probably are going to work new annotators and 

not only the ones that coded the trial (Artstein y 

Poesio, 2008).  

We analyzed 101 citations to classify them 

according to their function without pre-annotation 

and 101 different citations with pre-annotation. 

We measured inter-annotator agreement in each 

case.  

 

4 Results and discussion 

 

We computed Fleiss, Krippendorff indexes and 

Pairwise average using Geertzen, J. (2012) 

software. Calculations were made for processes 

without and with pre-annotation. Pre-annotation 

applies the explained methodology. We present 

results in Table 1 and 2.  

 

4.1 Results without applying pre-

annotation  

 

The experiment had 3 annotators, 101 cases, 

and 1 variable with 303 decisions.  

 

 

 

 



Fleiss Krippendorff Pairwise 

avg. 

A_obs = 0.554 

A_exp= 0.274 

Kappa = 0.386 

D_obs = 0.446 

D_exp = 0.728 

Alpha = 0.388 

% agr = 55.4 

Kappa=0.405 

 

Table 1: Results for inter-annotator agreement 

without pre-annotation 

 

 

4.2 Results applying pre-annotation  

The experiment had 3 annotators, 101 cases, 

and 1 variable with 303 decisions.  

 

 

Fleiss  Krippendorff Pairwise 
avg. 

A_obs=0.845 

A_esp=0.365 

Kappa=0.756 

D_obs = 0.155 

D_esp = 0.637 

Alpha = 0.756 

% agr= 84.5 

Kappa=0.756 

 

 

 

  
Table 2: Results for inter-annotator agreement 

with pre-annotation 

 

5  Conclusions and future work 

 
Results without pre-annotation presented low 

inter-annotator agreement values. We could 

explicate this, due to the complexity that have the 

process for defining functions in a medium 

granularity scheme with at least five functions. 

We consider that a five-function scheme allows 

differentiating citation functions. We tested the 

methodology with a scheme with this number of 

classes. Annotators read carefully the articles but, 

without a pre-annotation process, results were 

poor because annotators had to take into account 

too many details and even with a through reading, 

text structure is difficult to appreciate.  

There is a big improvement in inter-annotator 

agreement using the proposed methodology that 

includes a pre-annotation process of a citation 

context with a fixed one-paragraph length. The 

previous process of extracting ontological 

concepts and cue words allowed that annotator 

could see more clearly sentence structure and 

facilitate decision making about the citation 

function classification.  The result is a very 

significant enhancement of inter-annotator 

agreement that validates the use of the proposed 

methodology.  

With the proposed annotation methodology the 

agreement percentage, without a random 

correction is 84.5% and Kappa index is 0,756. 

According Landis and Koch (1977), a K = 0,756 

corresponds to a substantial annotator agreement, 

while the initial results, without pre-annotation 

corresponded to a minimum value which was not 

enough to keep on working in the topic.  

We plan to annotate a sufficient number of 

articles using this methodology together with a 

non-ambiguous and complete scheme of 

annotation. The annotations generated, 

ontological patterns and cue words will serve to 

mine in an automatic way in a non-annotated 

corpus. Thus, we will continue to expand a basic 

corpus for the development of research in citation 

function analysis. 

Our intention is to make available to the 

scientific community this dataset to facilitate 

research in order to develop better systems to 

evaluate the citation impact in scientific literature. 

The purpose of these systems will be to take into 

account new factors that can be incorporated in 

the calculation of indexes to better assess 

function, significance and disposition of an author 

towards the scientific work of another that was 

referenced.    
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Abstract 

Statistically training a machine translation 

model requires a parallel corpus 

containing a huge amount of aligned 

sentence pairs in both languages. 

However, it is not easy to obtain such a 

corpus when English is not the source or 

the target language. The European 

Parliament parallel corpus contains only 

English sentence alignments with 20 

European languages, missing alignments 

for other 190 language pairs. A previous 

method using sentence length information 

is not enough reliable to produce 

alignments for training statistical machine 

translation models. Hybrid methods 

combining sentence length and bilingual 

dictionary information may produce better 

results, but dictionaries may not be 

affordable. Thus, we introduce a 

technique which aligns non-English 

corpora from the European Parliament by 

using English as a pivot language without 

a bilingual dictionary. Our technique has 

been illustrated with French and Spanish, 

resulting on an equivalent performance 

with the existing one in the original 

English-French and English-Spanish 

corpora. 

1 Introduction 

Obtaining a parallel corpus of aligned sentence 

pairs is an important task to further work for 

human translators and several natural language 

processing applications such as statistical 

machine translation (Brown et al, 1990; Melamed, 

1998), cross-lingual information retrieval (Davis 

and Dunning, 2995; Landauer and Littman, 1990; 

Oard, 1997) and lexical acquisition (Gale and 

Church, 1991; Melamed, 1997), to mention some. 

Bilingual corpora are useful for human translators 

to search for a chunk of text in a source language 

and to find its corresponding translation into a 

target language. From the machine's standpoint, 

one of the most common applications is on 

training statistical models for machine translation. 

In the translation domain, no matter human or 

machine, they both need a very huge amount of 

aligned sentence pairs in order to find appropriate 

word combination that enable them to produce 

good translations.  

Each language is a world of symbols made of 

its own set of words and their possible 

combinations that lead to a meaning from the 

native speakers' point of view. A parallel corpus 

comes as a map in between two languages, 

indicating which set of word combinations in a 

source language produces another set of words in 

a target language. Being so, we assume that the 

more sentence pairs there are in a corpus, the 

better is the mapping between the two languages 

and consequently, the better are the derived 

translations from it. Therefore, a huge amount of 

translated sentence pairs is essential. 

Due to this growing demand, a number of 

parallel corpora have become available within the 

last decade, for instance the Europarl corpus 



(Koehn, 20051), the News from OPUS2, the JRC-

Acquis corpus3, the MultiUN corpus4 and the EU 

Official Journal EU Official Journal Multilingual 

Legal Text in 22 European Languages (Gale and 

Church, 1993), which are freely downloadable for 

research purposes. The Europarl corpus in 

particular is a parallel corpus extracted from the 

proceedings of the European Parliament. It 

consists of texts in 21 European languages, where 

English is the only language with which the other 

languages are aligned. Some of the remaining 

resources above mentioned do contain alignments 

between all combinations of language pairs; 

however, the quality of these alignments is 

questionable given that the alignment method 

utilized for most of them is solely based on 

sentence length information (Varga et al., 2005). 

Our experiments show that such alignments may 

present around 90% of precision. Obviously, the 

performance depends on the internal arrangement 

of the sentences being provided as input. 

Although the information of a good bilingual 

dictionary may be used to enhance the 

performance of an aligner (Schmid, 19945), it is 

not normally available for free, even less when 

none of the two languages involved is English. In 

other words, most of the freely available non-

English parallel corpora have not been aligned 

with the use of the respective bilingual 

dictionaries and therefore the quality relies 

basically on sentence length information. 

Although the Europarl corpus has also been 

aligned with sentence length feature, there are 

underlying alignment information and noise 

removal which make the final quality to be very 

high. First, its alignment is simplified by the fact 

that the texts are originally available in a 

paragraph aligned format. Second, each paragraph 

is typically small, containing from 2 to 5 

                                                           
1 Europarl, 2005. www.statmt.org/europarl/ 

 
2 Tiedemann, 2009 http://opus.lingfil.uu.se/ECB.php 

 
3 Ralf et al., 2006. 

http://ipsc.jrc.ec.europa.eu/index.php?id=198 

sentences only. Third, much noise is removed by 

discarding an utterance of a speaker when the 

number of paragraphs in it differs in the two 

languages being aligned. The prior data 

preparation done by the underlying paragraph 

information combined with the noise removal 

technique leads to an alignment of excellent 

quality. According to our experiments its 

precision reaches more than 99%. 

Each corpus contains approximately 2 million 

English sentences and it is pairwise aligned with 

20 other European languages. Since each parallel 

corpus is independently aligned, the number of 

sentences in each bitext is not the same across the 

language pairs. Most of the difference is due to the 

utterance removal process described above which 

occurred prior to the alignment. Consequently, not 

all the English sentences of a corpus (e.g. the 

English part from the English-French bitext) are 

present in the other corpus (e.g. the English part 

from the English-Spanish bitext). In other words, 

considering the English-French and the English-

Spanish corpora for example, not all of the 

English sentences from the former can be found 

in the latter and viceversa. It means there are 

sentence insertions, deletions and substitutions 

when we consider two English corpora coming 

from diferent aligned language pairs of the same 

Europarl corpus. 

It is unreasonable to expect the same alignment 

precision of two non-English texts from the 

Europarl corpus just by using the sentence length 

information. The prior sentence insertions, 

deletions and substitutions introduce an 

observable noise when comparing a pair of non-

English texts, making harder the work of the 

aligner. In fact, our experiments point out to a 

precision of only 90% given an amount of such a 

data. As previously stated, a bilingual dictionary 

 
4 Eisele and Chen, 2010 

www.dfki.de/lt/publication_show.php?id=4790 

 
5 www.cis.unimuenchen.de/~schmid/tools/TreeTagger/ 

 



may be helpful to improve this figure, but 

unfortunately, good ones are very expensive6 to be 

affordable by developing countries for research 

purposes. 

Taking these constraints into consideration, we 

have developed a sentence alignment method 

which exempts the use a bilingual dictionary 

when a multilingual corpus has previously and 

efficiently been aligned with English. This is the 

case of the Europarl corpus which contains only 

English sentence alignments with other 

languages. This paper is organized in the 

following way: In the Section 2 we describe our 

method. Section 3 contains the experiments for 

validating the method. Section 4 brings the results 

and the related discussions. In Section 5 we point 

out to conclusions and future work. 

2 Bilingual Sentence Alignment Algorithm 

This section is divided into two parts. First, we 

define the core algorithm and explain which type 

of corpus is needed in order to utilize the method. 

Then we provide additional details of the 

algorithm for implementation. 

2.1 Assumptions and the Core of the Algorithm 

We assume that we use a multilingual corpus 

which has previously been aligned with at least 

one language. Let's say that English is the pivot 

language. We want to obtain sentence alignments 

between any two foreign (non-English) languages 

of this data. Let's illustrate our method with 

French and Spanish. By assumption, there are 

available an English-French and an English-

Spanish corpora, where each corpus is 

individually sentence aligned with English as the 

pivot language. Although the majority of the 

English sentences of both corpora are the same, 

not all of them need to be so. In other words, we 

allow for insertions, deletions and substitutions of 

English sentences on both sides and therefore the 

number of sentences in both bitexts are different. 

This is the case of the Europarl corpus. 

Our method is very simple. It basically consists 

of creating a new alignment between two English 

corpora while keeping the reference to the original 

                                                           
6 ELRA: SCI-FRES-EURADIC 

http://catalog.elra.info/product_info.php?cPath=42_45&pro

ducts_id=668 

alignment information in order to map from one 

foreign language to the other. For instance, 

suppose that we need to obtain a French-Spanish 

sentence alignment. Since English is the common 

language for both English-French and English-

Spanish corpora, the English texts are first aligned 

with each other. The original English-French and 

the English-Spanish alignment information is the 

basis for the new English-English sentence 

alignment to work properly. 

Four cases are possible during this alignment 

process. First, the simplest cases consist of those 

sentences which are exactly the same in both 

corpora (one-to-one cases). Second, the first side 

of the corpus contains a short sentence which 

needs to be concatenated with one or more 

adjacent sentences in order to produce the same 

sequence of characters as the second side (many-

to-one cases). Third, the first side of the corpus 

contains a long sentence while the second 

contains a short sentence which needs to be 

concatenated with one or more adjacent sentences 

in order to result in the same sequence of 

characters as the first side (one-to-many cases). 

And finally, there are cases where a sentence of a 

side is not a substring of the sentence from the 

other side or vice-versa and therefore these 

sentence pairs are not easily aligned (one-to-zero 

or zero-to-one cases).  

In spite of this, we still try to find an alignment 

for them, given that we allow for insertions, 

deletions and substitutions of English sentences in 

the input data at both sides. In such a case, our 

algorithm temporarily stores the sentence 

positions of both unaligned sentences in order to 

perform the following procedures. A pointer to the 

sentence of the first side refers to a string that is 

compared with each one of the next 500 sentences 

of the second side. If found somewhere, an 

alignment is obtained and the algorithm proceeds 

from the next sentence position on, at both sides. 

Otherwise, a pointer to the sentence of the second 

side is used for comparison with each of the next 

 



500 sentences of the first side. If found 

somewhere, an alignment is obtained and the 

algorithm proceeds from the next sentence 

position on, at both sides. However, when no 

alignment can be obtained after trying these 

thousand times, we assume there is no way of 

aligning those pointed sentences with any other 

adjacent sentence of the opposite side. Then it 

continues the execution of the aligner from the 

next sentence positions on, right after the pointers.  

Note that we assume the number 500 as a 

generous search limit between the two texts, given 

that during the preparation of the Europarl corpus, 

each paragraph typically contained only a few 

sentences and the discarded utterances occurred 

only when the number of paragraphs in them 

differed in the original two languages being 

aligned. 

During the execution of this algorithm, the 

history of all sentence positions having successful 

English-English alignments is stored. We call it 

ladder alignment history, making reference to the 

Hunalign tool developed by Varga et al. It 

contains a list of pair of numbers, representing the 

sentence position of both English corpora having 

successful alignment with each other. This is the 

main information needed for aligning the pairs of 

French and Spanish sentences of our example. 

Note that the sentence positions on the left stand 

for the English corpus originally aligned with 

French, while the sentence positions on the right 

stand for the English corpus originally aligned 

with Spanish. Therefore, each pair of numbers 

represents the alignment between French and 

Spanish sentences. While the number of lines in 

the ladder alignment history represent the number 

of newly aligned sentences. 

Also note that the sentence positions of the new 

alignment are relative to the original alignments 

in the English-French and English-Spanish 

parallel corpora. It means that the original 

alignment errors are also preserved. A new 

alignment error is produced whenever an x 

English sentence is correctly aligned with French 

but incorrectly aligned with Spanish or vice-versa. 

This is a one-to-one error type, and it is due to a 

single bad pre-existing alignment which is found 

either in the English-French or in the English-

Spanish corpus. Now, let's consider the case 

where a y English sentence is originally 

misaligned with both French and Spanish at the 

same time. The newly produced alignment 

accounts for both as a single error, given that the 

French sentence is misaligned with a single 

Spanish sentence. This is a two-to-one error type.  

#New alignment errors  ≤ ∑(#alignment errors of 

Pivot-Foreign1) +∑(#alignment errors of Pivot-

Foreign2) (Equation 1) 

It implies that the number of alignment errors 

produced by our algorithm is usually less than the 

sum of all misalignments for each original bitext. 

In the worst case, there is no two-to-one error 

type, i.e. the sentences of both parallel corpora do 

not contain any overlapping misalignments. In  

such a case, the number of new alignment errors 

is the sum of all misalignments present in both 

original corpora. This idea is expressed by 

Equation (1), where Pivot indicates the common 

language of the original alignments (i.e. English), 

while Foreign1 and Foreign2 represent the pair of 

foreign languages that our algorithm aligns, being 

illustrated here by the French and Spanish 

languages. 

2.2 Additional Details of the Algorithm 

Now that we have presented the core of our 

algorithm, we introduce some further details 

which allow our algorithm to work efficiently. 

When an English-English alignment is one-to-

many or many-to-one, a special symbol is added 

in between two adjacent sentences. The amount of 

special symbols indicates how many short 

adjacent sentences are concatenated together in 

order to correspond to the same string of 

characters as the long sentence. We also store the 

information whether the concatenated short 

sentences are on the left (English-French corpus) 

or on the right (English-Spanish corpus), so that 

our algorithm can later reproduce the same 

number of sentence concatenations to the adjacent 

sentences of a corpus. This information is stored 

in the ladder alignment history as a pair of 

numbers, where the first one stands for the 

number of concatenated English sentences 

originating from the English-French corpus while 

the second is the number of concatenated English 

sentences originating from the English-Spanish 

corpus. 



However, the ladder alignment history at this 

point is not yet ready. Some wrong alignment 

might have been introduced during the English-

English sentence alignment process, which is 

normal for any aligner. We do here a post-

processing which confirms whether every pair of 

aligned English sentences contains exactly the 

same string of characters. The wrongly aligned 

sentences are removed. This is the way we use for 

automatically validating the produced alignments. 

We do so by fetching the respective pair of 

English sentences whose indexes are present in 

the ladder alignment history. They are extracted 

from both English texts, respectively from the 

English-French and the English-Spanish corpora. 

Then, we remove the special symbols used for 

sentence concatenation of one-to-many or many-

to-one cases in order to perform the string 

comparisons. Finally, we preserve only those 

lines containing exactly the same English 

sentences, and consequently producing a clean 

ladder alignment history. 

We use the sentence alignment information 

present in it to obtain the aligned foreign sentence 

pairs. It tells the sentence index of the first foreign 

language which matches with the sentence index 

of the second one. It also tells on a sentence basis 

how many adjacent sentences of a corpus need to 

be concatenated in order to fully correspond to its 

translation. The work of the algorithm from this 

point on is basically to read the pieces of data from 

the following three files: ladder alignment history, 

first and second foreign language corpora. It 

combines the sentences together in order to 

produce the aligned parallel corpus. It finalizes the 

process by removing null sentence pairs and those 

having null translations. 

3 Experiments 

We want to quantify the efficiency of our 

algorithm to produce an aligned parallel corpus of 

non-English language pairs given that the 

sentences in both languages have been previously 

aligned with English. We illustrate the 

performance of our method by using the French 

and the Spanish texts from the Europarl corpus, 

which had been previously aligned with English 

on an individual basis. The English-French and 

the English-Spanish parallel corpora are freely 

available for download. 

We have created a reference French-Spanish 

parallel corpus from the Europarl data. We 

extracted the first 14,941 sentences from the 

French corpus and the first 14,356 sentences from 

the Spanish corpus, totalizing 29,297 monolingual 

sentences. This alignment has been done in three 

steps. First, each corpus has been individually 

lemmatized by using the TreeTagger software. 

Second, we utilized a sentence aligner software 

called Hunalign to produce the sentence 

alignments, providing both lemmatized corpora as 

input and a French-Spanish bilingual dictionary of 

69,231 entries. Finally, we manually revised all 

the automatically produced alignments by the 

tool. Although a considerable part of the 

alignments were correct, we still had to apply 

manual corrections on about 2,000 alignments. As 

result, we obtained 13,847 pairs of correctly 

aligned French-Spanish sentences. This is the 

gold data for the evaluation. 

Once we have the reference alignments ready, 

we align the sentences based on two previous 

methods. For that, we utilize the Hunalign 

software. This tool can perform the work based 

only on sentence length information (6). In this 

case, the input data is the pair of texts to be 

aligned. This first method produces our baseline 

alignments. In addition, the software can also 

align sentences based on the combination of 

sentence length and bilingual dictionary 

information. In this case, the input data is the same 

pair of texts and a good bilingual dictionary. This 

second method is supposed to produce better 

results than the baseline. 

Finally, we are ready to evaluate our algorithm. 

It receives as input the 14,941 non-lemmatized 

English sentences coming from the English-

French corpus and the 14,356 non-lemmatized 

English sentences coming from the English-

Spanish corpus. Initially, it produces 14,855 non-

validated English-English sentence alignments. 

We call it non-validated because at this point our 

algorithm still needs to confirm whether every 

pair of aligned English sentences matches exactly 

the same string of characters for both corpora. 

After the validation process has taken place, it 



produces a total amount of 13,711 English-

English sentence alignments in the clean ladder 

alignment history. 

 

4 Results and Discussions 

 

First, we want to check the performance of the 

alignment based only on sentence length 

information, which is our baseline. For this, we 

provide the Hunalign tool with 14,941 

lemmatized sentences from the French corpus and 

the 14,356 lemmatized sentences from the 

Spanish corpus. Consequently, it produces 13,459 

true positives out of 13,847 and 1,354 false 

positives. This outcome indicates a precision rate 

of 0.908. The number of false negatives is 388 

(13,847-13,459), resulting on a recall rate of 

0.972. Table 1 shows these results under the 

column Baseline. 

Second, we want to check the performance of the 

alignment based on sentence length combined 

with bilingual dictionary information. Now, the 

tool receives as input the same lemmatized 

parallel corpus and our French-Spanish bilingual 

dictionary having 69,231 entries. It produces 

13,704 true positives out of 13,847, while the 

number of false positives is 1,146. As for the 

precision rate, it raises to 0.923. The number of 

false negatives decreases to 143 (13,847-13,704) 

cases, producing a recall rate of 0.989. The results 

of this experiment are summarized on the SL+Dic 

column of Table 1. 

Third, after obtaining the 13,711 sentence pairs 

described in the last paragraph of Section 3, our 

algorithm removes the null sentence pairs and 

those having null translations. Finally we obtain a 

French-Spanish parallel corpus having 13,640 

entries. Then we compare our alignments with the 

reference. On the one hand, we obtain a result of 

13,542 correct alignments and 98 incorrect ones. 

In other words, the number of true positives is 

13,542 instances while the number of false 

positives is just 98 cases. This result indicates a 

very good precision rate of 0.993. On the other 

hand, the algorithm misses 305 (13,847-13,542) 

alignments that are still possible. This figure 

represents the instances of false negatives, which 

leads to a recall rate of 0.978. Table 1 contains 

these results under its last column.  

For this particular data, the misses of correct 

alignments is more than 3 times the number of 

false positives, representing a loss rate of 2.2% of 

all possible correct alignments. This implies that 

if the size of a parallel corpus for training a 

statistical machine translator model is very large, 

the loss would be irrelevant since the amount of 

training data would still be very large. For such a 

purpose and under such conditions, an excellent 

precision rate is much more relevant than a perfect 

recall. Note that the highest possible precision rate 

is essential because otherwise wrong sentence 

alignments necessarily produce wrong word 

misalignments and consequently wrong 

translations. However when the number of wrong 

sentence alignments present in the parallel 

corpora is minimal (i.e. less than 1%), lesser will 

be the errors introduced to the posterior training 

of word alignments. In fact, good translation 

models depend not only on the size of a parallel 

corpus, but also on the high quality of the sentence 

alignments. In Table 1, we present the results of 

the evaluation by using three methods: 1) sentence 

length (SL) information (baseline), 2) sentence 

length + bilingual dictionary (SL+Dic) 

information and 3) our method, which is based on 

the high quality of existing alignments with the 

pivot language. Note also that the method 

proposed by Gale and Church, 1991 is indicated 

as a baseline when there is no other source of 

information available than the sentences 

themselves. However, when a good bilingual 

dictionary is available, an improvement is 

observed and the precision rate rises in 15% = 

(100-(1,146*100/1,354))/100 for the tested data. 

But an even better result is obtained when a high 

quality alignment has been previously performed 

with a pivot language. The improvement we could 

observe from applying our method was 92% = 

(100-(98*100/1,354))/100 for the tested data. This 

excellent result suggests that our method is 

efficient to transfer the original alignment 

information from a pair of parallel corpora sharing 

a common language to aligning the new pair of 

languages in question. 

 



 

 Baseline SL+Dic Our 

method 

True 

positives   

13,459 13,704 13,542 

False 

positives 

1,354 1,146 98 

False 

negatives 

388 143 305 

Precision 0.908 0.923 0.993 

Recall 0.972 0.989 0.978 

Table 1: French-Spanish sentence alignment 

using three methods 

4 Conclusions and Future Work 

A number of natural language processing 

applications heavily depend upon the availability 

of a parallel corpus. Statistical machine 

translation for instance requires a parallel corpus 

containing a huge amount of aligned sentence 

pairs in both languages. However, the lack of 

availability of almost perfectly aligned non-

English parallel corpus makes unfeasible the 

development of such applications and researches.  

Nevertheless, the relatively recent availability 

of the Europarl corpus which aligns English 

sentences with other 20 European languages has 

shed light on the development of our new method 

for obtaining such a training data. We have 

introduced a technique, which allows for sentence 

alignments of non-English texts based on the 

original English alignments, given a multilingual 

parallel corpus such as the Europarl. 

Our method has been evaluated and tested 

against two previous methods: the first one 

utilizing sentence length information (baseline), 

while the second one, combining sentence length 

with bilingual dictionary information. Our 

method has proved to be much more efficient to 

align French and Spanish sentences than the other 

two previous methods. By applying our method, 

we could observe an error rate reduction of false 

positives of 92% in comparison with the baseline. 

Of course, this is due to the good quality of the 

original alignments, which are present in the 

Europarl corpus. Unfortunately, the proposed 

approach of aligning corpora at the sentence level 

cannot be applied to all sorts of bilingual data as 

it needs the source and target already aligned with 

a pivot language. This is a limitation of course, but 

even more limiting is when there is no reliable 

parallel corpus available at all for the desired 

language pairs. 

Further work on this area stands for applying 

our method over all the 20 European languages of 

the Europarl texts. The use of our method will 

allow for building up to 190 new language pairs 

out of these corpora. We intend to develop 

mechanisms to process all this data and make the 

non-English parallel corpora available for future 

research and development of natural language 

processing applications. We hope this 

contribution will foster research and innovation in 

order to help on the development of machine 

translation systems for language pairs which data 

is not affordable or cannot be easily obtained. 
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Abstract 
 

At present, the suicide phenomenon is 

raising, having a relevant impact on our 

society. Each year about one million people 

die as a result of suicidal behavior 

becoming an economic, social and human 

problem. On the other hand, the use of 

Social Media as a means of communication 

is becoming extremely popular, through 

which their emotional states and 

impressions are exchanged. Therefore, it is 

no surprise that more and more people with 

depression publish their suicide notes in 

these communication channels. In this 

context, Information Technologies and 

Communications and, more specifically, 

Language Technologies play an important 

role in the early detection of the depression, 

their causes and their terrible consequences. 

Based on these considerations, it is 

mandatory to provide societal, 

environmentally approaches and solutions 

to tackle these societal challenges. This 

work pretends to be an exhaustive survey of 

the different researches in this scope, in 

order to explain which methodologies, 

technologies and resources are used in the 

detection of mental problems by means of 

the Social Media analysis as well as to re-

veal their deficiencies. 
 
1  Introduction 
 
In Europe, suicide has become the leading cause 

of violent death (WHO, 2014). Each year 804.000 

people die in the world as a result of suicidal 

behaviour and the number of attempts is about 20 

times higher (WHO, 2012; WHO, 2014). It is 

estimated that in 2020, about 1.53 million people 

will die as a result of suicidal acts. Preventing 

suicide is one of the five areas of priority of the 

European Pact for Mental Health and Well- 

Being1, which was launched by the European 

Commission in 2008. Suicide is the third leading 

cause of violent death among people aged 15 to 

44, followed by accidents and homicides (Holmes  

et al., 2007), and it would be the second reason 

that would explain the deaths in the group of 

people aged 15 to 19 years (WHO, 2014). Suicidal 

behavior can be defined as a complex process that 

can range from suicidal ideation (communicated 

through verbal or non-verbal means) to planning 

of suicide, attempting suicide, and in the worst 

case, the suicide itself. These behaviors are 

influenced by interacting biological, genetic, 

psychological, social, environmental and 

situational factors (Wasserman et al., 2004). 

Suicide has also been strong linked to inequity, 

social exclusion and socio-economic deprivation 

(Berk and Dodd, 2006). It is an enormous problem 

that causing unnecessary human suffering and 

immeasurable costs for society. According to 

Josee Van Remoortel, advisor to the European 

organization Mental Health Europe2 (MHE), the 

financial crisis is affecting “all areas of life”, not 

just economies, and its impact on mental health is 

creating a “deep chasm in our society”.  

 

2 Internet and Social Media Penetration  
 

In the other hand, studies reveal that between  

------------- 
1http://ec.europa.eu/health/ph_determinants/life_style/
mental/docs/pact_en.pdf 
2http://www.mhe-sme.org/ 

90.1% and 97.8% of young people between 10 and 
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15 years, access the Internet3; and, around 88.5% 

of youth, aged 16 to 24 choose social networks as 

a way to communicate. Therefore, the use of this 

type of technology can be up to 90.2%, in the case 

of students (García-Rabagó et al., 2010). Forums, 

chats, social networks, blogs, micro-blogs or e-

mails are virtual spaces where Internet users can 

interact freely and even fantasize, using 

anonymous identities. This implies that people 

with suicidal tendencies, tend to express their 

thoughts, desires and intentions in pro-suicide 

forums and share with other people, feelings and 

intentions (Moreno Gea and Blanco Sanchez, 

2012).  

They also warn their suicidal intentions through 

the Web in real time, be-fore and while 

committing the act (Sarno, 2008). The study 

conducted in (Mingote et al., 2004) also proves 

that the younger are one of the population 

segments where prevention is particularly 

necessary, finding that 20% of suicides occur 

among adolescents and young adults. 

 

3  Suicide Prevention in Social Media 

 

It is important to raise awareness on that most 

self-inflicted deaths are potentially preventable. 

Well-known studies concerning research on sui-

cide (Owen et al., 2012; Isometsa, 2001; Cantor, 

2000; Rudestam, 1971) show that a high number 

of people who decide to end with their lives. 

Through suicide had no prior contact with mental 

health services, but had communicated their 

suicidal plans or thoughts directly or indirectly 

through different means to members of their 

family, friends, colleagues or through their social 

networks. Improve the staff skills in early 

recognition of suicide warning signs, is an 

essential issue to prevent suicidal mortality. There 

is an increasing tendency (Ruder et al., 2011) 

where suicide notes are posted on the social media 

(e.g., Facebook, Twitter), where Internet users 

(and not necessarily teenagers) announce their 

suicidal thoughts before committing suicide. This 

poses new challenges for human language 

technologies since, traditional existing automatic 

tools are not able to process the new language 

employed in the social media (abbreviations, 

slang, smiles and, more generally, a low 

unstructured and highly informal language). 

The Internet, and specifically the Web 2.0, is an 

important source of information for learning about 

suicidal behaviors (Dunlop et al., 2011). The way 

individuals respond to help request from people at 

high risk of suicide or interact with them can lead 

to the fact that the potential suicidal may recon-

sider his/her final decision, or, on the contrary, 

encourage and accelerate the process of ending 

with his/her life (Wasserman et al., 2004). 

During the recent years, some popular social 

networks, such as Facebook have become the 

most important means of social communication, 

with nearly 1,230 million of registered users 

world-wide4, 70% of whom are young people who 

make frequent use of this type of media, through 

which the emotional states and impressions are 

exchanged (Dunlop et al., 2011; Lenhart et al., 

2010). These social networks are also a way to 

find comfort and welfare and its usage promotes 

contact and positive support among young people, 

especially among those with mental disorders 

(Ellison et al., 2007). In addition, the Web offers 

possibilities for early detection on suicidal 

behaviors and it may constitute a cost-effective 

means of intervention based on a first step care 

approach. Their use may be of help for identifying 

pro-suicide messages, detecting group pat-terns, 

analyzing exposure to the warning signs and 

intervening in a personalized manner with people 

at risk who are willing to accept professional help. 

In order to raise awareness of the ways people 

could get help when showing a suicidal behavior, 

Facebook and the Samaritans5 association 

developed a joint initiative consisting in adding a 

new feature to Facebook, where anyone worried 

about a friend could fill out a form, detailing 

  4http://investor.fb.com/releasedetail. 
3http://ec.europa.eu/eurostat/product? cfm?ReleaseID=821954  

code=isoc_pibi_use&mode=view 5http://www.samaritans.org/ 
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related to suicide prevention. With the 

development of Web 2.0 new forms of 

communication arise that allow to interactively 

disseminate information through forums, blogs, 

micro-blogs, mobile apps, etc. These 

technologies provide new opportunities to define 

and develop suicide prevention strategies. The 

use of e-health technologies has many beneficial 

applications for society. Every day millions of 

people access the Web to find, provide and share 

information about opinions, feelings and even 

plans and intentions. Recognizing suicidal 

warning signs will be the first necessary step to 

help and offer support to these people. A study 

that examines the warning signs of suicide on the 

Internet (Mandrusiak et al., 2006) found that the 

searches with the terms “warning signals” and 

“suicide” produced approximately 183,000 

outcomes. Warning signs could be categorized in 

terms of cognitive content, behavioral, 

situational or other indicators concerning 

psychological characteristics or interpersonal 

problems. They could identify suicidal groups 

that need urgent intervention. Internet searches 

for suicide may pro-vide a faster way of 

monitoring possible trends in suicide. 
 

Some clinical studies observed that de-pressed 

patients frequently speech slow, uniform, 

monotonous and with a low voice (Kuny and 

Stassen, 1993) or to have psychomotor 

symptoms and this is reflected in the speech 

(Sobin and Sackeim, 1997). Moreover, emotions 

and mood can influence the speaking behavior of 

a person and the characteristics of the sound in 

speech (Kuny and Stassen, 1993; Bachorowski 

and Owren, 1995; Sobin and Alpert, 1999; 

Scherer, 2003; Goudbeek and Scherer, 2010). 

The speech of depressed patients is characterized 

by a longer pause duration, that is, an increased 

amount of time between speech utterances as 

well as by a reduced variability in mean vocal 

pitch (Lamers et al., 2014). For these reasons, the 

acoustic speech features can be used to build 

models and algorithms for automated depression 

detection in clinical scenarios. 

 
But these acoustic features are not the only 

ones that can be used, Internet usage itself 

(Katikala-pudi et al., 2012), social networking 

behaviors (Moreno et al., 2011; Choudhury et al., 

2012) or location sharing (Park et al., 2013) can 

vary as a function of being depressed. (Quercia et 

al., 2012) found correlations between sentiment 

and levels of popularity, influence and general 

well-being using the network relations among 

users and (O’Connor et al., 2010) used a measure 

of public opinion. All these methods can be 

applied to analyze emotion in suicide notes 

(Liakata et al., 2012). 

 
5 Human Language Technologies and 

Suicide Prevention  
 
In order to resolve this social issue, Language 

Technologies (LT) could help with the early 

identification of “suicide warning signs” that will 

be useful to detect individuals with suicidal 

ideation, as well as virtual environments where 

pro-suicide information is being shared or 

suicidal attempts are being encouraged. In 

particular, LT can analyze language structures 

and their meaning (Navigli, 2009) on different 

textual genres. Tasks such as information 

retrieval (Salton and McGill, 1986), information 

extraction (Cowie and Lehnert, 1996), text 

classification and clustering (Sebastiani, 2002), 

or sentiment analysis (Pang and Lee, 2008) are 

basic pillars of these technologies that allow the 

construction of more complex automatic 

processes for discovering knowledge from oral 

and/or written text. 
 

Recent research in LT has been proved great 

potential in the area of healthcare. From the 

development of applications to assist medical 

practitioners in the access and management of 

information about patients, e.g. (Iakovidis and 

Smailis, 2012; Vest, 2012), to the creation of 

computer programs to support and/or facilitate 

reading comprehension for language-impaired 

children during communication (Dietz et al., 

2011; Wang and Paul, 2011). So far, and to the 

best of our knowledge, very little effort has been 

made to apply LT for the benefit of suicide 
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prevention. 
 

The linguistic analysis of suicide notes has a 

long history and already started as early as 1956 

with the work of (Shneidman and Farberow, 

1956), followed by several others (Osgood and 

Walker, 1959; Gleser et al., 1961; Edelman and 

Renshaw, 1982). The basis of most of this re-

search was a corpus of 66 suicides notes, half 

genuine and half simulated, collected by 

Schneidman and the task was to identify those 

textual features which could differentiate 

between genuine and fake notes. Whereas the 

earlier work mostly focused on the manual 

analysis and detection of these differentiating 

features, e.g. by relying on techniques from 

discourse analysis (Shneidman and Farberow, 

1956) or by focusing on shallow text 

characteristics such as the usage of modals and 

auxiliaries (Osgood and Walker, 1959), the 

choice of verbs and adverbs (Gleser et al., 1961), 

etc. We can observe a recent tendency to also rely 

on automatic corpus analysis techniques for the 

automatic detection of suicide messages. 

(Shapero, 2011), for example, studied two 

corpora of suicide notes in an attempt to define 

the typical suicide note. For doing so, she 

automatically calculated word usage and 

semantic concepts in the notes. (Pennebaker and 

Chung, 2011) used the frequency of verbal 

elements in a narrative that express a certain 

mood or sentiment which show that there is also 

ample evidence that text mining techniques 

based on the frequency of certain terms can be 

applied to narratives from patients in order to 

monitor changes in mood. As far as we know, 

(Pestian et al., 2010) were the first to experiment 

with the use machine learning techniques for the 

automatic classification of suicide notes. In 

experiments on the earlier described data set of 

66 notes, they investigated whether a machine 

learning system was able to classify suicide notes 

with a higher accuracy than mental health 

professionals. They showed that the best machine 

learners were indeed able to outperform the 

human experts. More recent studies confirm this 

fact (Janssen et al., 2013), underlining once again 

the added value of automated speech analysis. 

(Howes et al., 2014) present an initial 

investigation into the application of 

computational linguistic techniques, such as 

topic and sentiment modelling, to online therapy 

for depression and anxiety using Latent Dirich-

let Allocation (Blei et al., 2003). However, early 

works tried to detect specific emotions such as 

anger, surprise, fear, etc. using dictionary-based 

or machine-learning-based approaches (Chuang 

and Wu, 2004; Seol et al., 2008) and more 

recently (Purver and Battersby, 2012; Choudhury 

et al., 2012; Neuman et al., 2012; Howes et al., 

2014). 

Although interesting research was conducted 

on the Schneidman data set, the focus should not 

be on distinguishing between genuine and 

elicited suicide notes. Instead, it is of key 

importance to determine what exactly makes a 

note a real suicide note, independently of the 

features of the elicited notes or the distinguishing 

characteristics between both types of notes. Such 

a suicide note corpus of positive-only data, 

annotated with fine-grained emotions, was 

released in the framework of the 2011 i2b2 

Natural Language Processing Challenge (Pestian 

et al., 2012) on emotion classification in suicide 

notes. Although the scope of the challenge 

(differentiating between emotions in positive-

only data) was different, it led to the creation of 

a permanently available resource facilitating 

future research in emotion detection in suicide 

notes. The corpus contains the notes writ-ten by 

1319 people, before they committed suicide. The 

notes were collected between 1950 and 2011. 

Spelling and grammar errors were kept in the 

data. All notes were anonymized by replacing all 

names with other values and by randomly 

shifting dates within the same year. The data set 

of the challenge consisted of a training set of 600 

suicide notes, and a test set of 300 notes. The 

challenge itself revealed that not only shallow 

lexical, but also semantic features contributed to 

classification performance. However, many 
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challenges remain to be investigated: the 

sensitivity of the current systems to spelling and 

other errors -especially in online data-, the lack 

of deep understanding of the data through the use 

of mainly shallow features, etc. The release of 

this data set has made it possible to accurately 

detect and differentiate between different 

emotions, which might be indicative of suicidal 

behavior. 

For the automatic detection and classification 

of emotions in suicidal content, we can rely on 

the recent advances in the domain of LT 

(Jurafsky and Martin, 2008) and machine 

learning (Mitchell, 1997). Whereas the 

international LT research community until 

recently mainly focused on the “factual” aspects 

of content analysis, we can observe an additional 

growing interest in the analysis of attitude and 

affect in textual sources, especially in online 

content such as blogs, tweets, social network 

data, etc. The extraction of affective contents 

does not only imply the detection of opinions, 

evaluations, beliefs and speculations in text 

(topics which have a high application potential in 

customer intelligence applications and the like), 

but also the identification of certain emo-tions. 

For example, how do people express their intent 

to commit suicide? The use of machine learning 

techniques and sentiment analysis techniques for 

the automatic analysis of suicide notes is not 

new. (Huang et al., 2007), for example, 

experimented with lexicon-based sentiment 

analysis for the automatic detection of suicidal 

blogs. (Pes-tian et al., 2010) combined shallow 

text characteristics, such as part-of-speech 

information, readability scores and parse 

information with the machine learning software 

as available in the Weka package. 
 

Until we know, the most complete research 

about suicide prevention in the social networks, 

specifically Facebook, is the work of (Schwartz 

et al., 2014). However, instead of trying to detect 

suicide notes or to differentiate people with or 

without mental disorders, they measure the 

changes across time of the degree of depression. 

6  Conclusions 
 
The magnitude of the suicide in the EU member 

states and the rest of the world make suicide 

prevention not exclusively a problem of Mental 

Health. This is a problem that must be addressed 

from a multidisciplinary perspective, involving 

different areas. Internet Technologies and 

Communication and, more specifically, the Hu-

man Language Technologies can help to resolve 

part of these problems through the early detection 

of suicidal thoughts and/or behavior expressed 

through the Social Media. The words and the way 

people use to communicate in their blogs, social 

networks, etc. provide information about the 

psychological state and personality of 

individuals. The processing and analysis of 

natural language texts shared via Internet helps 

record and detect changes in cognitive and 

emotional state of the people. Unfortunately, 

although there are avail-able resources and tools 

for sentiment analysis and opinion mining, even 

in the field of the depression detection and using 

different approaches and features, there is neither 

system nor platform that deal with the full process 

of suicide prevention. 
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Abstract 

We present a supervised hybrid 

approach for Sentiment Analysis in 

Twitter. A sentiment lexicon is built 

from a dataset, where each tweet is 

labelled with its overall polarity. In this 

work, skipgrams are used as 

information units (in addition to words 

and n-grams) to enrich the sentiment 

lexicon with combinations of words that 

are not adjacent in the text. This lexicon 

is employed in conjunction with 

machine learning techniques to create a 

polarity classifier. The evaluation was 

carried out against different datasets in 

English and Spanish, showing an 

improvement with the usage of 

skipgrams.  

 

1  Introduction 

Twitter has become one of the most popular 

sources of data to extract subjective 

information from. Here, people share 

aspects and opinions about their everyday 

life. This subjective information has a great 

value for general users, but mainly for 

brands and organisations. They can monitor 

their reputation by analysing the sentiment 

of the tweets posted about them or their 

competitors. 

However, extracting this information 

accordingly in Twitter texts is a very 

challenging task for current Sentiment 

Analysis (SA) approaches. The short length 

of the tweets (140 characters), the 

informality, and the lack of context, makes 

sentiment detection and extraction a far 

harder task. In addition, the vast amount of 

tweets (over 500 million tweets per day7) 

complicates traditional SA systems to 

                                                           
7 https://about.twitter.com/company (November 

2014) 

process this subjective information in real 

time. The performance of SA tools has 

become increasingly critical. 

In this paper we describe a sentiment 

analysis approach, that faces some of the 

challenges of analysing subjective 

information in Twitter, but taking into 

account its employment in real-time 

applications. The remainder of this paper is 

structured as follows. In Section 2 we briefly 

describe the related work in sentiment 

analysis and introduce our work. In Section 

3 we detail the approach we propose. The 

evaluation performed and its discussion is 

provided in Section 4. Finally, Section 5 

concludes the paper, and outlines the future 

work. 

 

2  Related work 

2.1  Sentiment Analysis 

Sentiment Analysis is the field of study that 

identifies and extracts subjective 

information from texts. Two main 

approaches can be followed: machine 

learning approaches and lexicon-based 

approaches (Taboada2011, Medhat2014).  

Machine learning approaches treat 

polarity classification as a text 

categorisation problem. Texts are usually 

represented as vectors of features, and 

depending on the features used the system 

can reach better results. If a labelled training 

set of documents is needed, the approach is 

defined as supervised learning; if not, it is 

defined as unsupervised learning. These 

approaches perform very well in the domain 

they are trained on, but their performance 

mailto:@dlsi.ua.es
mailto:@dlsi.ua.es
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drops when the same classifier is used in a 

different domain (Pang2008, Tan2009). In 

addition, if the number of features is big, the 

efficiency drops dramatically. 

Lexicon-based approaches make use of 

dictionaries of opinionated words and 

phrases to discern the polarity of a text. In 

these approaches, each word in the 

dictionary is assigned a score of positivity 

and negativity. To detect the polarity of a 

text, the scores of its words are combined, 

and the polarity with the greatest score is 

chosen. These dictionaries can be generated 

manually, semiautomatically from an initial 

seed of opinionated words (Kim 2004), or 

automatically from a labelled dataset (Cruz 

2013). The major disadvantage of the first 

one is the incapability to find opinion words 

with domain and context specific 

orientations, while the second one helps to 

solve this problem (Medhat 2014). These 

approaches are usually faster than machine 

learning ones, as the combination of scores 

is normally a predefined mathematical 

function. 

 

2.2  Skipgrams 

Most of the current sentiment analysis 

approaches employ words, n-grams and 

phrases as information units for their 

models, either as features for machine 

learning approaches, or as dictionary entries 

in the lexicon-based approaches. However, 

words and n-grams have some problems to 

represent the flexibility and sequentiality of 

human language. In the case of Twitter texts, 

a deeper analysis of the text is not possible 

or accurate because of the small size, lack of 

context (and sometimes lack of structure), 

and informality (Aranberri 2013). In order to 

create n-grams that can represent the 

flexibility and sequentiality of human 

language, it is necessary to go further than 

just adjacent words. This is the reason why 

we decided to use of skipgrams in sentiment 

analysis. 

The use of skipgrams is a technique 

whereby n-grams are formed (bigrams, 

trigrams, etc.), but in addition to using 

adjacent sequences of words, it also allows 

some words to be skipped (Guthrie 2006). 

More generally, in a k-skip-n-gram, n 

determines the number of terms, and k the 

maximum number of skips allowed. In this 

way skipgrams are new terms that retain part 

of the sequentiality of the terms, but in a 

more flexible way than n-grams (Fernandez 

2014). Note that an n-gram can be defined as 

a 0-skip-n-gram, a skipgram where k=0. For 

example, the sentence “I love healthy food" 

has two word level trigrams: “I love healthy" 

and “love healthy food". However, there is 

one important trigram implied by the 

sentence that was not captured: “I love 

food". The use of skipgrams allows the word 

“health" be skipped, providing the 

mentioned trigram. 

 

3  Methodology 

Our contribution consists on a hybrid 

approach, which creates a lexicon from a 

labelled dataset, and builds a polarity 

classifier from the dataset and the generated 

lexicon with machine learning techniques. 

We tried to avoid employing external 

linguistic tools, to minimise the possible 

propagation of external errors. The system 

flow can be seen in Figure 1. In the 

following sections we describe this flow in 

detail. 

 

 Figure 1: System flow 

3.1  Normalisation 

As we do not want to lose the subjective 

information given by the original text, we 

perform a very simple normalisation. 

Employing a more complex normalisation 

can induce some errors that would be 
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propagated to the final results. We start 

converting all the tweets to lower case. 

Usernames and URLs are replaced by the 

strings “USERNAME" and “URL" 

respectively, as they are not words that 

represent subjectivity. Hashtags were not 

modified as they can contain some 

information about the topic and sentiment 

about the tweets. 

Then, we carry out a partial character 

repetition removal. If the same character is 

repeated more than 3 times, the rest of 

repetitions are removed. In this way, the 

words are normalised, but we can still 

recognise if the original words had repeated 

characters. We do not remove all repetitions 

as they can be very useful to detect 

subjectivity in texts (Saif 2012). For 

example, the words “gooood" and 

“gooooood" would be normalised to 

“goood", but the word “good" would remain 

the same. We assume the ambiguity of this 

example, which can refer to both “good" and 

“god". Figure 2 shows an example of this 

normalisation process.  

  

So excited to go to #NewYork tomorrow 

with my best friend everrrrr @John!!!! 

↓ 

so excited to go to #newyork tomorrow 

with my best friend everrrrr @john!!!! 

↓ 

so excited to go to #newyork tomorrow 

with my best friend everrr @john!!! 

↓ 

so excited to go to #newyork tomorrow 

with my best friend everrr USERNAME!!! 

Figure 2: Example of normalisation 

process. 

3.2  Tokenisation 

Once we have normalised the texts, we 

extract all the terms they contain. We 

consider a term as a group of adjacent 

characters of the same type: groups of 

letters, groups of numbers or groups of 

punctuation symbols. For example, the text 

“want2go!!" would be tokenised to the 

terms “want", “2", “go", and “!!". These 

terms are extracted using regular 

expressions. Finally, we obtain the 

skipgrams by making the proper 

combinations of the terms extracted. We 

show an example of this tokenisation 

process in Table 1. 

  

so excited to go to #newyork tomorrow 

with my best friend everrr USERNAME!!! 

↓ 

(so) (excited) (to) (go) (to) (#) (HASHTAG) 

(with) 

(my) (best) (friend) (everrr) (USERNAME) 

(!!!) 

↓ 

(so excited) (so to) (excited to) (excited go) 

(to go) (to to) (go to) (go #) (to #) (to 

newyork) 

(# newyork) (# tomorrow) (newyork 

tomorrow) 

(newyork with) (tomorrow with) (tomorrow 

my) 

(with my) (with best) (my best) (my friend) 

(best friend) (best everrr) (friend everrr) 

(friend USERNAME) (everrr USERNAME) 

(everrr !!!) (USERNAME) (USERNAME 

!!!) 

 

Figure 3: Example of tokenisation process 

(skipgrams with n=2 and k=1) 

3.3  Lexicon generation 

Our sentiment lexicon consists on a list of 

skipgrams, where each skipgram has one 

value associated to different values of 

polarity, indicating how the term is related to 

that polarity. We called these values polarity 

scores. To build this lexicon, we need a 

polarity labelled dataset, which will provide 

both the skipgrams included in the dataset 

and their polarity scores. This scores depend 

on the number of the times the skipgram 

appears in text of a specific polarity, and the 

skips of the different occurrences. First, we 
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explain some subscores, to understand the 

final formula: 

• Skip score. This score penalises 

skipgrams with a high number of 

skipped terms. The formula applied 

is shown in Equation 1, where s
i
 

represents an occurrence of skipgram 

s in the dataset, and k
si

 is the number 

of skipped terms of the occurrence s
i

. 

 skip(s
i
)= 

1

k
si

+1
 (1) 

• Polarity ratio score. This score 

indicates the proportion of texts of a 

specific polarity the skipgram 

appears in. It is calculated according 

the formula in Equation 2, where p 

represents a polarity in the dataset, S 

is the set of occurrences of the 

skipgram s in the dataset, S
p

 is the set 

of occurrences of the skipgram s in 

texts labelled with polarity p. Note 

that this formula takes into account 

the skip score of the skipgram, in 

order to penalise skipgrams with a 

higher number of skipped terms. 

 ratio(s,p)= 

 
s
i
∈S

p

 skip(s
i
)

|S|
 (2) 

• Polarity confidence score. This score 

boosts skipgrams that appear a high 

number of times in texts of a specific 

polarity. It is calculated as shown in 

Equation 3. 

 

confidence(s,p)=1− 
1

|S
p
|+1

(3) 

The final polarity score for a specific 

skipgram is the product of its ratio score and 

its confidence score. The formula employed 

to calculate this score can be seen in 

Equation 4. 

 score(s,p)=ratio(s,p)⋅confidence(s,p) (4) 

                                                           
8 Obtained using the SemEval 2014 dataset  

At the end of this process we have a list 

of skipgrams with a score for each polarity: 

our sentiment lexicon. An example of 

entries8 in this lexicon can be seen in Table 

1. As we can see in the example, positive 

words and expressions have a higher 

positive score, and negative words have a 

negative score. In addition, expressions like 

happy birthday or good man appear only in 

positive tweets, but happy birthday appears 

more times and than good man in the dataset, 

so its value is higher. Even the terms happy 

and birthday use to appear closer than the 

terms good and man, and this makes the 

difference much bigger. 

  

 Positive Negative Neutral 

 good 0.799 0.094 0.101 

excellent 0.714 0.000 0.142 

happy 

birthday 

0.691 0.000 0.000 

good man 0.005 0.000 0.000 

bad 0.258 0.568 0.155 

horrible 0.750 0.000 0.000 

 Table 1:  Example of lexicon entries.  

 

3.4  Supervised learning 

We use machine learning techniques to 

create a model able to classify the polarity of 

new tweets. The tweets in the dataset are 

employed as training instances, and the 

labelled polarities are used as categories. 

However, in contrast with text classification 

approaches, we employ the polarities also as 

features. The weight of each feature is 

calculated as specified in Equation 5, where 

weight(t,p) is the weight of polarity p in the 

text t, and S
t
 is the set of skipgrams in the 

text t. 

   (5)  

Table 2 shows an example of feature 

weighting for the text “I like football" using 

1-skip-2-grams9. Each row represents a 

skipgram with a value for each polarity, 

calculated as score(s,p)⋅skips(s
i
) . 

9 Obtained using the SemEval 2014 dataset  
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The final row is the sum of all the previous 

values, which will be employed as feature 

weights for the machine learning process. 

 

 

 Positive Negative Neutral 

 I 0.422 0.220 0.356 

like 0.354 0.406 0.235 

football 0.346 0.540 0.102 

I like 0.154 0.063 0.046 

I football 0.046 0.037 0.017 

like football 0.000 0.000 0.000 

 weight 1.322 1.266 0.756 

Table 2:  Example of features weights for 

the sentence “I like football" with 1-skip-2-

grams 

To build our model we employed 

Support Vector Machines (SVM), as it has 

been proved to be effective on text 

categorisation tasks and robust on large 

feature spaces (Sebastiani 2002, Mohammad 

2013). More specifically, we used the 

LibSVM (Chang 2011) default 

implementation (linear kernel, C=1, ε=0.1). 

 

4  Evaluation 

To obtain the results of our analysis we 

evaluated our approach against two datasets. 

Both of them are divided into a train dataset 

(to create the model) and a test dataset (to 

validate the model created). The distribution 

of these datasets is shown in Table 3. 

• SemEval Dataset (2013-14). This 

dataset was created and employed for 

the Sentiment Analysis in Twitter task 

in the 2013 (Nakov 2013) and 2014 

(Rosenthal 2014) editions of the 

SemEval10 workshop. It consists on 

10,709 tweets in English at global 

level, with 3 categories: positive, 

negative and neutral. The neutral 

class covered both neutral and 

                                                           
10 http://alt.qcri.org/semeval2015/ 

objective tweets. These tweets were 

manually annotated. 

• TASS Dataset (2012-13). This dataset 

was created for the TASS11 workshop, 

specifically for the Sentiment 

Analysis task in the 2012 edition 

(Villena 2013) and the Sentiment 

Analysis at global level task in 2013 

(Villena 2013B). It contains 68,017 

tweets in Spanish annotated at global 

level, with 6 categories: very positive, 

positive, neutral, negative, very 

negative and none. For our 

experiments we mapped these 

polarities into 3: positive, negative 

and neutral. The annotation process 

of these tweets was manual for the 

training dataset, but automatic for the 

test dataset, using a voting scheme 

from all the submissions participating 

in the competition. 

  

  SemEval TASS 

 Train Test Train Test 

 Positive 2,510 1,572 2,783 22,233 

Neutral 3,363 1,640 2,312 22,721 

Negative 1,023 601 2,124 15,844 

 Total 6,896 3,813 7,219 60,798 

Table 3:  Datasets distribution in number of 

tweets.  

We chose these datasets because they are 

publicly available to the research 

community, they have been used several 

times in sentiment analysis competitions, 

and they are very different from each other, 

in terms of size, language, topic, and 

annotation process. For each dataset 

separately, a lexicon and a supervised model 

is generated using the train examples, and 

the model created is evaluated using the test 

examples. 

The results of our experiments are 

shown in Table 4. We do not use accuracy 

because it is not a good measure for text 

categorisation when using an imbalanced 

corpus Yang1999. Instead, we use the F1 (F-

score with β=1) because it represents a 

balance between precision and recall of the 

measures of each polarity. Moreover, the F1 

11 http://www.daedalus.es/TASS2014/ 
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scores shown are the macro-average of all 

the F1 scores of the polarities, as it gives the 

same importance to all polarities regardless 

of the number of examples in the dataset. 

The Parameters column refers to the n and k 

values employed for the k-skip-n-grams 

generation. However, for simplicity, the 

parameter n will represent the maximum 

number of terms allowed in a skipgram. For 

example, the experiments with n=3 will 

include skipgrams with n=3, n=2 and n=1. 

The notation n=max indicates there was no 

limit with the number of terms, and k=max 

indicates there was no restriction with the 

number of skips.  

 

 Parameters TASS SemEval 

 n=2 0.636 0.543 

 n=2,k=1 0.642 0.548 

n=2,k=2 0.646 0.551 

n=2,k=3 0.647 0.560 
n=2,k=max 0.647 0.553 

 n=3 0.624 0.491 

 n=3,k=1 0.623 0.489 

n=3,k=2 0.630 0.493 

n=3,k=3 0.637 0.512 

n=3,k=max 0.639 0.491 

Table 4:  Results of the evaluation (F1 

score) 

The evaluation performed with the 

TASS dataset shows a benefit in the use of 

skipgrams. The best F1 score was obtained 

with n=2 and k=3 (or k=max) respect the 

results obtained with bigrams, with an 

improvement of 1.7%, and with n=3 and 

k=max respect the results obtained with 

trigrams, with an improvement of 2.4%. In 

the case of the evaluation performed with the 

SemEval dataset, the benefit is bigger. The 

best F1 score was obtained with n=2 and k=3 

(or k=max) respect the results obtained with 

bigrams, with an improvement of 3.1%, and 

with n=3 and k=3 respect the results 

obtained with trigrams, with an 

improvement of 4.2%. It can thus be 

suggested that there are some sentiment-

specific expressions that do not appear 

together in some cases and the skipgram 

modelling has discovered, useful to 

determine the polarity of a text. Even tough 

the size, topic, language, and annotation 

process of these datasets is very different, 

the evaluation shows a robust improvement 

with the usage of skipgrams in both datasets. 

 

 

 

5  Conclusions 

In this paper we presented a supervised 

hybrid approach for Sentiment Analysis in 

Twitter. We built a sentiment lexicon from a 

polarity dataset using statistical measures. 

We employed skipgrams as information 

units, to enrich the sentiment lexicon with 

combinations of words that do not appear 

explicitly in the text. The lexicon created 

was used in conjunction with machine 

learning techniques to create a polarity 

classifier.  

The evaluation was carried out against 

very different datasets, in terms of size, 

topic, language, and annotation process, and 

showed an improvement with the usage of 

skipgrams in all datasets. More specifically, 

just increasing the maximum allowed 

number of gaps between the words in the 

skipgrams (k), the results obtained were up 

to a 3.1% better. This suggested that there 

are some sentiment-specific combinations of 

words discovered by the skipgram 

modelling, that do not appear explicitly 

together. 

As future work, we plan to study new 

methods to calculate and combine the weight 

of the skipgrams. In addition, we want to 

include external resources and tools, such as 

a more complex normalisation, or 

knowledge from existing sentiment lexicons 

like SentiWordNet. We will also extend our 

study to different corpora and domains, to 

confirm the robustness of the approach. 
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Abstract 

 
This survey describes recent works in the 

field of Emotion Detection from text, being 

a part of the broader area of Affective 

Computing. This survey has been inspired 

on the well-known fact that, despite there is 

a lot of work on emotional detection 

systems, a lot of work is expected to be done 

yet. The increment of these systems is due to 

the large amount of emotional data available 

in Social Web. Detecting emotions from text 

have attracted the attention of many 

researchers in computational linguistics 

because it has a wide range of applications, 

such as suicide prevention or measuring 

well-being of a community. This paper 

mainly collects works based on lexical and 

machine learning approaches and these 

works are classificated in accordance with 

the emotional model and the approach used.  

 

1  Introduction 

This survey describes recent works in the 

field of emotion or affect detection from 

text. Emotion detection is part of the broader 

area of Affective Computing with aims to 

enable computers recognize and express 

emotions (Picard 1997). Current affect 

detection systems are with respect to 

individual modalities or channels, such as 

face, voice and text (Calvo 2010). In this 

survey, we have focused on reviewing works 

about emotion detection from text. 

Emotion detection and analysis has been 

widely researched in neuroscience, 

psychology and behavior science, as they are 

an important element of human nature. In 

computer science, this task has also attracted 

the attention of many researchers, especially 

in the field of human computer interactions 

(Strapparava 2008). 

In computational linguistics, the 

detection of emotion states of a person by 

analyzing a text document written by 

                                                           
12 http://www.scopus.com/ 

him/her can have many applications in 

different fields, such as in e-learning 

environment (Rodriguez 2012) or suicide 

prevention (Desmet 2013, Vaassen 2014). 

For this reason, we decided to develop a 

survey about emotion detection systems 

from text and make it available to researcher 

community. 

In this survey, we classify the most 

relevant emotion detection works in 

accordance with the emotional model and 

the approach used. A numerical comparison 

is not possible since each work used 

different data sets to evaluate their systems. 

Regarding the search strategy used in the 

survey, we have looked for all of papers 

related to emotion detection from text in 

different research databases like Scopus12 or 

IEEE Xplore13. Later on, we have reviewed 

the papers obtained of these databases and 

have selected the best papers that use lexical 

approach or machine learning approach in 

their emotion detection systems. The 

selection criterion used is based on the 

relevance of each work in the field of 

Affective Computing. 

This paper is organized as follows. In 

section 2, describes the emotional models. 

Section 3, the different computational 

approaches for emotion detection is 

described. Finally, in section 4, we express 

our conclusions about this survey. 

 

2  Emotion models 

When emotional detection systems are 

analyzed, it is important to focus our interest 

on describing and explaining how the 

emotion models are established, as they are, 

the basis of these systems. 

According to research in psychology, 

there is a number of theories about how to 

represent emotions (Cowie 2003) but two 

are the most important and the most often 

used in existing approaches in Sentiment 

Analysis (Francisco 2013): emotional 

categories and emotional dimensions. 

13 http://ieeexplore.ieee.org/ 
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Emotional categories approaches are 

focused on model emotions based on distinct 

emotion classes or labels. The categorical 

model assumes that there are discrete 

emotion categories. The Ekman’s basic 

emotion model is within this approach. 

(Ekman 1999) concluded that the six basic 

emotions are ANGER, DISGUST, FEAR, 

HAPPINESS, SADNESS and SURPRISE. 

(Plutchik 1980) define a set of eight basic 

bipolar emotions, consisting of a superset of 

Ekman’s and with two additions: TRUST 

and ANTICIPATION. These eight 

emotions are organized into four bipolar 

sets: joy vs. sadness, anger vs. fear, trust vs. 

disgust, and surprise vs. anticipation. 

Emotional dimensions approaches 

represent affects in a dimensional form. 

Each emotion occupies a location in this 

space (Kim 2011). One of the more 

representative model of these approaches is 

(Russell 1980). Rusell’s Circumplex Model 

of Affect suggests that emotions are 

distributed in a two-dimensional circular 

space: valence dimension and arousal 

dimension, as show Figure 1. The valence 

dimension indicates how much PLEASANT 

and UNPLEASANT is an emotion. The 

arousal dimension differentiates 

ACTIVATION and DEACTIVATION states. 

In this approach, we also find the 

Mehrabian’s model, a model based on a 

three-dimensional PAD (Pleasure – Arousal 

- Dominance) representation (Mehrabian 

1996). The dominance dimension indicates 

whether the subject feels in control of the 

situation or not. 

Although existing emotional categories 

and emotional dimensions for representing 

affective states, categorical approaches are 

the most commonly used (Calvo 2013), as 

we can check out in next section. Most of 

computational approaches are based on 

emotional categories, due to its simplicity 

and familiarity. Nevertheless, emotional 

categories may not cover all emotions 

adequately because emotion categories are 

limited. This is a major benefit of emotional 

dimensional models. They are not correlated 

to a certain emotional state and are able to 

capture subtle emotion concepts that differ 

only slightly. In addition, a dimensional 

emotion model provides a means for 

measuring similarity between affective 

states (Kim 2011). 

As we can observe, there are not an 

emotion model better than other. Both 

models have advantages and disadvantages. 

The election of an emotion model depends 

on the set of emotions that we want detect. 

 

3  Computational approaches for 

emotion detection 

Emotion detection techniques can be divided 

into lexicon based approaches and machine 

learning approaches. On the one hand, 

lexicon based approaches rely on lexical 

resources such as lexicons, bags of words or 

ontologies. On the other hand, Machine 

Learning (ML) approaches apply ML 

algorithms based on linguistic features. 

 

Figure 1: Graphical representation of 

the Circumplex Model of Affect. 

3.1  Lexicon-based approaches 

Lexicon based approaches are approaches 

that only use one or several lexical resources 

to detect emotions detection. 

Among these approaches, we can find 

keyword-based approaches that are based on 

predetermining a set of terms to classify the 

text into emotion categories. In (Strapparava 

2008), as a baseline, they implemented a 

simple algorithm that checked the presence 

of affective words in the headlines, and 

computed a score that reflected the 

frequency of the words in this affective 

lexicon in the text. They used WordNet-

Affect (Strapparava 2004). 

Also among Lexicon based approaches, 

we find the ontology-based ones. (Balahur 

2011) use EmotiNet - a resource for the 

detection of emotion from text based on 

commonsense knowledge on concepts, their 
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interaction and their affective consequence – 

to detect emotion. EmotiNet models 

situations as chains of actions and their 

corresponding emotional effect using an 

ontological representation. Their evaluation 

consists in testing if by employing the model 

they build and the knowledge contained in 

the core of EmotiNet, they are able to detect 

the emotion expressed in new examples 

pertaining to the categories in International 

Survey of Emotional Antecedents and 

Reactions (ISEAR), through computing the 

similarity between the emotion chain of the 

new situation and the EmotiNet emotion 

chains. Their evaluation shows that the 

structure and content of EmotiNet are 

appropriate to address the automatic 

treatment of implicitly expressed affect. 

(Sykora 2013) also use an ontology 

approach to solve the problem of fine-

grained emotion detection in text. Their 

approach detects a range of eight high-level 

emotions; anger, confusion, disgust, fear, 

happiness, sadness, shame and surprise. 

Statistical approach is also considered 

as a Lexical approach. Most knowledge-

based works use Latent Semantic Analysis 

(LSA), a statistical approach for analyzing 

the relationships between a set of documents 

and the terms mentioned in these documents 

in order to produce a set of meaningful 

patterns related to the documents and terms 

(Deerwester 1999). (Gill 2008) used LSA 

and the Hyperspace Analogue to Language 

(HAL) to automatically compute the 

semantic similarity between the texts and 

emotions keywords. Recently, (Wang 2013) 

propose a method that uses an improved 

LSA algorithm for text emotion 

classification on ISEAR dataset. 

 

3.2  Machine Learning-based 

approaches 

Machine learning is a scientific discipline 

that deals with the construction and study of 

algorithms that can learn from data (Kovahi 

1998). Such algorithms operate by building 

a model based on inputs and using these 

inputs to make predictions or decisions, 

rather than following only explicitly 

programmed instructions (Bishop 2006). 

Specifically in emotion detection, 

Machine learning algorithms are used to 
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learn how detect emotions. These 

approaches can be divided into supervised 

and unsupervised learning. 

Supervised learning approaches rely on 

a labelled training data, a set of training 

examples. The supervised learning 

algorithm analyses the training data and 

infers a function, which we use for mapping 

new examples (Mohri 2012). 

A labelled corpus is a large and 

structured set of text that it is necessary 

annotated with emotional tags. In this case, 

the annotation process is considered as one 

of their most important disadvantages as it 

becomes a tedious and time-consuming task. 

However, there are recent works related with 

emotion detection in Twitter messages, 

where the training examples are 

automatically labelled through hashtags and 

emoticons contained. (Hasan 2014, Wang 

2012, Roberts 2012, Suttles 2013) among 

others, are proposals that use this method for 

labeling training data automatically. 

Moreover, (Hasan 2014a) confirms that 

hashtags are indeed good emotion labels. 

Concerning works that apply supervised 

learning algorithms, we can find both the 

categorical and the dimensional approaches 

to base their emotional models. Categorical 

approaches are the most commonly used in 

emotion detection (Calvo 2013). One of the 

first works based in this model is (Alm 

2005). This proposal presented an empirical 

study of applying supervised machine 

learning with the SNoW learning 

architecture (Roth 1999). They used an 

annotated corpus with an extended set of 

Ekman basic emotions. (Strapparava 2008), 

in one of the experiment presented in their 

work, applied Naïve Bayes classifier trained 

on the blog entries from LiveJournal.com 14. 

They used a collection of blogposts 

annotated with Ekman’s emotions. More 

recently, (Balabantaray 2012) presents an 

Emotion classifier that is able to determinate 

the emotion class of the person writing. 

Their emotion classifier is based on multi-

class SVM kernels and takes decisions 

according to the basic emotions identified by 

Ekman (Ekman 1999). (Roberts 2012) also 

use the Ekman’s six basic emotions and 

include LOVE emotion. Their system uses a 

series of binary SVM classifiers to detect 



40 

each of the seven emotions. Other related 

work with categorical emotion models, 

(Suttles 2013) classify emotions according 

to a set of eight basic bipolar emotions 

defined by Plutchick. This allows them to 

treat the multi-class problem of emotion 

classification as a binary problem for 

opposing emotion pairs. Their approach 

applies Distant Supervision (Mintz 2009). 

About works that apply supervised 

learning approach and use dimensional 

emotion model, we can find the work of 

(Hasan 2014), where they propose an 

approach for automatically classifying text 

messages of individual to infer their 

emotional states. They use the Rusell’s 

Circumplex Model of Affect as emotion 

model and train supervised classifiers to 

detect multiple emotion. Specifically, they 

have compared the accuracy of SVM, KNN, 

Decision Tree and Naïve Bayes for 

classifying Twitter messages. 

Regarding unsupervised learning 

approaches, these algorithms try to find 

hidden structure in unlabeled data in order to 

build models for emotion classification 

(Mohri 2012).  

As occurs in supervised learning, among 

unsupervised learning proposals also it can 

be found systems based on categorical and 

dimensional emotion models. 

With respect to works based in 

categorical emotion model, (Strapparava 

2008) apply unsupervised techniques 

combining LSA with WordNet Affect 

(Strapparava 2004). This proposal used the 

Ekman’s basic emotions. (Agrawal 2012) 

proposes a novel unsupervised context-

based approach based on a methodology that 

does not depend on any existing affect 

lexicon, thereby their model is flexible 

enough to classify sentences beyond 

Ekman’s model of six basic emotions. 

(Calvo 2013) presents different categorical 

approaches based on Vector Space Model 

(VSM) with three dimensionality reduction 

techniques: Latent Semantic Analysis 

(LSA), Probabilistic Latent Semantic 

Analysis (PLSA) and Non-negative Matrix 

Factorization (NMF). This work conclude 

that NMF-based categorical classification 

performs the best among categorical 

approaches to classification. 

About unsupervised approach with 

dimensional emotion model, we find (Calvo 

2013). This work used a normative database 

ANEW (Bradley 1999) to produce tree-

dimensional vectors (valence, arousal, 

dominance) for each pseudo-document. 

The articles presented in this survey are 

summarized in Table 1. 

 

4  Conclusion 

In this survey, we have started discussing the 

emotion models defined by psychologies 

because it is the base of emotion detection. 

As concluding by (Calvo 2013) and we have 

check out, categorical approach is the model 

more used in emotion detection systems. 

Regarding Lexical approaches, 

keyword-based approaches are easily 

implementable and we can obtain good 

accuracy values, even though this approach 

has drawbacks: determining the content of 

the emotion lexicon is subjective, obtaining 

wrong recall values and the select words 

may be ambiguous (Suttles 2013). 

Moreover, it is not suitable for wide range of 

domains. 

With respect to approaches based on 

ontologies let us use commonsense 

knowledge and improve recall values but the 

creation of an emotional ontology is a 

tedious and time-consuming task. 

Consequently, lexical resources usually 

are used as features in Machine Learning 

algorithms. 

As for Machine Learning approaches, 

the supervised learning approach is more 

used in emotion detection because it usually 

leads to better results than unsupervised 

learning (Kim 2011). Although, these 

approaches need labelling training examples 

and annotating of examples, which is a time-

consuming task. For this reason, several 

researches have analyzed as  



41 

Table 1:  Emotion Detection approaches 

 

realize this task automatically and when our 

system process Twitter messages, the 

messages can be annotated through hashtags 

or emotions that it contains. 

Although unsupervised learning 

approach leads worse results than supervised 

learning, it can be a good election for the 

emotion detection task because the 

emotional interpretations of a text can be 

highly subjective and the annotation task is 

an error prone task (Kim 2011). 

In conclusion, Machine Learning 

approaches are better option for detection 

emotion task since we obtain a model is also 

able to detect emotions in texts that have 

only an indirect reference to an emotions. 

Although, it is important use a good lexical 

resource as features in Machine Learning 

algorithms to obtain good results. 

Concerning pending tasks in emotion 

detection field, we consider really important 

that researcher community establish an 

annotated corpus and a set of metrics that it 

may be used to evaluate the different 

existing systems and the future systems. 

Moreover, in emotional detection systems 

based on machine learning approach, we 

have detected that most of these systems use 

features based on a shallow analysis on the 

text as: n-grams, punctuation, emoticons or 
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Part-Of-Speech. Hence, we propose a 

new direction focuses on deep analysis, 

since we consider that if we use features 

based on a deep analyis on the text we could 

improve the emotional detection systems.  

based on a deep analysis on the text we 

could improve the emotional detection 

systems.  
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