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Abstract 

Human behaviour may be monitored by analysing facial expressions and vocal expressions. 
Hence an automatic technique which combines both these features will give a more accurate 
overall estimation of expression. In this work we propose a new method which is uses facial 
and vocal features to estimate the expression of the subject. Facial expressions are analysed 

by extracting important facial features and then clustering the movement of these features. In 
parallel the voice is processed by using considering sudden changes in amplitude and fre- 

quency in order to recognize the expression. Finally a weighted sum rule is used to combine 
the decisions obtained by facial and vocal expression recognition. The proposed technique is 

tested on an ongoing set of real data monitored by a psychologist. 

1 Introduction 

Human-computer interaction has been centre of interest of many researchers for a number of years [1- 
3]. In order to facilitate this interaction it is essential for the computer system, for example a robot, to 
understand the feelings of the user [4, 5]. Recognition of emotions has been mainly achieved by using 
facial expression recognition [6, 7]. Techniques using k-nearest neighbour [8], hidden Makrov model 
(HMM) [9], and translation of belief model [10] have been frequently used for implementation of 
facial expression recognition. 

Vocal expression recognition has also been used separately for expression recognition [11, 12]. The 
combination of both facial and vocal expression is novel and many researchers are investigating an 
intelligent model for this fusion [13]. One of the main issues with these techniques is the application of 
HMM as the hidden states are usually unknown and need to be estimated based on assumed 
probability distributions of the data [14]. In this work we are proposing a new expression recognition 
tech- nique which is using both facial and vocal expressions in order to estimate the expression of the 
speaker. The proposed technique is benefiting from the facial and vocal features. The proposed 
technique is evaluated with many volunteers sitting in front of a camera under controlled illumination 
reading texts with expressions of happiness, sadness, disgust, surprise, anger, fear, and contempt. The 
initial experimental results are promising showing that the proposed technique out performs other 
current techniques. 

2 The Proposed Expression Recognition Technique 

In the proposed technique two parallel observations are made. Firstly the facial features are detected 
using the Viola-Jones face detector. The important features are corners of lips, upper and lower part of 
lips, corners and centre of eyes, nose, nose tip, corners of eyebrows, and chin. Then movements of 
these facial features will be used in order to recognize each of the seven basic emotions. Fig. 1 is 
showing the important features on the facial image which are used for expression recognition.  
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Fig. 1: 20 important facial features which are being used for facial expression recognition. 

In addition important features of the voice of the subject are analysed. First the system will be 
trained by a vocal input with neutral emotion. In order to recognise expression changes in the tone of 
the voice will be monitored by the sudden changes in amplitude and mid and high frequencies. 

The extracted features from face and voice will be combined by using weighted sum in which the 
weights are being assigned by experts and can be modified. In the early experimental results, the 
normalize weights were 3/5 and 2/5 for face and voice respectively. More imporvement is expected to 
achieved if supported vector machine (SVM) is employeed for fusion of the facial and vocal features. 
The initial experiments conducted on the different volunteers are showing the exact recognition of 
expressions for sadness, happiness, surprise, and anger. However expressions of contempt and fear are 
not being recognized properly due to their high misinterpretation with other expressions. The primarly 
tests are conducted on a small datasets and on the continuation of the work a standard database 
containing both facial and vocal senarios will be used. 

3 Conclusion 

In this paper we were proposing a new technique for recognition of expressions by using facial and 
vocal expression recognition using weighted sum. The proposed technique has been tested on a small 
set of group of people. The early experimental results show the high potential of the proposal as an 
accurate expression recognition technique. 
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