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Preface

Recent initiatives in language technology have led to the development of at least minimal language
processing kits for all official European languages. This is a big step towards automatic processing and/or
extraction of information especially from official documents produced within the European Union. Apart
from those official languages, a large number of dialects or closely related variants are in use, more and
more not only as spoken colloquial languages but also in written media. Building language resources
and tools is a cost-expensive operation and one can benefit form similarities among languages to reduce
the effort in constructing LRs. One should be, however, aware also of the discrepancies which are
often visible not only at the lexical level. Two examples could be different variants of Spanish in Latin
America, German spoken in Austria and Switzerland, French – in France and Belgium, Dutch – in the
Netherlands and Flemish in Belgium, etc. Less attention has been paid up to now to the development of
LRs for such languages. This has a major impact on promoting language technology at the educational
level, using information processing methods in all-day communication, social media, etc. This workshop
intends to draw attention on issues mentioned above by bringing together scientists working with less
resourced language variants and producing a roadmap of existing technologies and still existing gaps.

The current workshop aims to discuss topics like:
- Adaptation of monolingual tools for close languages and language variants;
- Case studies of using LRs and tools for standard languages on documents in language variants;
- Machine translation among closely related languages;
- Evaluation of LRs and tools for language variants and close languages;
- Linguistic issues in adaptation of LRs and tools (e.g. semantic discrepancies, lexical gaps, false

friends);

We are very happy to include papers addressing topics not only from different language families
(Germanic, Romance, Greek, Slavonic) but also going beyond the European borders (e.g. Rio de la
Plata Spanish).

We hope that the current workshop will be an impulse for further activities related to the exploitation of
language similarities for text technology. Finally, we would like to thank the organizers of the RANLP
Conference for making the organization of this workshop possible and the programme committee for a
fast and efficient reviewing process.

Cristina Vertan, Milena Slavcheva and Petya Osenova
Organisers of the Workshop on the Adaptation of Language Resources and Tools
for Closely Related Languages and Language Variants,
held in conjunction with the International Conference RANLP-13
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Combining, Adapting and Reusing Bi-texts between Related Languages:
Application to Statistical Machine Translation

(invited talk)

Preslav Nakov
Qatar Computing Research Institute

Tornado Tower, floor 10, PO box 5825
Doha, Qatar

pnakov@qf.org.qa

1 Abstract

Bilingual sentence-aligned parallel corpora, or bi-
texts, are a useful resource for solving many com-
putational linguistics problems including part-of-
speech tagging, syntactic parsing, named entity
recognition, word sense disambiguation, senti-
ment analysis, etc.; they are also a critical resource
for some real-world applications such as statistical
machine translation (SMT) and cross-language in-
formation retrieval. Unfortunately, building large
bi-texts is hard, and thus most of the 6,500+ world
languages remain resource-poor in bi-texts. How-
ever, many resource-poor languages are related
to some resource-rich language, with whom they
overlap in vocabulary and share cognates, which
offers opportunities for using their bi-texts.

We explore various options for bi-text reuse:
(i) direct combination of bi-texts, (ii) combination
of models trained on such bi-texts, and (iii) a so-
phisticated combination of (i) and (ii).

We further explore the idea of generating bi-
texts for a resource-poor language by adapting a
bi-text for a resource-rich language. We build a
lattice of adaptation options for each word and
phrase, and we then decode it using a language
model for the resource-poor language. We com-
pare word- and phrase-level adaptation, and we
further make use of cross-language morphology.
For the adaptation, we experiment with (a) a stan-
dard phrase-based SMT decoder, and (b) a special-
ized beam-search adaptation decoder.

Finally, we observe that for closely-related lan-
guages, many of the differences are at the sub-
word level. Thus, we explore the idea of reduc-
ing translation to character-level transliteration.
We further demonstrate the potential of combin-
ing word- and character-level models.

2 Author’s Biography

Dr. Preslav Nakov is a Scientist in the Arabic Lan-
guage Technologies group at the Qatar Computing
Research Institute (QCRI), Qatar Foundation. His
research interests include computational linguis-
tics, machine translation, lexical semantics, Web
as a corpus, and biomedical text processing. His
current research focus is on Arabic language pro-
cessing, with an emphasis on statistical machine
translation to/from Arabic.

Before joining QCRI, Dr. Nakov was at the Na-
tional University of Singapore, where he worked
on text and spoken language machine translation
for Asian languages, including Chinese, Malay
and Indonesian. Prior to that, he was at the Bulgar-
ian Academy of Sciences and the Sofia University,
where he was an honorary lecturer. He received
his Ph.D. in Computer Science from the Univer-
sity of California at Berkeley in 2007, supported
by a Fulbright grant and a Berkeley fellowship.

Dr. Nakov authored three books, one book
chapter, and many research papers at conferences
such as ACL, HLT-NAACL, EMNLP, ICML,
CoNLL, COLING, EACL, ECAI, and RANLP,
and journals such as JAIR, TSLP, NLE and
LRE. He received the Young Researcher Award
at RANLP’2011. He was also the first to receive
the Bulgarian President’s John Atanasoff annual
award for achievements in the development of the
information society (December 2003); the award
is named after an American of Bulgarian ances-
try who co-invented the first automatic electronic
digital computer, the Atanasoff-Berry computer.

Dr. Nakov has served on the program com-
mittee of the major conferences and workshops
in computational linguistics, including as a co-
organizer and an area/publication/tutorial chair.
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Europe has a particular and unique setting. On 
one had it has a great language diversity, there 
are twenty four official languages and a dozen of 
minority languages largely used. On the other 
hand most of these languages belong to one of 
the indo-European language families (Roman, 
Germanic Slavic) and within these language 
families similarities at lexical and syntactic level 
can be observed. Whilst an increased attention 
have been given to the development of language 
technology tools for the official EU –Languages, 
processing tools for minority languages have a 
chance to progress only by exploiting similarities 
within their language families. 

 
In order to have an overview about the 

European linguistic diversity and the 
implications on the language technology research 
we republish here a part of the article 

“Translation Difficulties and Information 
Processing Problems with Eastern 
European Languages” 

Cristina Vertan and Walther v.Hahn 
Published din the volume “Multilingual 
Processing in Eastern and Southern EU 
Languages”, Cambridge Scholar Press, 2012 
 
It is still popular today to blame machine 
translation (MT) for poor translations of literary 
texts. However, even inelegant translations are 
an industrial factor in producing MT software, in 
selling multilingual retrieval for relevance 
scanning or in opening markets by issuing simple 
foreign-language descriptions. Information 
retrieval (IR) technologies are effective even if 
their degree of linguistic correctness is low. 
The success story of Machine Translation is 
partly owed to some simplifications, which made 
its start-up easier (leaving aside the political 
presetting of English-Russian translations). 
Simplifying reality  was a promising approach, 

because the reduction of parameters from syntax, 
morphology, and domain coverage formed the 
basis for the demonstration of MT’s feasibility. 
Moreover, the statistical approach in MT 
nourished the hope that reasonable results for 
English can be seen as evidence for the fact that 
MT can be done with similar quality for any 
other language.  
In subsequent decades experiments were 
performed with numerous other language pairs 
around the world including languages even, for 
which detailed linguistic knowledge was 
unavailable . The goal of these scientific and 
industrial research efforts was mainly to estimate 
the quality and costs of acceptable MT products 
for the commercially meaningful language pairs. 
The same holds true for multilingual information 
retrieval and multilingual information processing 
on other fields. 
With the ever growing number of language pairs 
for which customers require cost-efficient 
processing, four aspects became clear:  
1. There are domains and language pairs for 
which not even human translation/IR is 
available, e.g., financial law texts from Finish to, 
say, Hausa. The question remains how to obtain 
these at all. 
2. There is no representative bilingual data 
collection (a "corpus") for these language pairs at 
all. Statistical approaches hence will not be 
feasible within the next 5-10 years. How to 
obtain inexpensive translations in the mid-term 
for these "low resourced" languages? 
3. Many languages (e.g., Hausa) have more 
than one writing system or changing orthography 
(compare the post-reform rules for German 
orthogography that are in force since 2006). This 
poses the challenge of how to obtain 
homogeneous corpora. 
4. Multinational or global companies need 
language processing for promotion, local 
instruction, or contracts, that affords legally 
binding results.  
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The optimism of the pioneering years has yielded 
to scepticism regarding general recipes for 
multilingual processing such as translation,  even 
for the traditional Western languages. In Europe, 
the expansion of the EU additionally 
demonstrated that democratic co-operation 
requires a huge work load of translation and 
bilingual information processing among today’s 
23 official languages. The sheer number of 
languages, their diverse linguistic structure and 
their different public use are reasons enough to 
give up some of the starting assumptions and 
simplifications of the first decades.  
We discusses the rather different situations in 
Europe with regards to cross-lingual processing 
tasks in an English and American context along 
the following dimensions:  

1 Languages 

There are 230 spoken languages in Europe. Most 
of them have a long common history in the Indo-
European paradigm. Even among the 23 official 
languages of the EU there are the Finno-Ugric 
official languages Finnish, Estonian and 
Hungarian. The Turkic and Mongolic families 
also have several European members, while the 
north Caucasian and Kartvelian families are 
important in the south-eastern border of 
geographical Europe. The Basque language of 
the Western Pyrenees is an isolated language, 
unrelated to any other language group in Europe. 
Much less known even to Central European 
citizens is the existence of a European Semitic 
language, the Maltese, written in Latin letters.  
In the current volume we decided to refer only to 
the official EU languages, as representatives of 
most of the families enumerated above. 
Additionally, due to European integration there 
is an increased need in translation and cross-
lingual management of documents in these 
languages. We hope that the some solutions 
presented here can be applicable also for non-
official and minority languages of the EU. 
Even the simple enumeration of the language 
families encountered in Europe already reveals 
the existence of major graphemic, phonetic and 
structural differences amongst them. The aim of 
this volume is not to investigate these differences 
from a linguistic point of view, but rather to 
insist on those discrepancies that trigger 
challenges for any translation system or cross-
lingual/multilingual application. In this sense the 
following aspects are of relevance: 

1.1 Writing differences 

Although Europe has no unusual iconographic or 
syllabic writing systems but only phonographic 
paradigms, there are nevertheless problems with 
gathering homogenous bilingual language 
resources, i.e., training material for statistical 
approaches. 
 
Cyrillic transliterations for named entities (NEs) 
follow four different (target language 
independent) transliteration schemata and 
numerous (target language dependent) 
transcriptions. As an example, consider the 
(operating system dependent) specific encodings 
for Bulgarian Cyrillics in contrast to Russian 
encoding. A similar situation exists for Arabic 
NEs in Maltese. The transliteration is not always 
standardised, which often leads to data 
sparseness. One word transliterated in three 
different ways will be identified in fact as three 
different words. Moreover, there is a problem 
with older electronic resources that were 
developed before the introduction of the Unicode 
character set: Many languages adopted 
transliteration simplifications that induce 
undesired ambiguities. For example the 
Romanian word for “goose” contains two 
diacritics “gâscă”. A corpus collected before the 
introduction of the Unicode system would 
simplify this word to “gasca”, which may be read 
also as “gașcă” denoting a group of young 
people.  

1.2 Variety of Linguistic Structure  

European languages differ centrally in their use 
of pronouns and articles. So called "pro-drop" 
languages like Italian do not express the 1st 
person sg. pronouns explicitly, but mark them 
morphologically, whereas non-pro-drop 
languages like German have to add the pronoun 
explicitly in examples like "Ich gehe zu ihm" (I 
am going to him). Even more difficult in this 
sense is Hungarian, where lots of particles are 
only attached as morphemes 
(összerakhatatlanságukért = "for their quality of 
not being easy to put together")1. 
Grammatical gender is present or not (English, 
Basque), is expressed in noun endings (Italian, 
mostly), or not (German, mostly), affects other 
words by agreement (Spanish, French) affects 
the demonstratives (Italian), or not (Greek), is 
additionally marked by articles (German, but not 
                                                             
1 This example is owed to Merényi Csaba from 
MorphoLogic 
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unambiguously), or not (Bulgarian, the Baltic 
languages). Articles are in use for the three-
gender system (German), or two genders 
(Maltese), or the middle (Romanian, common 
singular for masc. and ntr.) attached to the end of 
a word (Romanian), or separated in front of the 
noun (French). Moreover, grammatical and 
natural gender have an unclear relation in most 
languages. 
All these are major challenges especially in 
machine translation (MT) whenever the target 
language is more productive in pronouns or 
articles than the source. Rule based MT needs a 
deep linguistic analysis module and often the 
involvement of large knowledge bases in order to 
infer the correct target pronoun, while corpus-
based MT cannot cope with this problem at all. 
In most cases the translation lacks not only the 
correct pronoun but also all derived information 
such as the correct inflection of the dependent 
nouns, adjectives and verbs. 
To express definiteness, some languages use 
articles, while others express it by word order, 
which normally gets lost in surface-form 
statistical MT systems.  
The word order of adjective and noun is 
semantically relevant in Spanish, restricted in 
German and fixed in English. Also the position 
of a verb in the sentence varies among language 
families. This is a real challenge not only for 
translation systems but also for multilingual tools 
that try to apply the same analysis technique to 
several structurally different languages. Rule-
based tools lack a substantial number of common 
rules. Statistical methods, on the ther hand, 
require the availabilty of huge non-sparse data 
covering all these phenomena.  
Word composition plays a major role in many 
EU languages and the order of components is 
significant. Sometimes logical particles must be 
inserted for correct translation. Distant verb 
particles in German are very difficult to 
differentiate from prepositions when only 
statistical methods are being applied. Again, such 
particularities constitute challenges not only in 
translation but for any preprocessing step in 
cross-linguistic processing.  

1.3 Contact  

All these languages have been in extensive 
contact with each other over time with the result, 
that additional irregularities were introduced. In 
Romanian, for example, one third of the 
vocabulary stems from Russian, Hungarian and 
German and has only been assimilated 

superficially. This means that the graphemic 
rules for Romanian are not homogenous. The 
contact,  however, differs from language to 
language. Compare Romanian-Italian and 
Slovene-Italian contacts, e.g. whichdiffer with 
respect to the historical time, when the contact 
was established. Italy influenced Slovenia much 
more through Venetian than through modern 
Italian.  
Borrowings were often done only partially so not 
all semantics is preserved. A special situation is 
encountered on the Balkan Peninsula where 
vocabulary related to food, e.g., old weapons or 
customs are usually shared by neighbouring 
communities but not necessarily by whole 
countries. For example, a lot of regional words in 
the North-Western part of Romania 
(Transylvania) are in common with Hungarian 
and German, but unknown in the Southern part 
of the country, which otherwise uses more words 
shared with Turkish and Bulgarian.  
This constitutes a real challenge for modern 
retrieval systems which make use of ontologies. 
Building a language-independent ontology is an 
extremely difficult task, and even word-based 
semantic networks are highly problematic. A 
series of papers published over the last years 
report the difficulties in adapting the English 
Word-Net to each of the Balkan languages, and 
the challenge of homogenisation amongst these 
Word-Nets. 
These considerations, however, touch upon 
cultural differences, that are addressed in the 
following paragraphs of this paper. We 
demonstrate with a few observations that behind 
the language differences in the EU there are 
many more cultural differences than between two 
regions of one country. 

2 Text Structures, Forms and Formats 

Two textual peculiarities of European 
publications are very confusing in corpora:  
European texts often quote passages in a foreign 
language such as English or other European 
languages, because of a close contact with that 
language. Translated quotations from web pages, 
hence, are not always in the correct language, as 
an MT tool has been used. 
A typical text form for an application, for an 
objection, for an expertise etc. differs not only 
lexically but also in style and form between 
European countries.  
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3 Cultures of Textuality 

In Europe the influence of English varies from 
country to country. A comparison of German and 
French shows that an official inhibitive language 
policy influenced the borrowings to a high 
degree in France. Looking to Hungarian one can 
observe that the French policy more or less 
succeeded in most technical fields, whereas in 
Hungary two different medical nomenclatures 
exist that in practice and international 
information exchange conflict severely.  
Irrespectively of a country’s official language 
policy, the language policy of companies is also 
changing dramatically. A recent study observed 
that in Germany slightly more than 50%  of all 
companies use German as the only business 
language, another 20% use German and English 
or only English, respectively. Less than 4% use 
other languages. 
In general, technical fields in countries have a 
different degree of textualisation dependent on 
technologies, which have a higher or lower 
distance to text production and use, e.g. carpet 
weaving, vs. violin making vs. ecological food 
supplier vs. photo-copying or services.  
Correspondingly, the reference to computerised 
texts, e.g. interactive web forms or download 
resources of public service differs very much 
between European countries, say, between 
Finland and Poland. While web forms must be 
explained even for language minorities, paper 
forms are issued by offices, where 
misunderstandings may be resolved in direct 
contact. 

4 Commercial Market Value 

The possible market value of multilingual or 
cross-lingual technologies clearly depends on the 
mere number of publications accessible and 
resulting from trade and industry. If you compare 
a Slavonic language minority like the Sorbs in 
Germany to Polish speakers in Poland, it 
becomes clear that the industrial expansion in 
Poland and exports abroad result in a 
disproportionately more extensive language and 
information contact than that for Sorbian 
speakers. Translating a handbook of nano 
technology into Polish makes more sense than 
translating it into Sorbian or publishing 
Shakespeare’s works in Frisian, another German 
minority language. 

5 Background and Perspectives 

To come back to the main issue: Language 
technology in Europe is not an extension of 
known technologies to new languages, but a 
multidimensional challenge for science, 
technology and politics of quite another order of 
magnitude. It will bind research groups, 
translators, software companies and politicians 
for the next 50 years at least. 
There is a widespread conception that  
• the rapid development of the Internet,  
• with new web services, 
• the globalisation of the markets and  
• the increase of online transactions  
are the main factors driving international 
research in language technology.  
This argument is, at least in a European context, 
only partially valid. In the era when Internet was 
in its infancy, and most part of the online 
information was exclusively distributed in 
English, the Directorate General of EU 
“Linguistic Applications” was already concerned 
with the additional languages from the countries 
willing to join the European Union.  
“With the expected enlargement of the EU 
following the accession of up to ten Central and 
Eastern European countries (referred to as 
CEECs, which is the usual EU abbreviation), the 
translation complexity takes a quantum leap. The 
current EU languages (n.R. situation in 1998) 
(Danish, Dutch, English, Finnish, French, 
German, Greek, Italian, Portuguese, Spanish and 
Swedish) can be translated in 110 language 
combinations, as each of the 11 languages can be 
translated into 10 other languages. With the 
addition of 10 new languages (Estonian, Latvian, 
Lithuanian, Polish, Czech, Slovak, Hungarian, 
Slovenian, Romanian and Bulgarian) the 
complexity goes up to 21 x 20 = 420 language 
combinations, but there is no obvious political or 
linguistic justification for changing the European 
Union's official policy of supporting 
multilingualism, which finds its expression in the 
MLIS programme, among others.”  
(Poul Andersen, DG XIII EU Representative, in 
an article “Translation Tools for the CEEC 
Candidates for EU Membership - an Overview”, 
Terminologie et Traduction 1.1998, pp.140-166). 
One can only speculate about the development in 
Europe in multilingual language technology 
without the political changes of 1989. The rule-
based machine translation system Systran was 
functional, with reasonable performance for the 
EU-languages and for the requirements of that 
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time, namely translation of easy official 
documents. 
We assume that the dramatic development of 
multilingual language technology in Europe was 
in fact driven by two forces: The new political 
context and the social impact of the Internet, 
rather than the economy. 
We are also convinced that the European 
approach to multilingual language technology 
gave an impulse all around the globe to develop 
applications for various language communities: 
Recently systems for several Ethiopian 
languages appeared, a machine translation 
system for Quechua was presented (to quote only 
a few examples). 
. 
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Abstract
In this paper we describe the construction of a paral-
lel corpus between the standard and a non-standard
language variety, specifically standard Austrian
German and Viennese dialect. The resulting par-
allel corpus is used for statistical machine transla-
tion (SMT) from the standard to the non-standard
variety. The main challenges to our task are data
scarcity and the lack of an authoritative orthogra-
phy. We started with the generation of a base corpus
of manually transcribed and translated data from
spoken text encoded in a specifically developed or-
thography. This data is used to train a first phrase-
based SMT. To deal with out-of-vocabulary items
we exploit the strong proximity between source
and target variety with a backoff strategy that uses
character-level models. To arrive at the necessary
size for a corpus to be used for SMT, we em-
ploy a boot-strapping approach. Integrating addi-
tional available sources (comparable corpora, such
as Wikipedia) necessitates to identify parallel sen-
tences out of substantially differing parallel docu-
ments. As an additional task, the spelling of the
texts has to be transformed into the above men-
tioned orthography of the target variety.

1 Introduction

Statistical machine translation between dialectal
varieties and their cognate standard variety is a
challenge quite different from translation between
major languages with large resources on both
sides. Instead of having huge corpora at hand
that offer themselves for machine learning tech-
niques, substantial written corpora of dialectal lan-
guage varieties are rare. In addition, there is no
authoritative orthography, which calls for methods
to normalize the spelling of existing written texts.
Parallel resources for a standard language and a
dialectal variety thereof are even less common.
But such parallel data is the workhorse of mod-
ern machine translation systems and key to pro-
ducing sufficiently natural utterances. On the posi-
tive side, the relative proximity between a standard
language and its varieties opens up new possibili-
ties to gather parallel data, despite data sparsity.

In this paper we will outline methods to ac-
quire such data, developed for a specific pair of
varieties, Austrian German (AG), the standard va-
riety, and a dialectal variety spoken in the capi-
tal, Viennese dialect (VD) (Schikola, 1954), (Hor-
nung, 1998).1 From a linguistic perspective, it has
to be noted that dialects generally are not really
homogenous. Lacking standardization initiatives,
reinforcement by education or public media and
predominantly being confined to oral usage, di-
alects most often form a dynamic continuum be-
tween different varieties and speaker groups. Be-
ing defined by social group rather than geograph-
ical regions, the Viennese variety is a sociolect in
the strict sense, where dialects in urban regions
are generally associated with lower social classes
(Labov, 2001). Also, speakers with native com-
petence usually adapt the register to the commu-
nicative situation as well as to the content of the
utterances in a very dynamic way. Switching be-
tween varieties and subtle gradual shifts are a very
natural phenomenon in such a linguistic situation.

While being aware that the linguistic conception
of a dialect is not uncontroversial, we still think
that it is feasible and appropriate to model a di-
alectal variety that conforms to a stereotype of that
dialect.

The paper focuses on the generation of the re-
sources necessary for statistical machine transla-
tion between a standard variety with rich resources
(AG) and a dialectal variety (VD) with almost no
resources. The strategy is to create a minimal base
corpus comprising bilingual data in a standardized
orthography for VD, and in a second step apply-
ing a bootstrapping strategy in order to gain a suf-

1The work presented in this paper is based on the project
‘Machine Learning Techniques for Modeling of Language
Varieties’ (MLT4MLV - ICT10-049) funded by the Vienna
Science and Technology Fund (WWTF).
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ficient amount of bilingual lexical resources and
to increase the data on the basis of automatically
generated translations. As proximity between the
varieties works on our side, we give detailed de-
scriptions of how the linguistic closeness can be
exploited to bootstrap the required resources.

2 Background

Pairs of closely related languages (or language va-
rieties) offer themselves to exploit the linguistic
proximity in order to overcome the usual scarcity
of parallel data. Nakov and Tiedemann (2012)
take advantage of the great overlap in vocabu-
lary and the strong syntactic and lexical similar-
ity between Bulgarian and Macedonian. They de-
velop an SMT system for this language pair by
employing a combination of character and word
level translation models, outperforming a phrase-
based word-level baseline. Regarding MT of
dialects, Zbib et al. (2012) use crowdsourcing
to build Levantine-English and Egyptian-English
parallel corpora; while Sawaf (2010) normalizes
non-standard, spontaneous and dialect Arabic into
Modern Standard Arabic to achieve translations
into English.

A considerable amount of work has been done
on extracting parallel sentences from compara-
ble corpora, i.e. a set of documents in dif-
ferent languages that contains similar informa-
tion. Munteanu and Marcu (2005) use a Max-
imum Entropy classifier trained on parallel sen-
tences to determine if a sentence pair is parallel
or not. Based on techniques of Information Re-
trieval, Abdul-Rauf and Schwenk (2011) use the
translations of a SMT system in order to find the
corresponding parallel sentences from the target-
language side of the comparable corpus. Smith
et al. (2010) explore Wikipedia to extract paral-
lel sentences where, once they achieve an align-
ment at the document level by taking advantage
of the structure of this online encyclopedia, they
train Conditional Random Fields to tackle the task
of sentence alignment. Tillmann and Xu (2009)
extract sentence pairs by a model based on the
IBM Model-1 (Brown et al., 1993) and perform
training on parallel data. With the exception of
Munteanu and Marcu (2005), where bootstrapping
techniques find application, these methods require
(and presuppose the existence of) a certain amount
of resources (i.e. parallel data or lexicon coverage)
not available for some languages or varieties.

3 Constructing a Parallel Corpus

For Standard German to Viennese dialect, there
were no existing parallel data sets and, moreover,
most monolingual text sources that exist are writ-
ten in an inconsistent way, oscillating between
standard conventions and free attempts to encode
the phonetic realization in the dialect. The first
step was to design an orthographic standard for
the target language that would be consistent, un-
ambiguous and phonologically transparent. In the
light of applicability in language technology, accu-
racy towards phonological properties seemed the
most important criterion, on a par with the neces-
sity to minimize lexical ambiguities. This is dif-
ferent from producing literary texts, where read-
ability might be a more prominent issue, and the
orientation towards the standard orthography may
have a higher priority.

A second problem with initial data acquisition
is the fact that dialect speakers in Vienna very of-
ten switch between the dialect and the standard va-
riety, depending on the communicative situation,
but also on the content that may invite to use a
higher register. Text data with a bias towards the
standard by virtue of standard orthography quite
often also reflects such switching processes. In
order to circumvent such biases, we carefully se-
lected colloquial data of VD that are as authen-
tic to the dialect as possible. The basic material
consists of transcripts of TV documentaries and
free interview recordings of dialect speakers. The
transcripts were manually translated into both AG
and VD, the latter being vacuous in most cases.
This way we could ensure that (rarely occurring)
switchings into the standard would not end up in
the target model. A typical example looks as fol-
lows, where AG and VD refer to the standard and
the Viennese orthography of a sentence from our
corpus.

(1) AG: Ja, ich weiß es doch.
VD: Jå, i waas s e.
‘yes, I know it anyway.’

In an early stage, we were interested in find-
ing a way to align these parallel sentences on a
word-by-word basis, in order to simultaneously
generate lexical resources comprising morphology
and morpho-syntactic features (PoS tags, gram-
matical features, such as gender, case, person,
number etc.). Given that usually the two transla-
tions are syntactically very similar, with little re-
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ordering and/or n-to-n correspondences, and also
that many corresponding words are ’cognates’,
meaning that they are lexically (and morpholog-
ically) the same in both varieties, with differ-
ent phonology and spelling (e.g., AG ‘weiß’ cor-
responds to VD ‘waas’ ”(I) know”), we boot-
strapped a word-alignment routine that very soon
provided promising results.

The core idea was to use the string edit distance
(Levenshtein algorithm) to determine whether two
words should be aligned or not. Because it mat-
ters if one or more editing steps (errors) occur
in a short or in a long word, we normalized the
string edit distance by a factor consisting of the
logarithm of the average string length or a special
penalty factor for very short strings). However, the
orthographic forms may differ substantially while
referring to identical words. So, the second in-
gredient was to train a character based transla-
tion model between AG and VD, using the data-
driven grapheme-to-phoneme converter Sequitur
G2P (Bisani and Ney, 2008). These automatically
generated strings of dialect words (VD*) are then
compared to the words of the target (VD). Given
that the initial data is very limited, the results of
the G2P translation are not reliable as a transla-
tion, but still very useful to determine the distance
measure. Since the full set of extracted word pairs
(after validation) is used to re-train the models in
an iterative way, the word alignment gets better
the more data is added. In a way, over-fitting,
generally carefully avoided in statistical modeling,
works to our advantage.

The alignment algorithm in a first step linearly
searches for the best path of matches. If the score
provided by the string edit distance is above a
given threshold, insertions and deletions are the
less costly options, and the words will not be
aligned. By this method, we would only align cog-
nates and miss the more interesting cases where
words of AG are translated into different words
that may be typical for the dialect (e.g., VD has
a special word for AG ‘Polizist’ ”policeman”: VD
‘kibara’). Therefore two more iterations over the
set of aligned pairs try to find these non-cognate
pairs. First, adjacent insertions and deletions are
aligned regardless of the distance measure. This
guarantees that word pairs that are not cognates
(with a high degree of similarity), but different lex-
ical items, are also captured by the word align-
ment, given that the syntactic structure of the

source and the target sentence are approximately
the same. Second, non-adjacent insertion-deletion
pairs with a distance measure below the threshold
are marked as valid alignments. That way the al-
gorithm that by itself provides only linear align-
ments is also capable to capture some non-local
alignments resulting from syntactic re-ordering.

With regard to SMT and contemplating the im-
manent problem of data sparsity, it seems obvi-
ous that a factorized translation model (Koehn and
Hoang, 2007) will have certain advantages over
a translation model that only considers full word
forms. This, however, requires the generation of
lexical resources for both language varieties. For
the source language (AG) such resources already
exist. The question is, if and how the lexical infor-
mation stemming from the source language can be
transferred onto the target language.

Our word alignment is capable of identifying
cognates. However, these cognates will only cover
certain word forms out of more complex morpho-
logical paradigms. Given that for AG, the lemma
and the information about the paradigm can be au-
tomatically retrieved from the word form, the task
is to identify lemma and the paradigm from the
VD word form. In many cases it will suffice to
strip off the inflectional endings and to transfer
the morphological information from the AG en-
try. However, there are many deviations (from AG
to VD) as well as exceptions, also only real cog-
nates can be treated that way, so there has to be
done some manual validation in order to create a
VD lexicon that in the end covers all word forms.

(2)
INPUT: haus NN Neut . -I-a
OUTPUT: haus haus+NN+Neut+Sg+NDA

heisa haus+NN+Neut+Pl+NDA
sg./pl. forms of VD ‘haus’ (AG ’Haus’ ‘house’)

When the lemma, the major category and the
relevant morphological information are identified,
this is sufficient to generate all word forms to-
gether with morphological features in a given lan-
guage variety.

4 Machine Translation Experiments

In this section we report on some experiments us-
ing the data set described in the previous section to
build statistical machine translation systems, using
Moses (Koehn et al., 2007).

4.1 Corpus
The corpus was split into four sections, TRAIN,
DEV, DEVTEST and TEST, where the first was used
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for estimation of phrase tables and language mod-
els, the second for tuning the MT system param-
eters and the third for testing during system de-
velopment. The last was reserved for final testing.
The relative sizes of the three section is shown in
Table 1.

Section Sentences Tokens
AG VD

TRAIN 4909 39108 40031
DEV 600 4775 4882
DEVTEST 600 4712 4803
TEST 600 4841 4943

Table 1: Corpus sizes (untokenised)

4.2 Word-level Models
The word-level models are standard phrase-based
models built using Moses. The parallel text is
tokenised using the Moses tokeniser for German,
then it is all lowercased. This parallel text is then
aligned in both directions using GIZA++ (Och and
Ney, 2000) and the alignments are symmetrised
using the ”grow-diag-final-and” heuristic. The
aligned parallel text is then used to estimate a
translation table using the standard Moses heuris-
tics, and a 3-gram language model built on the
target side of the parallel text using SRILM with
Kneser-Ney smoothing. The translation and lan-
guage models are then combined with a distance-
based reordering model and their weights opti-
mised for BLEU using MERT on the DEV corpus.

4.3 Character-level Models
In earlier work on MT for closely-related lan-
guages (Vilar et al., 2007; Tiedemann, 2009;
Nakov and Tiedemann, 2012), it has been shown
that character-level translation models can be ef-
fective. These character-level models are also built
using phrase-based Moses, but allowing it to treat
single characters or groups of characters as “to-
kens”. In the unigram character-level model, we
treat each character as a separate token by insert-
ing a space between each of them, and using a spe-
cial character (||) to indicate word boundaries. For
the bigram character-level model, the “tokens” are
pairs of adjacent characters, with the same word
boundary character as in the unigram model. Ta-
ble 1 shows examples of a German sentence con-
verted into suitable formats for the character-level
unigram and bigram models.

After decoding with one of the character-level
models, converting back to word-level text is
straightforward in the unigram case; it is just a
matter of removing spaces then replacing the spe-
cial word-boundary character with a space. For the
bigram-level model, we remove the first character
in each bigram then proceed as for the unigram-
level models.

Other than the word-to-character conversion of
all data, the character-based models are trained us-
ing the standard Moses training pipeline. We use
the default maximum phrase-length of 7, and a 7-
gram language model, parameters that were ob-
served to work best in early experiments. During
tuning, we maximise word-level BLEU with re-
spect to the reference.

4.4 Backoff Models

After observing the performance of word and
character-level models, we decided to try to com-
bine them into a backoff model, which would
use the word-level translation wherever possible,
but apply the character-level model for unknown
words. In (Nakov and Tiedemann, 2012), they
found that a similar model combination gave the
best results when translating between closely re-
lated languages.

Firstly, we experimented with different varia-
tions of the character-level model for the unknown
words (OOVs). Each of these models is trained
and tuned on the TRAIN and DEV sets, and we re-
port accuracies on the OOVs in DEVTEST (OOV
according to the phrase-table built on DEV). The
translations of the OOVs were extracted from the
word alignments of the base corpus, and out of 330
OOVs, 325 have gold translations.

The first two character-level models are just the
unigram and bigram baseline models from Sec-
tion 4.3. We then built further models by attempt-
ing to extract the cognates from the training set.
The idea here is that the character-level models are
built from “noisy” training data, containing many
German-Viennese word-pairs which either repre-
sent lexical differences, or are the result of bad
alignments. In order to extract the cognates we
ran GIZA++ alignment on the combined TRAIN

and DEV corpora, extracted all source-target token
pairs that were aligned, converted the pairs to the
BARSUBST representation (see section 5.1), and
filtered using the log-normalised Levenshtein dis-
tance.
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word-level: und für die tipps

character-level (unigram): || u n d || f ü r || d i e || t i p p s ||
character-level (bigram): ||u un nd d|| ||f fü ür r|| ||d di ie e|| ||t ti ip pp ps s||

Figure 1: Conversion of a German sentence into forms suitable for training the character-level models

Model Correct Accuracy (%)
Pass-through 21 6.5
Unigram 154 47.4
Bigram 150 46.2
Unigram cognate 154 47.4
Bigram cognate 150 46.2
Unigram cognate (freq) 160 49.2
Bigram cognate (freq) 145 44.6

Table 2: Comparison of accuracy of character-
level models on the OOVs in DEVTEST. The plain
unigram/bigram models are trained on complete
sentences, whereas the cognate models are trained
on cognate pairs (unique or frequency weighted)
extracted from these sentences.

With this list of cognate pairs, we trained both
unigram and bigram models, firstly from a list of
the unique cognate pairs and secondly from the
same list with frequencies adjusted to match their
corpus frequencies. These models were trained
using the usual Moses pipeline, estimating phrase
tables and language models from 90% of the cog-
nate pairs and tuning on the other 10%.

The OOV accuracies (on DEVTEST) of all 6
character-level models, as well as a pass-through
baseline are shown in Table 2. We can see that, in
general, the cognate models offer small improve-
ments on the models trained on the whole sen-
tences, and the unigram models are slightly better
than the bigram models.

Finally, we show a comparison of the word-
level and character-level systems, with the back-
off system (using the unigram cognate frequency
adjusted model) in Table 3. The backoff systems
are implemented by first examining the tuning and
test data for OOVs, then translating these using
the character-level model, and creating a second
phrase-table with the character-level model. This
second phrase table is used in Moses as a backoff
table.

For both test sets, the character-level transla-
tion outperforms the word-level translation, but
the backoff offers the best performance of all. The
BLEU scores are relatively high compared to the

Model DEVTEST TEST

Word-level 63.28 60.04
Character-level (unigram) 65.00 63.17
Character-level (bigram) 64.98 63.43
Backoff to char-level 68.30 66.13

Table 3: BLEU scores for all translation systems

typical values reported in the MT literature, re-
flecting the restricted vocabulary of the data set.

5 Comparable Corpora

Wikipedia is a multilingual free online encyclope-
dia with currently 285 language versions. Adafre
and de Rijke (2006) investigated the potential of
this resource to generate parallel corpora by ap-
plying different methods for identifying similar
texts across multiple languages. We explore this
resource as it contains a relatively large bilingual
corpus of articles in (Standard) German (DE) and
Bavarian dialects (BAR). There are 5135 paral-
lel articles (status from July 2012), of which 219
are explicitly tagged as ”Viennese dialect”. It can
be assumed that the parallel articles refer to the
same content, but texts often differ substantially
in style and detail. Articles in Bavarian are gen-
erally shorter, containing less information than the
corresponding German ones, with an average ratio
of about 1:6. The challenge of finding correspond-
ing sentence pairs is met by a sentence alignment
method that crucially exploits the phonetic simi-
larity between the German standard and Bavarian
dialects, specifically Viennese.

5.1 Sentence Extraction
Our sentence alignment algorithm is primarily
based on string-edit distance measures. There
exist several open-source alignment tools for ex-
tracting parallel sentences from bilingual corpora.
However, none of them is applicable to our data
because they either require a substantial amount
of data to reliably estimate statistical models, i.e.
at least 10k sentence pairs, such as the Microsoft
Bilingual Aligner (Moore, 2002). But also the
number of sentences to be aligned must be almost
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equal – with a ratio of 1:6 it was not possible to
achieve any reliable results at all. Additionally,
the sentences in the parallel texts are presupposed
to occur in the same order, which does not apply to
the Wikipedia articles under consideration. Simi-
lar requirements hold for the Hunalign tool (Varga
et al., 2005). Finally, LEXACC (Stefanescu et al.,
2012) is a parallel sentence extractor for compa-
rable corpora based on Information Retrieval, but
again, certain resources are required beforehand,
such as a GIZA++ dictionary created from existing
parallel documents. The main obstacle to using
any of these algorithms is that the texts in the BAR
Wikipedia obey widely differing and mostly ad-
hoc orthographic conventions, which are not con-
sistent for a given dialectal variety, even within a
single article. In our situation, we had to develop
an alignment method that relies only on the lin-
guistic proximity between the two varieties.

Comparing strings of DE that occur in stan-
dard orthography with strings of BAR in varying
non-standard orthography directly does not make
sense, unless both forms are transformed into a
phonetically based common form. Inspired by
Soundex and the Kölner Phonetik algorithm (Pos-
tel, 1969), we developed an algorithm (henceforth
BARSUBST) that takes into account some charac-
teristics of the Bavarian dialect family (liquid vo-
calization: i.e., DE ‘viel’ corresponds to VD: ‘fü’;
vowels are retained as one class of characters; the
character for ’dark a’ <å> had to be included).
This ensures that cognate words will have a very
low string edit distance. Just to give an impres-
sion, we calculated the average values of Leven-
shtein string edit distance and the average ambigu-
ity of particular word forms of AG and VD from
the data of the word aligned base corpus. As am-
biguity we counted the number of occurrences of
a given word in a distinct word pair. The base-
line value of 1.26/1.27 relates to the fact that for
a given word there may be more than one valid
translations. When the ambiguity is much higher
this indicates that the distance measure is less re-
liable (words that should not relate turn out to be
identical).

The average LD significantly drops down from
3.47 of the baseline (lowercase word forms) to ap-
prox. 1.0 for both, Kölner Phonetik and BAR-
SUBST. The average ambiguity is almost equal for
both BAR and DE - slightly below a value of 2
with BARSUBST; the Kölner Phonetik algorithm

LD amb.DE amb.VD
Baseline (lcase) 3.47 1.26 1.27
Soundex 1.35 4.53 5.69
Kölner Phonetik 1.00 1.87 2.25
BARSUBST 0.99 1.94 1.96

Table 4: Average distance and ambiguity values

fares better with DE word forms, but worse with
BAR word forms, which shows that it is justified
to adapt the Kölner Phonetik algorithm to our pur-
poses.

Applying this algorithm to words of both DE
and BAR, we defined a scoring function that eval-
uates possible word alignments against each other
in order to find the optimal sentence pairs from
related articles. The alignment algorithm works
as follows: after creating a matrix of all sentence
pairs, each potential alignment is evaluated by the
scoring function that takes into account the sum
of (positive and negative) scores resulting from
a non-linear word alignment based on the trans-
formed character sequences (best matches aligned
first), the number of not-aligned words (negative
scores) and a penalty for crossing alignments and
extra short word sequences. We selected a set of
approx. 50 sentences to manually test the effects
of the different parameters of the scoring func-
tion. After fine-tuning the parameters, a threshold
of above zero proved to be a good indicator for a
correct alignment between two sentences. From
this matrix, sentence pairs are extracted in the or-
der of their scores (best scores aligned first) until
a defined threshold is reached.

We used only articles that are explicitly tagged
as ‘Viennese’ (approx. 200). From these
we extracted and aligned 4414 sentences with
40.1k word tokens that correspond to 12.9k word
types. Unlike the texts extracted from sponta-
neous speech recordings, the Wikipedia texts seem
to contain many more word types, which is due
to the fact that Wikipedia texts tend to contain a
large number of named entities. Unfortunately,
these are not very useful for SMT by themselves,
but still the amount of parallel data can be signifi-
cantly increased.

5.2 Orthography Normalization

One problem still to be solved in a satisfactory
way is how to deal with non-standardized, incon-
sistent orthography in dialectal texts. The cor-
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pus of parallel sentences from Wikipedia articles
can in principle provide ample training data for a
character-level translation algorithm between non-
standard orthography of BAR and our specifically
designed, standardized orthography for VD. Given
a 1-to-1 word alignment based on the Levenshtein
distance of BARSUBST transformed word forms of
sufficient quality, we can extract a list of BAR-DE
word pairs, but the target, words in VD orthogra-
phy, is missing.

To tackle this problem, we used the data from
our speech-based corpus of aligned AG-VD word
pairs. (We take Austrian German (AG) and Ger-
man Standard (DE) to refer to the same variety).
We filtered the list of word pairs gained from
BAR-DE word alignment for only those DE-BAR
pairs where we have an AG-VD word pair in our
base corpus. That way, the AG/DE standard is
used as an anchor to link non-standardized BAR
orthography to our standard of DE orthography.

Figure 2: Correspondences between BAR ortho-
graphic forms, AG-VD pairs and VD forms.

As can be seen in Figure 2, the correspondences
can be manifold. In order to decide which VD
form is the correct one to be associated with cer-
tain BAR variants, we apply a weighted Leven-
shtein distance measure, where the weights are
chosen in such a way that plausible and frequent
substitutions are assigned less costs than others.
When more data is available, these weights can be
re-estimated on a statistical basis, for a start we
just stipulated them based on the linguistic knowl-
edge about the two varieties. The matches are
not symmetrical under this approach, for example
BAR <m> matching with VD <n> (which often
occurs when dative endings in BAR are written ac-
cording to the standard of DE, while they are pro-
nounced and written as /n/ in VD) is assigned a
cost of 0.6, while the reverse match is not defined

and receives the default cost value of 1.)
Having gathered some initial training data this

way, we experimented to train a character level
translation using again Sequitur G2P. Of all the
pairs, we spared 25% for testing and used the
rest for training, which proved to be very little –
approx. 1500 instances of BAR-VD pairs. To
increase this number in a sensible way, we cre-
ated two more sets by adding the set of AG-VD
pairs from the base corpus and adding the set of
VD-VD pairs, simulating a situation where the
BAR input is already in the correct orthography.
The results are not fully compelling (50 % cor-
rect spellings in the optimal case). This may be
due to the rather small amount of training data,
but also to the high degree of variance in the in-
put data. To enhance the quality of orthography
normalization we foresee a combination of mod-
elling character-level BAR-VD correspondences
with the character-level translation models of AG
to VD that hopefully will make it possible to
achieve a automatically normalized parallel cor-
pus from the Wikipedia data that conforms to the
same standards as the base corpus.

6 Discussion and Outlook

Starting from a base corpus of parallel AG and
VD sentences generated by manual transcription
of spoken text and translation into the two vari-
eties, we applied various methods to iteratively
enhance the word alignment and the generation
of lexical resources in the target variety. Using
this corpus for SMT provided good preliminary
results given that we employed a backoff strategy
for OOV words building on character level mod-
els. To enlarge the corpus with automatic meth-
ods, we extracted sentence pairs from correspond-
ing articles from the Bavarian and the German
Wikipedia, where the identification of correspond-
ing sentences was based on the similarity of the
two varieties. Still, the normalization of Bavar-
ian/Viennese dialectal spelling to our orthography
is work in progress. However, methods for nor-
malization of spelling are crucial for the acqui-
sition of monolingual data from texts in dialects,
generally. Another line will be the bootstrapping
of parallel data by generating automatic transla-
tions of sentences that are selected by an active
learning algorithm, in order to gain maximal in-
formation for the system.
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Abstract 

Pronominal and verbal voseo is a well-
established variant in spoken language, and al-
so very common in some written contexts - 
web sites, literary works, screenplays or subti-
tles - in Rio de la Plata Spanish.  An imple-
mentation of Río de la Plata  Spanish (includ-
ing voseo) was made in the open source col-
laborative system Apertium, whose design is 
suited for the development of new translation 
pairs. This work includes: development of a 
translation pair for Río de la Plata Spanish-
English (back and forth), based on the Span-
ish-English pairs previously included in Aper-
tium; creation of a bilingual corpus based on 
subtitles of movies; evaluation on this corpus 
of the developed Apertium variant by compar-
ing it to the original Apertium version and to a 
statistical translator in the state of the art. 

1 Introduction 

In this multilingual world, easily accessible 
through Internet, machine translation is becom-
ing increasingly important. While the problem as 
a whole remains yet to be solved, there are sev-
eral systems which provide an interesting ser-
vice, by automatically producing a translated 
version of a text.  In these days Google (Google, 
2013) provides translation services - at least from 
and into English - for 51 different languages.  
While, in general, translations provided by 
Google are not completely accurate, users will 
have a reasonable comprehension of the content 
of the source text. A language like Spanish, that 
is spoken by about 420 million people (Instituto 
Cervantes, 2012) and is the official language in 
21 countries, covering a vast geographical re-
gion, has different regional variations, some of 
which are firmly well-established.  Appropriate 
coverage and fluid texts, adjusted to the situation 

and the language registry of an utterance, are not 
possible unless machine translation systems con-
template the consolidated and accepted variants 
used. 

Pronominal and verbal voseo is a well-
established variant in spoken language, and also 
very common in some written contexts - web 
sites, literary works, screenplays or subtitles - in 
Rio de la Plata Spanish.1  To include this variant 
in a statistical machine translation system re-
quires the availability of a large corpus for the 
language pair involved.  An implementation of  
Río de la Plata  Spanish (including voseo) was 
made in the open source collaborative system 
Apertium (Forcada et al., 2011), whose design is 
suited for the development of new translation 
pairs. 

 
This work includes: development of a transla-

tion pair Río de la Plata Spanish-English (back 
and forth), based on the Spanish-English pairs 
previously included in Apertium; creation of a 
bilingual corpus based on subtitles of movies; 
evaluation on this corpus of the developed Aper-
tium variant by comparing it to the original 
Apertium version and to a statistical translator in 
the state of the art.  There is also an improvement 
of the translation system, through the addition of 
a repertoire of proper nouns of Uruguayan geo-
graphical regions. 

The following section briefly introduces ma-
chine translation systems and their current per-
formance. Section 3 describes the use of voseo in 
Río de la Plata while sections 4 and 5 describe 
the system development, the creation of the cor-
pus, the evaluation and its results.  Conclusions 
are in section 6. The developed translation pairs 
and the evaluation corpus are both available. 

                                                 
1 This region includes an important part of Argentina and 
almost the entire Uruguayan territory. 
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2 Background 

Machine translation (MT) is a development 
area within Natural Language Processing, which 
relates to the use of automatic tools to translate 
texts from one natural language into another. The 
different approaches used to solve this problem 
are separated into two main groups: Rule-based 
Machine Translation (RBMT) and Statistical 
Machine Translation (SMT). 

2.1 Statistical Machine Translation 

The current state of the art in MT is provided 
by Statistical Machine Translation systems. The 
initial interest into these approaches was drawn 
by the work of Brown et al. (1993), which rec-
ommends developing a translation model be-
tween language pairs and a language model for 
the target language. The system finds the best 
sentence in the target language, maximizing both 
accuracy (translation model) and fluency (lan-
guage model). 

Today the best performances are provided by 
phrase-based systems (PBMT) (Koehn et al., 
2003). These systems consider the alignment of 
complete phrases in their translation model, and 
incorporate a phrase reordering model. 

SMT systems strongly depend on the exist-
ence of a large volume of linguistic resources.  
Particularly, they depend on a target language 
corpus and a parallel corpus in source and target 
languages. This information is not available in an 
important number of language pairs. 

2.2 Rule-Based Machine Translation 

The second group of MT methods are the 
Rule-Based Machine Translation methods.  The-
se methods apply manually crafted rules to trans-
late the source language text into the target lan-
guage. 

Usually, translations produced by these meth-
ods are more mechanic than and not as fluent as 
those produced by SMT. However, users who 
have a fairly good command of both languages 
do not require large parallel corpora to elaborate 
translation rules (Forcada et al., 2011). 

2.3 Hybrid Machine Translation 

In recent years, new approaches have attempt-
ed to combine the best qualities of the two tradi-
tional groups of translation systems (Thurmair, 
2009). Statistical Post-Edition (SPE) edits manu-
ally the output of a RBMT system to produce a 

higher-quality translation.  Then, a corpus is cre-
ated using the RBMT output and the edited trans-
lation, and a SMT is trained with this corpus 
[Simard 2007]. 

By using a parallel corpus, Molchanov (2012) 
extracts a bilingual dictionary and complements 
it with SPE between the RBMT output and the 
parallel corpus destiny. Dugast et al. (2008) 
trains a SMT with the correspondence of the 
source text and the RBMT translation, instead of 
using a parallel corpus or a manually corrected 
output. 

There is a different hybrid approach which us-
es phrases translated by the Apertium system 
(RBMT) to enrich the translation model tables of 
the Moses system (SMT) (Sanchez-Cartagena et 
al., 2011). 

2.4 Apertium 

Apertium is a RBMT system developed by the 
Transducens group from the Universitat 
d’Alacant. Originally, it was a translation system 
for related-language pairs (particularly for lan-
guages spoken in Spain) (Corbi-Bellot et al., 
2005), but later on modules were added to trans-
late more distant language pairs, such as English 
and Spanish (Forcada et al., 2011). 

It is an open-source machine translation plat-
form and it includes a set of tools to develop new 
language pairs. For this reason, an important 
number of collaborators have contributed with 
new linguistic resources and there are currently 
36 pairs (Apertium, 2013) of languages officially 
accepted to be translated by Apertium. 

Apertium has proved to be very useful to de-
velop translation systems between related lan-
guages (Wiechetek et al., 2010) and languages 
with few linguistic resources (Martinez et al., 
2012). In other development areas Apertium has 
been integrated to other finite-state tools such as 
the Helsinki Finite-State Toolkit (Washington et 
al., 2012). 

As mentioned above, besides being used as a 
standalone RBMT system, there have been some 
experiments regarding the use of Apertium joint-
ly with statistical systems (Sanchez-Cartagena  et 
al., 2011). 

3 Río de la Plata Spanish 

There are variants in all languages spoken in 
the world. These are differences in vocabulary, 
verb conjugation, pronunciation, and in some 
cases, even syntactic differences.  
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Language variants are caused by historical, 
cultural and geographical factors.  There are 
many sociological studies which try to explain 
the reason for these variants. For example, Chil-
ean Spanish, which has a fairly unusual pronun-
ciation, is a combination of the language spoken 
by Mapuche natives and the Quechua language 
from the south.  This Spanish variant is found 
even in Argentinean provinces bordering with 
Chile. It has a lot in common with Rio de la Plata 
Spanish.  Even in Uruguay, with a small popula-
tion – just over 3 million people – there are mul-
tiple variants of Spanish.  In Uruguayan cities 
separated by street borders from Brazil, there is a 
particular combination of Spanish and Portu-
guese. There is another example in southern Bra-
zil, where Portuguese language uses the personal 
pronoun ‘tú’ (you singular). 

The Spanish spoken in Río de la Plata is no 
exception, with many differences with Spanish 
from Spain.  This variant occurs mainly in coast 
cities along Río de la Plata and Río Uruguay, 
upstream to the mouth of Río Negro. But it is 
also found in Uruguayan remote inland, albeit 
with variants, with a stronger Portuguese influ-
ence. Likewise, fusion of Spanish variants is 
seen in northern Argentina provinces and in 
southern Paraguay (Elizaincín, 2009).  

There are various differences between Río de 
la Plata Spanish and the other Spanish variants. 
Some of these differences are only phonetic, 
such as yeísmo 2, and others are related to verb 
conjugation and pronoun uses, such as voseo.  
Voseo - albeit not exclusively from Río de la Pla-
ta - is one of the most distinctive particularities 
of this Spanish variant, and it itself has some var-
iants. In the definition of RAE3 voseo is the use 
of the pronominal vos (You, singular) to address 
the interlocutor (RAE, 2011). There are two sep-
arate types of voseo: 

The reverential voseo, is the ceremonial us-
age of vos pronoun to address the second person, 
both plural and singular, and it is rarely used to-
day. It is found in old Spanish texts, ceremonial 
writings or those which recreate Spanish lan-
guage from the past.    

The subject of this work is the South Ameri-
can dialectal voseo.  It is the Spanish use of the 
plural second-person pronominal and (modified) 

                                                 
2 Yeísmo consists of a phonological variant, where conso-
nants /Ῐ/ and /y/ are merged into a single sound /y/. It is a 
phonological process which merges two phonemes original-
ly different (González, 2011). 
3 Royal Spanish Academy 

verbal forms, to address a single interlocutor.  It 
is common in different variants of Spanish in 
Latin America, and, unlike reverential voseo, it 
implies closeness and informality since it is not 
usually seen - at least in its pronominal form - in 
very formal situations, where ustedeo is com-
monly used (Kapovic, 2007). The conjugation 
pattern in this variant is also different to peninsu-
lar Spanish. 
Pronominal voseo 

Pronominal voseo is the use of vos as singular 
second-person pronoun, instead of tú or ti.  Vos 
is used as:  

• Subject: Puede que vos tengás razón 
(You might be right) 

• Vocative: ¿Por qué la tenés contra Alva-
ro Arzú, vos? (You, what is it that you 
have against Alvaro Arzú?)  

• Preposition term: Cada vez que sale 
con vos, se enferma (Every time he goes 
out with you, he feels unwell) 

• Comparison term: Es por lo menos tan 
actor como vos (He is so good an actor 
as you) 

According to RAE, for pronouns used with 
pronominal verbs and in objects with no preposi-
tion (atonic pronoun), and for possessive pro-
nouns, it is combined with tuteo form, e.g.: Vos 
te lavaste las manos (You washed your hands), 
No cerrés tus ojos (Don’t close your eyes). 
Verbal voseo 

Verbal voseo is more complex than pronomi-
nal voseo. RAE defines “verbal voseo is the use 
of the original verb suffixes of the plural second-
person, more or less modified, in the conjugating 
forms of the singular second-person: tú vivís, vos 
comés, vos comís (you live, you eat, you eat)” . 
Verbs vary differently in their form and tenses in 
each region. Complexity of verbal voseo lies on 
the fact that its use varies considerably in each 
region, some of which do not accept it as correct 
language.  The subject of this work is the Río de 
la Plata variant. In fact, voseo is acknowledged 
as correct language only in Argentina, Uruguay 
and Paraguay (Kapovic, 2007). The Argentine 
Academy of Letters did not accept voseo as cor-
rect language – and only in some of its modali-
ties - until 1982. 

Voseo, as mentioned above, implies closeness 
and informality, and this is strongly related with 
its origin. Originally, it was rejected by purists 
and considered vulgar and demeaning by gram-
marians of the time. The use of vos was firmly 
rejected, particularly by the upper-class society. 
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Present tense verbal voseo 
It may be found in indicative present tense forms 
combined with the plural diphthongs (habláis 
(You talk)); in some cases the s at the end of the 
verb is silent, particularly in Andean regions. In 
Río de la Plata, diphthongs consist of a single 
open vowel (sabés (You know)), although there 
are documents in which the vowel is closed 
(sabís (You know)). For first conjugation verbs, 
where infinitive forms end in -ar, verbs do not 
end in –ís with vos in this present tense form 
(RAE, 2011). 
In present subjunctive structures voseo is seen in 
plural diphthongs as well (habléis (…you to 
talk), in some regions the s at the end of the verb 
is silent.  In Río de la Plata, diphthongs consist of 
a single open vowel (subás (…you to climb)), 
although there are documents in which the vowel 
is closed (hablís (…you to talk)). Here, the –ís 
suffix only appears in first conjugation verbs. 
Verbal voseo in imperative tenses 
Voseo in imperative tenses is the variation of the 
plural second-person with omission of the d at 
the end of the verb. For example: tomá (tomad 
(take)), poné (poned (put)). These forms do not 
follow irregularities of the singular second-
person characteristic of tuteo, therefore, di (tell), 
sal (leave), ven (come), ten (take) become decí, 
salí, vení, tené in verbal voseo. 
These verb forms have accent marks since they 
are words stressed on the last syllable with a 
vowel at the end.  When there is a pronoun at-
tached to the verb, as a suffix, these forms follow 
general accentuation rules. For example: “Com-
penetrate en Beethoven, imaginátelo. Imaginate 
su melena” (RAE, 2011). (“Think about Beetho-
ven, picture him. Picture his long hair” (RAE, 
2011). 
Pronominal and verbal voseo may be combined 
with tuteo. These are the modalities of voseo: 

• Verbal and pronominal use of vos: Very 
frequently used in Río de la Plata. The 
subject, vos, is combined with verbal vo-
seo forms, e.g.: “Vos no podés en-
tregarles los papeles antes de setenta y 
dos horas” (You cannot give him the 
documents for the next three days) 

• Exclusively verbal voseo: The subject of 
the verbal forms in this case is exclusive-
ly tú. It is commonly used in Uruguay, 
particularly in fairly informal situations. 

• Exclusively pronominal voseo: Vos is the 
subject of singular second-person verbs, 
e.g.: “Vos tienes la culpa para hacerte 
tratar mal” (You are the one to blame 

for his abusive behaviour). This is rare in 
Río de la Plata. 

4 Río de la Plata Apertium 

Apertium decomposes the translation process 
into modules, executed in sequence. Figure 1 
describes the pipeline of Apertium modules. It 
may be divided into the following steps: 
• De-formatter: Separates the text in the input 

file from the format information.  
• Morphological analyzer: In this module the 

text is segmented into lexical units. The units 
are supplied with morphological information. 
This step requires finite-state transducers 
(FST) technology. 

 

 
 

Figure 1 - Apertium modules 
 
• POS-Tagger: The part-of-speech tagger 

chooses one of these analyses for the lexical 
unit. 

• Lexical transfer: Establishes correspondence 
of the lexical units in the target language 
with the lexical units from the source text. 

• Structural transfer: There is shallow parsing 
or chunking of text and a set of rules are ap-
plied, established specifically for each lan-
guage pair, to transform the source language 
structure into the structure of the target lan-
guage. Therefore, Apertium is classified as a 
shallow transfer system. (Forcada et al., 2010) 

• Morphological generator: The morphological 
generator inflects target-language lexical 
units to produce the surface forms. 
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• Post-generator: Applies target-language or-
thographic rules. 

• Re-formatter: Restores format information 
encapsulated by the de-formatter, to produce 
a translated file format similar to the source 
file format.  

 
Voseo is a discourse phenomenon, occurring ba-
sically at morphological level.  In Apertium, this 
process is carried out by the morphological ana-
lyzer. There is a transducer generated from an 
XML file, including the necessary rules (Forcada 
et al., 2011). The input of the module is a set of 
lexical units which are separately processed, in-
flections are analysed, and based on inflections, 
the attributes of the unit, such as lexical category, 
number or gender (for verbs) are tagged. The 
XML file information consists simply of rules 
which assign a set of attributes to a particular 
morphology. 

In the particular case of verbs and verb tenses, 
verbs with similar morphological inflection – 
even if their lemma is different – belong to the 
same group.   For example, in Spanish the verbs 
cantar (to sing) and abandonar (to abandon) 
have similar morphological inflection.  There-
fore, inflection paradigms are independent from 
lemmas. 

 
 Cantaría Abandonaría 

Lemma Cant Abandon 

Inflection aría aría 

Attributes 
Verb, Cond., 
Indic., Sing., 
First Person 

Verb, Cond., 
Indic., Sing., 
First Person 

 
Table 1 - Verbal paradigms in Apertium 

 
It is clear that there are multiple analyses for 

each lexical unit. The selection of the corre-
sponding analysis occurs in the next module.  A 
new verb may be added by simply identifying its 
lemma and selecting an inflection paradigm.  
Therefore, since verbal voseo modifies verb in-
flections, this variation may be included by simp-
ly adding the new inflections to the paradigms 
already defined for traditional Spanish.  So all 
the verbal paradigms defined in the Apertium 
dictionary were extracted, and the inflections 
studied and their corresponding attributes for 
imperative tenses and indicative present tenses 
were added.  There were 170 inflection para-
digms modified.  

For pronominal voseo, the lexical unit vos was 
added to the dictionary. It was assigned with the 
attribute of tonic pronoun.   

To improve the identification of named enti-
ties, 120 locations of Uruguay were added to the 
Apertium dictionary. They were extracted from 
the Geonames database (Geonames, 2011). 

5 Evaluation and metrics 

It is extremely complex to evaluate a transla-
tion system, mainly because there is usually 
more than one correct translation. Translations 
may vary in the word order, and even use differ-
ent words. Yet translations will have many things 
in common and this is what metrics tries to 
measure to evaluate machine translation systems 
(Papineni et al., 2002). 

A reference translation is always used to eval-
uate the MT system and sentences are the basic 
evaluation units every time. One of the most 
acknowledged metrics is BLEU, which weighs 
adequacy and fluency of sentences. This requires 
considering not only the number of lexical units 
in common between the translation to be evalu-
ated and the reference translation, but also the 
length of common n-grams. BLEU also penalizes 
translation lengths which do not match the refer-
ence translation (Papineni et al., 2002).  

NIST metrics - also used to evaluate transla-
tion systems - was also taken into account in this 
work.  NIST is based on BLEU. The only differ-
ence is that NIST gives a higher score to less 
common n-grams, which actually provide more 
information to the content of the sentence.  

5.1 Evaluation corpus 

The corpus to evaluate the adaptation of Aper-
tium should have the following particularities: It 
should be a bilingual Spanish – English corpus, 
for Río de la Plata Spanish, contemplating that 
voseo is more frequent in dialogues and conver-
sations.  

There are some texts that contain dialogues 
and conversations, which naturally have transla-
tions: movie subtitles. There are many movies 
subtitled in several languages. These subtitles 
may be read as transcriptions of the same text, in 
different languages, so subtitles are bilingual 
texts. Although it fails to be a perfectly aligned 
corpus, a very valuable asset of subtitles is the 
time window where they must be shown on 
screen.  This provides more information, which 
is very useful to align two subtitles from the 
same movie. 
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It is very simple to find subtitles in the web. 
However, the only subtitles of interest for this 
work were those which included texts in Río de 
la Plata Spanish. IMDb highest-ranked movies 
from Argentina and Uruguay were used based on 
the premise that it is more likely to find the cor-
responding subtitles in both languages. Whenev-
er possible, the original transcription extracted 
from the movies' official version was used. Oth-
erwise, the subtitles used were those created by 
Internet users, based on the same highest-ranked 
premise. A corpus with about 100000 words was 
elaborated by using subtitles from 26 movies 
(Table 2). 

 
Name Year 

The Pope’s Toilet 2007 

Son of the Bride 2001 

Valentín 2002 

Waiting for the Hearse 1985 

Merry Christmas 2000 

Official Story 1985 

Night of the pencils 1986 

The Die is Cast 2005 

Rain 2008 

Nine Queens 2000 

Chinese Take-Away 2011 

Avellaneda’s moon 2004 

A Matter of Principles 2009 

Made Up Memories 2008 

Martin (Hache) 1997 

Camila 1984 

Tierra del Fuego 2000 

Seawards Journey 2003 

Whisky 2004 

25 Watts 2001 

A place in the world 1992 

Burnt Money 2000 

Autumn sun 1996 

Chronicle of an Escape 2006 

Anita 2009 

On Probation 2005 

 
Table 2 - Movies used for the evaluation corpus 
 
Sentences were aligned in all subtitles based 

on (Tyers and Pienaar, 2008; Tiedemann, 2007; 
Gale and Church, 1991; Brown et al., 1991).  
Sentences from subtitle pairs were aligned with 

relative precision, using the start/end time of the 
lines in the screen. In general, the parallelization 
algorithm groups together those sentences that 
appear in the same time frame in the subtitle pair.   
Then sentences are aligned based on their length, 
given similar sentence lengths in both languages.  
Accuracy was about 80% for random samples. 

5.2 Evaluation and results 

NIST and BLEU metrics were used. Adapta-
tions made were compared with Apertium in its 
traditional version and with Google translator. 
Evaluation scripts (NIST, 2011) used were those 
developed in the 2008 edition of the NIST (Na-
tional Institute of Standards and Technology) 
Open Machine Translation Evaluation.   

In Spanish to English translations, all results 
provided by Apertium adapted to Río de la Plata 
Spanish were more correct translations than 
those obtained with Apertium’s traditional ver-
sion. As expected, Google translator provides 
significantly better results. Table 3 shows the 
average results for these metrics, in the Spanish 
into English direction. 

 
 BLEU  NIST 
Traditional 
Apertium  

0.118183333 3.414683333 

Río de la Plata 
Apertium  

0.1246 3.553916667 

Google Translator 0.226116667 4.810316667 
 

Table 3 - Spanish into English translation results 
 

The amount of voseo occurrences contained in 
the source text is difficult to establish, yet there 
is a 5.4% increase in the performance of Aperti-
um in relation to the traditional version of the 
system. The modified system identifies the voseo 
verbs and its contractions, as well as all the uses 
of the vos pronoun. 

In terms of recognition, the analysis of the 
morphological analyser output showed 13% and 
14% improvement in the recognition of verbs 
and pronouns, respectively. Recognition im-
provement of named entities was 4.4%, reflect-
ing that 44% more locations were identified. 

While Google Translator provides better re-
sults, this is mainly due to the fact that generally 
translations are structurally and lexically more 
accurate.  Many lexical units are not included in 
Apertium’s dictionaries, which could explain its 
recognition problems, as shown in Table 4. In 
terms of voseo, Google Translator does not han-
dle the vos pronoun properly: Google translator 
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translates ‘Vos pensás en él’ as ‘*Vos you think 
on it’. 

 
Translation for: Vos te lo merecés 
Apertium * Vos You it * merecés 
R.P. Apertium You deserve it 
 
Table 4 - Translation before and after adaptation 
 

In English to Spanish translations (Table 5), a 
fact to consider is that the Río de la Plata Aperti-
um translator may operate in two modes to pro-
duce Spanish text: in the traditional mode (exclu-
sively use of tú) or in the mode with exclusive 
use of vos. The traditional mode and the system 
without modifications provide identical results.  
Therefore, the work studied the operation of the 
system in the modality with exclusive use of vos. 

 
 BLEU  NIST 
Traditional 
Apertium  

0.112733333 3.35635 

Río de la Plata 
Apertium  

0.111433333 3.374283333 

Google Transla-
tor  

0.21005 4.597533333 

 
Table 5 - English into Spanish translation results 

6 Conclusions 

Apertium machine translations were improved 
by generating Río de la Plata Spanish – English 
pairs in the system. This is a free tool, and will 
be useful to translate colloquial language texts, 
such as web sites, blogs, literary works, screen-
plays or subtitles. 

A Río de la Plata Spanish – English bilingual 
corpus was compilated from movie subtitles. 
This corpus was aligned and used for evaluation. 
There was clear improvement in relation to the 
previous version of Apertium. Apertium was 
compared with Google Translator at all times 
and in this context, Google Translator clearly 
surpasses Apertium. However, while Google 
Translator’s performance is always better, there 
were some examples in which it failed to deal 
with the voseo particularity. 

Translation was also improved by the addition 
of geographical entity names from the Geonames 
repository,  filtered by their importance. 

Overall, in translations from Río de la Plata 
Spanish into English, there is clear improvement, 
while not in the opposite direction, since voseo 
and traditional variants co-exist. So a more re-
fined mechanism is required, to capture the 

speech registry in each statement and to select 
the corresponding mode. In future works, com-
municative situations and participants should be 
contemplated, as well as the symmetric and 
asymmetric interpersonal relations involved. 
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Abstract 

In this paper, we examine the benefit of apply-
ing text segmentation methods to perform lan-
guage identification in forums. The focus here 
is on forums containing a mixture of infor-
mation written in Greek, English as well as 
Greeklish. Greeklish can be defined as the use 
of Latin alphabet for rendering Greek words 
with Latin characters. For the evaluation, a 
corpus was manually created by collecting 
web pages from Greek university forums and 
most specifically, pages containing infor-
mation that combines Greek with English 
technical terminology and Greeklish. The 
evaluation using two well known text segmen-
tation algorithms leads to the conclusion that 
despite the difficulty of the problem examined, 
text segmentation seems to be a promising so-
lution. 

 

1 Introduction 

Language identification can be defined as the 
process of determining which natural language 
given content is in. Traditionally, identification 
of written language - as practiced for instance in 
library science - has relied on manually identify-
ing frequent words and letters known to be char-
acteristic of particular languages. More recently, 
computational approaches have been applied to 
the problem, by viewing language identification 
as a special case of text categorization, a Natural 
Language Processing approach that relies on a 
statistical method. 

Greeklish, which comes from the combination 
of the words Greek and English, stands for the 
Greek language written using the Latin alphabet. 
The term Greeklish mainly refers to informal, ad-
hoc practices of writing Greek text in environ-
ments where the use of the Greek alphabet is 

technically impossible or cumbersome, especial-
ly in electronic media. Greeklish was commonly 
used on the Internet when Greek people com-
municate by forum, e-mail, instant messaging 
and occasionally on SMS, mainly because older 
operating systems didn't have the ability to write 
in Greek, or in a Unicode form like UTF-8. 
Nowadays, most Greek language content appears 
in native Greek alphabet. 

This paper is organized as follows: Section 2 
provides information regarding related work, 
Section 3 provides a description of the method 
followed and the algorithms used, Section 4 pro-
vides evaluation metrics and obtained results, 
while Section 5 provides concluding remarks and 
future work. 

2 Related Work 

Language identification cannot be considered as 
a novel scientific area. Language identification 
of text has become increasingly important as 
large quantities of text are processed or filtered 
automatically for tasks such as information re-
trieval or machine translation. The problem has 
been researched long both in the text and in the 
speech domain.  

Several works appear in the literature each of 
which dealing with a different type of problem. 
In Fereira da Silva and Pereira Lopes (2006a; 
2006b), the authors examine language variation 
in two distinct problems: (a) identification of 
whether a text is written in Portuguese or in a 
Brazilian dialect; (b) small touristic advertise-
ments on the web, addressing foreigners but us-
ing local language to name most local entities. 
Their approach uses the Quadratic Discrimina-
tion Score to decide which cluster (language) 
must be assigned to the document they want to 
classify. Space properties of the clusters are 
based on a document similarity measure which is 
calculated using character n-grams. The authors 
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conclude that discriminate elements depend on 
each specific context. 

In Huges et al. (2006), the authors review a 
number of methods for enabling language identi-
fication in written language resources by focus-
ing on cases such as: (a) the detection of the 
character encoding of a given document; (b) lan-
guage identification for minority languages or 
unspecified language(s). They noticed that there 
is no one to one relation between a language and 
an encoding.  

One of the most important papers on statistical 
language identification is presented by Dunning 
(1994). Dunning uses Markov Models to calcu-
late the probability that a document originated 
from a given language model. In order to per-
form statistical language identification, a set of 
character level language models is prepared from 
training data during the first step. The second 
step involves the calculation of the probability 
that a document derives from one of the existing 
language models i.e., the probability that a String 
S occurs being from an alphabet X. 

Another fundamental approach was proposed 
by Cavnar and Trenkle (1994). The authors cal-
culated the N-gram profile of a document to be 
identified and compared it to language specific 
N-gram profiles. The language profile which has 
the smallest distance to their sample text N-gram 
profile indicates the language used. 

A closely related work to ours is the one pre-
sented in Carter et al. (2011). In this work the 
authors introduce two semi-supervised priors to 
enhance performance at microblog post level: (i) 
blogger-based prior, using previous posts by the 
same blogger, and (ii) link-based prior, using the 
pages linked to from the post. The authors used 
the TextCat algorithm1 and tested their models 
on five languages (Dutch, English, French, Ger-
man, and Spanish), and a set of 1,000 tweets per 
language. Results showed that their priors im-
prove accuracy but that there is still room for 
improvement.  

Additionally, in the work presented in 
Winkelmolen and Mascardi (2011), the authors 
applied the well known Naive Bayes Classifier to 
perform language identification. The authors ex-
perimented on very short texts as well as on a 
corpus that they created from movie subtitles 
belonging to 22 different languages. To evaluate 
the impact of the use of different corpora, they 
compared the trigrams provided by TextCat with 
those obtained by their method. They concluded 

                                                 
1 http://odur.let.rug.nl/~vannoord/ TextCat/ 

that a more accurate identification was obtained 
from their trigrams. 

To the author’s best knowledge, the only work 
that uses the notion of segmentation for the lan-
guage identification task is presented in Zue and 
Hazen (1993), where a segment-based Automatic 
Language Identification (ALI) system has been 
developed. The system was designed around a 
formal probabilistic framework. The system in-
corporates different components which model 
the phonotactic, prosodic, and acoustic properties 
of the different languages used in the system. 
Practically the system investigates when an ut-
terance should be segmented and how these 
segments can be characterized by a set of broad 
phonetic classes. The system was trained and 
tested using the OGI Multi-Language Telephone 
Speech Corpus. An overall system performance 
of 47.7% was achieved in identifying the lan-
guage of test utterances.  

The Greeklish phenomenon has been investi-
gated in Chalamandaris et al. (2004), where the 
aim was to develop a module able to discriminate 
any Greeklish text from any other language. In 
order to surpass the problem of inconsistency in 
writing Greeklish, the authors made use of an 
alternative representation of every Greeklish 
word, namely a phonetic one. The performance 
of this module was tested with large multilingual 
corpora, where the initial Greek text was translit-
erated automatically according to four different 
sets of rules. The dataset consisted of: (a) public 
mailing lists; (b) private emails; (c) web pages in 
Greeklish written by more than 60 different per-
sons in mixed Greeklish and English; (d) a large 
multilingual corpus whose content was varying 
from private and public emails, to web pages, 
newspapers, manuals, general documents, re-
ports, and educational material for Greek high-
school. 

3 Method 

In this paper we present an approach for lan-
guage identification by using the technique of 
text segmentation. The text segmentation prob-
lem can be stated as follows: "given a text which 
consists of several parts (each part correspond-
ing to a different subject) it is required to find the 
boundaries between the parts". In other words, 
the goal is to divide a text into homogeneous 
segments so that each segment corresponds to a 
particular subject while contiguous segments 
correspond to different subjects. In this manner, 
documents relevant to a query can be retrieved 
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from a large database of unformatted (or loosely 
formatted) text. The problem appears often in 
information retrieval and text processing. One 
problem belonging to this category is language 
identification. To the author’s best knowledge, it 
is the first time that text segmentation techniques 
are used to solve a language identification prob-
lem concerning text and not acoustic transcripts. 

3.1 Text Segmentation Algorithms  

The majority of text segmentation algorithms 
usually have as a starting point the calculation of 
the within segment similarity. This calculation is 
based on the assumption that parts of a text hav-
ing similar vocabulary are likely to belong to a 
coherent topic segment. A significant difference 
between text segmentation methods is that some 
evaluate the similarity between all parts of a text, 
while others between adjacent parts. To penalize 
deviations from the expected segment length, 
several methods use the notion of "length mod-
el".  

For our experiments we have chosen two well 
known topic change segmentation algorithms, 
the C99b implemented by Choi (2000; 2001) and 
the one proposed by Utiyama and Isahara (2001). 
Other algorithms presented in the literature 
proved to perform better in the Choi’s bench-
mark corpus for the topic change segmentation 
task, such as the one implemented by Kehagias 
et al. (2004a; 2004b). However, the two selected 
algorithms benefit from the fact that they do not 
require training and their implementation is pub-
licly available.  

More specifically, Choi’s C99b algorithm 
(2000; 2001) uses lexical cohesion as a mecha-
nism to identify topic boundaries. This method 
uses the vector space model to projected words; 
sentences are then compared using the cosine 
similarity measure. Similarity values are used to 
build a similarity matrix. More recently, Choi 
improved C99b by using the Latent Semantic 
Analysis (LSA) achievements to reduce the size 
of the word vector space (Choi, 2001). Once the 
similarity matrix is calculated, an image ranking 
procedure is applied to obtain a rank matrix, 
which is a proportion of neighbors with lower 
values. The hypothesis is that LSA similarity 
values are more accurate than cosine ones.  

Utiyama and Isahara (2001) propose a method 
that finds the optimal segmentation of a given 
text by defining a statistical model which calcu-
lates the probability of words belonging to a 
segment. Utiyama and Isahara's algorithm (2001) 
searches for segmentations with compact lan-

guage models. The assumption here is that a 
segment is characterized by the distribution of 
words contained in it. Thus, different segments 
belonging to different topics have different word 
distributions. To find the maximum-probability 
segmentation, they calculate the minimum-cost 
segmentation by obtaining the minimum-cost 
path in a graph. 
 

3.2 Corpus  

As it was mentioned earlier, our work focuses on 
language identification on Greek forums. To the 
author's best knowledge, a publicly available 
corpus that examines the same problem does not 
appear in the literature. For this reason we creat-
ed a corpus by collecting web pages taken from 
Greek university forums. The emphasis here was 
in collecting pages talking about a specific topic 
using Greek, Greeklish as well as English termi-
nology. Thus, we collected 109 pages from the 
websites of the following institutions:  

• University of Piraeus (28 pages) 

• Technological Educational Institute of  
 Athens (22 pages) 

• National Technical University (NTUA) 
 (3 pages)  

• Aristotle University of Thessaloniki 
 (69 pages) 

Overall, our corpus consists of 17036 sentenc-
es, with the longest one containing 2582 charac-
ters. All the aforementioned web pages present 
strong variation in length as well as in the the-
matic category. In each of the aforementioned 
pages, an initial preprocessing was performed. 
Most specifically, sentences which were com-
mon or similar in each post, such as the post's 
theme (i.e, its subject), the date and time, the us-
er login and other user's characteristics were re-
moved. At a subsequent step, an annotation was 
performed where boundaries were placed at posi-
tions where the language used by the user 
changed.  

Moreover, for English short function words 
such as prepositions, adverbs, adjectives as well 
as common verbs (e.g., the verbs “to be”, “to 
have”) in their variant forms were removed from 
the corpus. Additionally, stop word removal 
from a manually created list for Greek was per-
formed. The stop list used for Greek is very simi-
lar to the one used for English. Stemming was 
also performed for English (i.e., substitution of a 
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word by its root form) based on Porter's algo-
rithm (Porter, 1980). Even though Greek is a 
heavily inflected language which means that a 
word may appear in many different forms, no 
further preprocessing (i.e., stemming and lemma-
tization) was performed for Greek.  

Examination of the corpus led to interesting 
observations. A common observation is that us-
ers end their comments by the addition of a 
proverb as well as with facial expressions indi-
cating their mood. However, in a number of cas-
es, users writing their comment in Greek often 
finish their comment with an English proverb. 
On the contrary, users writing their comment in 
Greeklish often finish their comment with a 
Greek proverb. This makes the annotation (i.e., 
the choice of the boundary position) even harder 
because a boundary must be positioned before 
the proverb instead of being positioned at the end 
of user's post. Table 1 provides some examples 
of the different types combinations of comments 
and their corresponding proverbs written either 
using the same or using different languages for 
each pair comment-proverb of a post.  

Another observation is the co-relation between 
the user's student identity and the language used. 
More specifically, we noticed that on the one 
hand, students belonging to technical depart-
ments choose to write their comments in Greek 
(but use a lot of technical terminology in Eng-
lish). On the other hand, the majority of law stu-
dents write their comments in Greeklish. Users 
often start their comment in Greeklish and con-
tinue their post in Greek. Additionally, user's 
first word in the post corresponds to the login of 
the user to which they reply to. A frequent phe-
nomenon is that users writing in Greek, also 
write English words using the Greek alphabet 
(for example, the word "thanks" is found as 
"θενκς"). Finally, emotional expressions are writ-
ten in English (such as lol, evil, oops etc).  

The purpose of the paper is the examination of 
whether a text segmentation algorithm is capable 
of identifying equivalent parts of text, where 
each part is written in different language. Since 
the topic in each web page of the corpus remains 
the same, the segmentation task here is to identi-
fy segment boundaries where each segment con-
stitutes a text part written in Greek, or Greeklish, 
or English. Since text segmentation methods fo-
cus on sentence similarity or word distribution, 
the aim here is to identify where language 
changes according to the words appearing in a 
web page. In other corpora where language is 
common in all text parts, each segment corre-

sponds to a different topic. In those contexts, 
change in word usage signals topic change and 
not language usage change.  

 

4 Experiments 

In this section we present the experiments we 
conducted to evaluate our method. We evaluate 
the application of a segmentation algorithm using 
the following three indices: Precision, Recall and 
Beeferman’s Pk metric (Beeferman et al., 1997; 
Beeferman et al., 1999). Those metrics are com-
monly used in the text segmentation problem. 
Precision and Recall metrics are properly defined 
for the segmentation task. More specifically, 
Precision is defined as “the number of the esti-
mated segment boundaries which are actual 
segment boundaries” divided by “the number of 
the estimated segment boundaries”. Recall is 
defined as “the number of the estimated segment 
boundaries which are actual segment bounda-
ries” divided by “the number of the true segment 
boundaries”. The F measure which combines the 
results of Precision and Recall is not used here, 
due to the fact that both Precision and Recall pe-
nalize equally segment boundaries that are 
“close” to the actual i.e., true boundaries with 
those that are less close to the true boundary. For 
that reason, Beeferman proposed an new metric 
named Pk which measures segmentation inaccu-
racy; intuitively, Beeferman's Pk measures the 
proportion of “sentences which are wrongly pre-
dicted to belong to different segments (while ac-
tually they belong to the same segment)” or “sen-
tences which are wrongly predicted to belong to 
the same segment (while actually they belong in 
different segments)” (for a precise definition of  
Beeferman Pk metric see (Beeferman et al., 1997; 
Beeferman et al., 1999)). A variation of 
Beeferman's Pk metric, named WindowDiff in-
dex has been proposed by Pevzner and Hearst 
(2002). The WindowDiff metric remedies several 
problems of Beeferman's Pk and is also used in 
our evaluation. More specifically, the 
WindowDiff metric penalizes false positives and 
near misses equally. Since Beeferman’s Pk and 
WindowDiff metrics measures segmentation in-
accuracy, low values of those metrics exhibit 
high performance of the algorithm examined.  

Table 2 contains the obtained results after ap-
plying the two text segmentation algorithms in 
our corpus (where preprocessing has been per-
formed as it was described in Section 3.2) using 
the four evaluation metrics described above.  
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Metric Choi's  
algorithm 

Utiyama & 
Isahara's  
algorithm 

Precision 34.67% 23.88% 
Recall 10.05% 62.35% 
Pk 33.14% 46 % 
WindowDiff 33.76% 62.9% 
 

Table 2: Evaluation results 
 

From the obtained results we can conclude 
that the segmentation accuracy differs from the 
one obtained in text segmentation corpora such 
as in Choi’s benchmark (Choi, 2001). Choi’s 
benchmark is used for text segmentation where 
the aim is to identify topic change. Reported re-
sults regarding Choi’s benchmark can be found 
in Kehagias et al. (2004a; 2004b). It is worth 
mentioning that the aforementioned text segmen-
tation algorithms are usually examined in prob-
lems where the number of segments, as well the 
number of sentences per segment do not exhibit 
strong variations.  

In order to understand the obtained results, we 
calculated the minimum, maximum, and average 
number of segments as well the number of sen-
tences per segment and their standard deviation. 
Table 3 contains the aforementioned statistics. 

 
 Number of 

segments 
per docu-
ment 

Number of 
minimum 
sentences 
per seg-
ment 

Number 
of maxi-
mum sen-
tences per 
segment 

Mininum 1 1 2 
Maximun 428 11 402 
Average 38,69 1,14 28,43 
Standard 
deviation 

49,54 0,989 28,18 

 
Table 3: Statistics regarding the corpus 

 
From the information listed in Table 3 we can 

see that our corpus presents strong heterogeneity 
as far as the number of segments per document 
and the number of sentences per segment are 
concerned. In other words, text segmentation for 
this corpus constitutes a difficult task, justifying 
the relative low performance obtained by the text 
segmentation algorithms.  

The performance of the text segmentation al-
gorithms presents strong interest. This is due to 
the fact that in traditional text segmentation cor-
pora Choi's algorithm achieves lower perfor-

mance compared to the one obtained by Utiyama 
and Isahara's algorithm. However, in the current 
problem the exact opposite phenomenon occurs. 
A possible explanation may be that Utiyama and 
Isahara's algorithm performs global optimization 
of a local cost function contrary to the local op-
timization of global information performed by 
Choi's algorithm. It may be possible that local 
optimization of global information may be more 
suitable for the nature of our corpus. 

5 Conclusions - Future Work  

In this paper we presented an attempt to perform 
language identification on a corpus which com-
bines information written in Greek, English, and 
Greeklish using text segmentation algorithms. 
The novelty of our approach lies in the nature of 
our corpus as well as the use of this type of algo-
rithms for the language identification task. De-
spite the difficulty of problem, we believe that 
the use of text segmentation algorithms consti-
tutes a promising solution which however de-
serves further examination. 

We outlook several directions of future work. 
The first direction considers the investigation of 
alternative segmentation algorithms.  

The second considers comparison of our ap-
proach with other language identification tools. 
Arguably, the best known tool is van Noord’s 
Text Cat, an implementation based on character 
n-gram sequences. Other well known implemen-
tations include BasisTech’s Rosette Language 
Identifier2 and a number of web based language 
identification services such as those created by 
Xerox3 and Ceglowski4. Language::Ident is an-
other interesting language identification tool5 
implemented by Michael Piotrowski. The pro-
gram already comes with trained language mod-
els and so far supports 26 languages. Supported 
identification methods are N-grams, common 
words, and affixes.  

A third direction of future work considers a 
more sophisticated preprocessing of Greek using 
a POS tagger and a lemmatizer such as the one 
developed by Orphanos (Orphanos and 
Christodoulakis, 1999; Orphanos and Tsalidis, 
1999). Finally we consider the examination of 
other Greek corpora. 

 

                                                 
2 http://www.basistech.com/language-identifier/ 
3 http://open.xerox.com/Services/LanguageIdentifier. 
4 http://search.cpan.org/~mceglows/Language-Guess-0.01/ 
5 http://search.cpan.org/~mpiotr/Lingua-Ident-1.7/Ident.pm 
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Example Message Proverb Case Web page source 
1 " καταρχας ειναι παρα πολυ σηµαν-

τικο που επιτελους ειδαµε και µια 
λυση πρακτικου!!!Αλλα ∆ηµητρα 
µηπως σου ειναι ευκολο να "ανεβα-
σεις" και το πρακτικο? Θα ηταν 
πολυ χρησιµο για εµας που το 
χρωσταµε...... Χαµόγελο Ευχαριστω 
εκ των προτερων. 

Go confidently in the direc-
tion of your dreams.... Live 
the life you have imagined 

Message in Greek, 
proverb in English 

http://www.dapnomikis-
thess.gr/forum/index.php
?topic=54.0 

2 Lacrimosa το συγκεκριµενο µαθηµα 
ειναι λιγο δυσκολο. προσωπικα σαν 
µαθηµα το βρηκα αρεκετα ενδιαφε-
ρον, αλλα αυτο ειναι προσωπικη 
εκτιµηση. ....  

«∆ε συµφωνώ ούτε µε µια 
λέξη από όλα όσα λες, αλλά 
θα υπερασπίζω, και µε το 
τίµηµα της ζωής µου ακόµα, 
το δικαίωµά σου ελεύθερα 
να λες αυτά που πρεσβεύ-
εις» 
Βολταίρος" 

Both message and 
proverb in Greek 

http://www.dapnomikis-
thess.gr/forum/index.php
?topic=54.0 

3 se mia apegnwsmeni prospatheia na 
diavasw to sugkekrimeno ma8ima k 
meta apo polu kopo mporw na 
dilwsw oti : auto to ma8ima einai 
APAISIO!!! 
 

"Be the change you want to 
see in the world!" 

Message in 
Greeklish, proverb 
in English 

http://www.dapnomikis-
thess.gr/forum/index.php
?topic=31.0 

4 Dhmhtra nomizw pws to xe h 
tzwrtzakakh to a tmhma!ylh den 
poly yparxei pantws klassiko sos 
einai h athinaikh dhmokratia k h 
sparth me th gortyna na akolouthei 
ligo pio pisw.....  
 

"Einai h palia froura pou 
epistrefei me fora...TO 
KANAME 
TOTE,MPOROUME KAI 
TWRA!!" 

Both message and 
proverb in 
Greeklish 

http://www.dapnomikis-
thess.gr/forum/index.php
?topic=31.0 

5  einai kati simeiwseis gia to mathima 
dne kserw kata poso tha boithisoun 
alla elpizw...  

ΗΡΘΕ Η ΩΡΑ ΤΗΣ ΑΝΑΤ-
ΡΟΠΗΣ...1η ΞΑΝΑ Η ∆ΑΠ 
ΤΗΣ ΝΟΜΙΚΗΣ... 

Message in 
Greeklish, proverb 
in Greek 

http://www.dapnomikis-
thess.gr/forum/index.php
?topic=13.0 

 
Table 1: List of examples of users comments and their corresponding proverbs 
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Abstract

We introduce a generic approach for trans-
ferring part-of-speech annotations from a
resourced language to a non-resourced but
etymologically close language. We first
infer a bilingual lexicon between the two
languages with methods based on char-
acter similarity, frequency similarity and
context similarity. We then assign part-
of-speech tags to these bilingual lexicon
entries and annotate the remaining words
on the basis of suffix analogy. We evalu-
ate our approach on five language pairs of
the Iberic peninsula, reaching up to 95%
of precision on the lexicon induction task
and up to 85% of tagging accuracy.

1 Introduction

Natural language processing for regional lan-
guages faces a certain number of challenges. First,
the amount of electronically available written texts
is small. Second, these data are most often not
annotated, and spelling may not be standardized.
One possible solution to these limitations lies in
the use of an etymologically closely related lan-
guage with more resources. However, in most
such configurations, parallel corpora are not avail-
able since the languages are mutually intelligible
and demand for translation is low.

In this paper, we present a generic approach
for the transfer of part-of-speech (POS) annota-
tions from a resourced language (RL) towards an
etymologically closely related non-resourced lan-
guage (NRL), without using any bilingual (i.e.,
parallel) data. We rely on two hypotheses. First,
on the lexical level, the two languages share a lot
of cognates, i.e., word pairs that are formally simi-
lar and that are translations of each other. Second,
on the structural level, we admit that the word or-
der of both languages is similar, and that the set

of POS tags is identical. Thus, we suppose that
the POS tag of one word can be transferred to its
translational equivalent in the other language.

The proposed approach consists of two main
steps. In the first step (Section 4), we induce
a translation lexicon from monolingual corpora.
This step relies on several methods, including
a character-based statistical machine translation
model to infer cognate pairs, and 3-gram and 4-
gram contexts to infer additional word pairs on
the basis of their contextual similarity. This step
yields a list of 〈wNRL,wRL〉 pairs. In the second
step (Section 5), the RL lexicon entries are an-
notated with POS tags with the help of an exist-
ing resource, and these annotations are transferred
onto the corresponding NRL lexicon entries. We
complete the resulting tag dictionary with heuris-
tics based on suffix analogy. This results in a list
of 〈wNRL, t〉 pairs, covering the whole NRL cor-
pus. A more detailed overview of our approach is
available in Figure 1.

We evaluate our methods on five language pairs
of the Iberic peninsula, where Spanish and Por-
tuguese play the role of RLs: Aragonese–Spanish,
Asturian–Spanish, Catalan–Spanish, Galician–
Spanish and Galician–Portuguese.

2 Related work

Koehn and Knight (2002) propose various meth-
ods for inferring translation lexicons using only
monolingual data. They consider several clues, in-
cluding the identity or formal similarity of words
(i.e., borrowings and cognates), similarity of the
contexts of occurrence, and similarity of the fre-
quency of words. They evaluate their method on
English–German noun pairs. Our work is partly
inspired by this paper, but uses different combina-
tions of clues as well as updated methods and al-
gorithms, and extends the task to POS tagging. We
shall now describe in more detail the three major
types of clues used in the literature.
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Cognate extraction by
formal similarity (4.1.1)

Training of the C-SMT model
(4.1.2)

Application of the C-SMT model, fre-
quency and confidence filtering (4.1.3)

Inferring word pairs with
combined contextual and
formal similarity (4.2.1)

Inferring high-frequency word pairs
with contextual similarity (4.2.2)

Addition of formally iden-
tical word pairs (4.3)

Transfer of part-of-speech tags
(5.1)

Tagging of non-tagged words
by suffix analogy (5.2)

Bilingual
lexicon
induction:
〈wRL,wNRL〉
pairs

Creation of
morphological
lexicon:
〈wNRL, t〉 pairs

Figure 1: Flowchart of the proposed approach.

2.1 Cognate detection

Hauer and Kondrak (2011) define cognates as
words of different languages that share a common
linguistic origin. Two words form a cognate pair if
they are (1) phonetically or graphemically similar,
(2) semantically similar, and (3) if the phonetic or
graphemic similarities are regular.

In closely related languages, cognates account
for a large part of the lexicon. Mann and Yarowsky
(2001) aim to detect cognate pairs in order to in-
duce a translation lexicon. They evaluate differ-
ent measures of phonetic or graphemic distance
on this task. In particular, they distinguish static
measures (independent of the language pair) from
adaptive measures (adapted to the language pair by
machine learning). Unsurprisingly, the authors ob-
serve better performances with the adaptive mea-
sures. However, they require a bilingual training
corpus which we do not have at our disposal.

Kondrak and Dorr (2004) present a large num-
ber of language-independent distance measures in
order to predict whether two drug names are con-
fusable or not. Among the graphemic measures
(they also propose measures operating on phonetic
transcriptions), the BI-SIM algorithm (see Sec-
tion 4.1.1) yields the best results. Inkpen et al.
(2005) apply these measures to the task of cog-
nate identification in related languages (English–

French), and find that supervised classifiers do not
perform better than language-independent meth-
ods with an accurately chosen threshold.

2.2 Character-based statistical machine
translation

The principle underlying statistical machine trans-
lation (SMT) consists in learning alignments be-
tween pairs of words co-occurring in a paral-
lel corpus. In phrase-based SMT, words may
be grouped together to form so-called phrases
(Koehn et al., 2003). Recently, a variant of this
model has been proposed: character-based SMT,
or henceforth C-SMT (Vilar et al., 2007; Tiede-
mann, 2009). In this paradigm, instead of aligning
words (or word phrases) in a corpus consisting of
sentences, one aligns characters (or segments of
characters) in a corpus consisting of words. Of
course, character alignments are well defined only
for cognate pairs. Thus, it has been applied to
translation between closely related languages (Vi-
lar et al., 2007; Tiedemann, 2009) and to translit-
eration (Tiedemann and Nabende, 2009).

Whereas in the existing C-SMT literature train-
ing data is extracted from parallel corpora, we
propose to create a (noisy) training corpus from
monolingual corpora using cognate detection.

2.3 Context similarity
Exploiting context similarity is a promising ap-
proach for the induction of translation pairs from
comparable corpora, whether the languages are
closely related or not. The main idea (Fung, 1998;
Rapp, 1999) is to extract word n-grams (or alter-
natively, bags of words) from both languages and
induce word pairs that co-occur in the neighbour-
hood (context) of already known word pairs. For
example, a French word appearing in the context
of the word école is likely to be translated by an
English word appearing in the context of the word
school. This method requires a seed word lexicon
(e.g., containing the pair 〈école,school〉), as well
as large corpora in both languages in order to build
sufficiently large similarity vectors.

Fišer and Ljubešić (2011) adapt this method to
closely related languages: they build their seed
lexicon with automatically extracted identical and
similar words. Moreover, they take advantage
of lemmatized and tagged corpora for both lan-
guages. Unfortunately, we lack annotated corpora
for the non-resourced language — our goal is pre-
cisely to create such resources.
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Context similarity methods have also been used
in monolingual settings for lexical disambiguation
(Bergsma et al., 2009) and for spelling correction
(Xu et al., 2011): words that appear in similar con-
texts and are formally similar are likely to be alter-
native spellings of the same form. We pursue this
idea in the area of closely related languages, where
many word pairs not only are contextually similar,
but formally as well.

2.4 Transfer of morphosyntactic annotations
The most straightforward idea for annotating a text
from a non-resourced language consists in using
a word-aligned parallel corpus, annotating the re-
sourced side of it, and transferring the annota-
tions to the aligned words in the other language.
Yarowsky et al. (2001) successfully apply this ap-
proach to POS tagging, noun phrase chunking,
named entity classification and even morpholog-
ical analysis induction.

Another approach to this problem has been pro-
posed by Feldman et al. (2006). They train a tag-
ger on the resourced language and apply it to the
non-resourced language, after some modifications
to the tagging model. Such a tagger is bound to
have a high OOV rate, and Feldman et al. (2006)
propose two strategies to reduce it. First, they
use a basic morphological analyzer for the non-
resourced language to predict potential tags. Sec-
ond, they extract a list of cognate pairs in order to
transfer tags from one language to the other. While
this approach looks promising, we chose to avoid
the manual creation of a morphological analyzer,
thus keeping our approach fully automatic.

3 Data

Our approach relies on three types of data:

1. A raw text of the NRL. From this text we
extract word lists for cognate induction, fre-
quency information by word-type as well as
morphosyntactic contexts.

2. A raw text of the RL, from which we extract
the same information.

3. A tag dictionary which associates RL words
with their part-of-speech tags.

We extract this dictionary from an annotated
RL corpus; note however that tag dictionaries
may be obtained from other sources, in which
case no POS-annotated corpora are required
at all by our approach.

Language Sentences Word tokens Word types

Aragonese 335 091 5 478 092 215 809
Asturian 226 789 3 600 117 201 417
Galician 1 955 291 32 240 505 674 848
Catalan 200k 9 211 200 011 23 230
Catalan 500k 22 876 499 978 41 908
Catalan 1M 44 502 999 948 62 772
Catalan 10M 487 945 9 999 857 267 786
Catalan 50M 2 699 006 49 999 543 882 842
Catalan 140M 7 939 544 139 160 258 1 712 078

Spanish 23 381 287 431 884 456 3 451 532
Portuguese 12 611 706 197 515 193 2 252 337

Table 1: Wikipedia corpora

Language pair Word types Coverage

Aragonese–Spanish (AN–ES) 40 469 18.75%
Asturian–Spanish (AST–ES) 46 777 23.22%
Catalan–Spanish (CA–ES) 105 700 ≥ 6.17%
Galician–Spanish (GL–ES) 76 635 11.36%
Galician–Portuguese (GL–PT) 61 388 9.10%

Table 2: Size and coverage of the Apertium evalu-
ation lexicons

The first two resources are used for the lexicon
induction task, whereas the tag dictionary is re-
quired for the POS tagging task.

We test our approach on five language
pairs: Aragonese–Spanish, Asturian–Spanish,
Catalan–Spanish, Galician–Spanish and Galician–
Portuguese, using raw text extracted from the re-
spective Wikipedias. These language pairs vary
widely in terms of available raw data and ety-
mological distance, making them a good testing
ground for our methods. Moreover, we use sub-
sets of varying size of Catalan–Spanish to assess
the impact of the data size (see Table 1).

We evaluate all five language pairs on the lexi-
con induction task on the basis of the dictionaries
made available through the Apertium project (For-
cada et al., 2011) (see Table 2).

The Spanish tag dictionary is extracted from
the AnCora-ES corpus (Taulé et al., 2008).1 It
contains 42 part-of-speech tags and covers 40 148
words. The Portuguese tag dictionary is ex-
tracted from the CETEMPúblico corpus (Santos
and Rocha, 2001).2 It contains 117 part-of-speech
tags (of which 48 are combinations of two tags)
and covers 107 235 words.

1http://clic.ub.edu/corpus/ancora
We have slightly modified the AnCora corpus to split multi-
word expressions and tag their components separately.

2http://www.linguateca.pt/CETEMPublico/
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The Catalan–Spanish subsets are evaluated on
the POS tagging task, using the AnCora-CA tree-
bank as a gold standard. It is annotated according
to the same guidelines as its Spanish counterpart.

4 Bilingual lexicon induction

In this section, we describe the different methods
used for bilingual lexicon induction: the C-SMT
method in Section 4.1, the n-gram context method
in Section 4.2, and the addition of identical words
in Section 4.3. Separate evaluations of the two for-
mer methods are presented in Sections 4.1.4 and
4.2.3 respectively.

4.1 Inferring cognate word pairs with
character-based SMT

C-SMT models are generative models that trans-
late words of the source language into their cog-
nate equivalents in the target language. They
are trained on a list of cognate word pairs, typi-
cally extracted form a word-aligned parallel cor-
pus. Since we do not have bilingual data at
our disposal, we propose to extract potential cog-
nate pairs from two monolingual corpora (Sec-
tion 4.1.1). Our hypothesis is that even with this
noisy training data, the SMT models will learn
useful generalizations. Section 4.1.2 describes the
tools and parameters used for training the C-SMT
model. Section 4.1.3 introduces two filters de-
signed to further improve the precision of C-SMT.

For practical reasons, we infer the cognate pairs
in the direction wNRL→ wRL, i.e., we consider the
NRL as the source language and the RL as the
target language. In particular, this allows us to
match different wNRL with the same wRL and thus
to take into account orthographic variation in the
NRL. Such variation is less expected in the RL,
which is assumed to have standardized spelling.
Moreover, the classic SMT architecture puts the
resource-intensive language model on the target
language side, which is an additional argument in
favour of the chosen translation direction.

4.1.1 Cognate extraction by formal similarity
We start by extracting word lists from the
Wikipedia corpora. For the source language, we
remove short words (< 5 characters) and hapaxes.
For the target language, we remove short words
and words with less than 1000 occurrences.3

3This threshold has been introduced to reduce the com-
plexity of comparing every source word with every target
word. We have found that a lower threshold does not nec-

The formal similarity between two words is
computed with the BI-SIM measure (Kondrak and
Dorr, 2004). BI-SIM is a measure of graphemic
similarity which uses character bigrams as basic
units. It does not support swap operations, and it
is normalized by the length of the longer string.
Thus, it captures a certain degree of context sensi-
tivity, avoids crossing alignments and favours as-
sociations between words of similar length. This
measure is completely generic and does not pre-
suppose any knowledge of the etymological rela-
tionship between the two languages. In contrast,
it is not very precise and yields highly ambiguous
results. For example, the Catalan–Spanish word
pairs 〈activitat,actividad〉 and 〈activitat,activista〉
yield the same BI-SIM value, even if only the for-
mer can be considered a cognate pair.

For each source word wNRL, we keep the
〈wNRL,wRL〉 pair(s) that maximize(s) the BI-SIM
value, but only if this value is above the (em-
pirically chosen) threshold of 0.8. This thresh-
old allows us to remove unlikely correspondences.
When several wNRL are associated with the same
wRL, we keep all of them. The resulting list of
cognate pairs is then used as training corpus for
the C-SMT model.

4.1.2 Training of the C-SMT model
Our C-SMT model relies on the standard pipeline
consisting of GIZA++ (Och and Ney, 2003) for
character alignment, IRSTLM (Federico et al.,
2008) for language modelling, and Moses (Koehn
et al., 2007) for phrase extraction and decoding.
These tools may be configured in various ways; we
have tested a large set of parameter configurations
in preliminary experiments, but due to space re-
strictions, we just mention the parameter settings
that we finally retained.

• We add special symbols to the beginning and
the end of each word.

• We train a character 10-gram language model
on the target language words. We removed
words appearing less than 10 times in the cor-
pus; each word is repeated as many times as
it appears in the corpus.

• GIZA++ produces distinct alignments in both
directions. Among the proposed heuristics,
the grow-diag-final algorithm was the most
efficient.

essarily improve the results.
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Source BI-SIM C-SMT Frequency filter Confidence filter
words Recall Precision Recall Precision Recall Precision Recall Precision

AN–ES 92 393 34.52% 64.44% 100% 76.26% 100% 74.45% 94.04% 74.54%
AST–ES 77 517 43.02% 62.76% 75.02% 74.93% 89.11% 78.50%
GL–ES 280 828 23.68% 41.26% 69.57% 72.20% 90.66% 72.85%
GL–PT 280 828 14.93% 36.83% 48.89% 53.06% 89.90% 53.31%

CA–ES 200k 8 781 57.18% 68.03% 100% 70.42% 100% 69.08% 83.07% 77.37%
CA–ES 500k 16 456 52.83% 64.26% 70.92% 69.81% 82.18% 78.31%
CA–ES 1M 25 633 47.36% 60.39% 69.86% 69.29% 81.56% 78.01%
CA–ES 10M 111 232 27.34% 45.01% 62.93% 65.55% 88.05% 69.09%
CA–ES 50M 363 627 16.81% 37.61% 56.13% 62.19% 90.28% 63.18%
CA–ES 140M 750 287 11.81% 34.94% 51.52% 58.41% 89.30% 59.13%

Table 3: Evaluation of the cognate word induction steps. Recall refers to the percentage of source words
for which the respective method yielded at least one target word. Precision refers to the percentage of
correct pairs among the answered pairs whose source word appears in the evaluation lexicon.

• We have disallowed distortion (i.e., the pos-
sibility of changing the order of characters)
to avoid learning crossing alignments, which
we suppose very rare in the context of word
correspondences between related languages.

• Good Turing discounting is used to adjust the
weights of rare alignments.

• The different parameter weights of an SMT
model are usually estimated through Mini-
mum Error Rate Training on a development
corpus. However, the tuned weights yielded
worse results than the default weights, due to
the large amount of noise in the training data.
Thus, we kept the default weights.

4.1.3 Application of the C-SMT model and
filtering

Once trained, the C-SMT model is used to gener-
ate a target word for each source word, using the
same list of source words as for the creation of the
training corpus. This is thus a completely unsuper-
vised approach. Now, the C-SMT model may also
generate RL words that occur less than 1000 times
and that have been filtered out during training.

In line with the findings of Koehn and Knight
(2002), preliminary experiments have shown that
word pairs with large frequency differences are
often wrong. For example, Catalan coneguda
‘known’ is associated with Spanish conseguida
‘reached’ instead of the more frequent (and cor-
rect) conocida ‘known’. Therefore, we gener-
ate a 50-best list of candidates with C-SMT and
rerank them according to the frequency similarity
between the source word and the target word. Fre-
quency counts are extracted from the monolingual

Wikipedia corpora. In the following, we refer to
this as frequency filtering.

Moreover, the absolute C-SMT and frequency
scores are a good indicator of the quality of the
translation pair. These scores allow us thus to re-
move word pairs that are likely to be wrong, by
adding a second filter. It eliminates all candidates
whose combined score is less than 0.5 standard de-
viations below the mean of all combined scores.
We call this confidence filtering.

4.1.4 Evaluation

Table 3 shows the results of the different lexicon
induction steps described above.

Unsurprisingly, the training corpus extracted
with the BI-SIM method is rather noisy, with pre-
cision values of less than 70%. Its recall values are
low as well: target candidates were found only for
11% to 58% of the source words.

This picture changes impressively with the C-
SMT model trained on these noisy data. Not only
does it generate a candidate for each source word
(recall of 100%), but the resulting precision values
improve by about 10% absolute on average.

The frequency filter only seems to work reli-
ably when the source language corpora are large
enough (from the 10M Catalan subset onwards,
and including Galician). The confidence filter im-
proves precision values at the expense of recall; its
relevance thus largely depends on the task at hand.
Still, precision values are higher than 70% and re-
call values higher than 80% in most experiments.

Finally, one may note that, despite the fil-
ters, precision degrades drastically with very large
source corpora (> 10M running words). This is
likely to be caused by the addition of rare words,
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which are often named entities that do not follow
the regular graphemic correspondences.

4.2 Inferring word pairs with contextual
similarity

For several reasons, methods based on formal sim-
ilarity alone are not always adequate: (1) even in
closely related languages, not all word pairs are
cognates; (2) high-frequency words are often re-
lated through irregular phonetic correspondences;
(3) pairs of short words may just be too hard to
predict on the basis of formal criteria alone; (4)
formal similarity methods are prone to inducing
false friends, i.e., words that are formally similar
but are not translations of each other. For these
types of words, we propose a different approach
that relies on contextual similarity.

Suppose that our corpora contain the Catalan
segment diferència de càrrega elèctrica and the
Spanish segment diferencia de carga eléctrica.
Suppose further that the C-SMT system has in-
ferred the word pairs 〈diferència,diferencia〉 and
〈elèctrica,eléctrica〉. These word pairs allow us to
match the two segments and to propose two new
potential word pairs, 〈de,de〉 and 〈càrrega,carga〉.
Other context pairs may then validate or invalidate
these word pairs.

We use 3-gram context pairs of the type
〈w1w2w3,v1v2v3〉, with already known word pairs
〈w1,v1〉 and 〈w3,v3〉, to infer the new word pair
〈w2,v2〉. Likewise, we use 4-gram context pairs
of the type 〈w1w2w3w4,v1v2v3v4〉, with already
known word pairs 〈w1,v1〉 and 〈w4,v4〉, to infer
the new word pairs 〈w2,v2〉 and 〈w3,v3〉. We skip
punctuation signs in the context construction.4

It is evident that word pairs inferred by match-
ing contexts are extremely noisy. We therefore
propose two filtering approaches: a filter based on
both context frequency and formal similarity cri-
teria for cognates and near-cognates (4.2.1), and
a back-off filter based on frequency criteria alone
for short high-frequency words (4.2.2).

4It is also possible to use a 3-gram context in one language
and a 4-gram context in the other one to infer word pairs of
the type 〈w2,v2v3〉 or 〈w2w3,v2〉. Such patterns are useful if
the two languages have different tokenization rules. For ex-
ample, they have allowed us to obtain the Asturian–Spanish
pairs 〈a l’,al〉 and 〈polos,por los〉. However, for the time be-
ing, we have not integrated such asymetric alignments in the
evaluation framework and in the POS tagging pipeline.

4.2.1 Combined contextual and formal
similarity

We filter the 〈w,v〉 word pairs obtained by context
matching according to the following criteria:

• Word pairs inferred by one single context are
not deemed reliable enough.

• We also remove word pairs with a relative
string edit distance higher than 0.5.5

• For a given source word, we remove all
contextually inferred target candidates in the
lower half of their frequency distribution and
in the lower half of their distance distribution.
This allows us to focus on those candidates
that are clearly more similar than their con-
currents.

A lot of the retained word pairs have already
been proposed by the C-SMT method. We found
that 70%-80% of the contextually inferred word
translations are identical to the C-SMT transla-
tions, whereas 10%-20% of word pairs are new,
and the remaining 5%-15% concern source words
which were translated differently with C-SMT.
Among this last category, we mainly find different
inflected forms of the same lemma, and different
transliterations of the same named entity. How-
ever, the context approach also corrects some erro-
neous C-SMT pairs, such as Aragonese–Spanish
〈charra,carrera〉 ‘talks/race’, replacing it by the
correct 〈charra,habla〉. Therefore, when merging
the C-SMT word pairs and the context word pairs,
we give precedence to the latter.

4.2.2 Removing the formal similarity
criterion for high-frequency words

The combined filter unfortunately removes some
high-frequency grammatical words that are either
non-cognates (e.g. Catalan–Spanish 〈amb,con〉),
or whose forms are too short to compute a mean-
ingful distance value (e.g. 〈i,y〉with a relative edit
distance of 1.0). For these cases, we introduce a
back-off filter that lacks the formal similarity cri-
terion and focuses only on frequency cues.

Concretely, each source word that has not ob-
tained a target candidate with the previous ap-
proach is assigned the target word with the high-

5Since the contexts already constrain the potential word
pairs, we chose to be more tolerant with the formal similar-
ity criterion and explicitly use a lower threshold (0.5 instead
of 0.8) and a simpler distance measure (string edit distance
instead of BI-SIM) than above.
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Combined High-frequency
Pairs Precision Pairs Precision

AN–ES 3389 88.35% 35 34%
AST–ES 7549 92.56% 37 65%
GL–ES 22933 94.58% 91 67%
GL–PT 12518 87.04% 90 42%

CA–ES 200k 292 89.92% 7 40%
CA–ES 500k 915 94.77% 14 60%
CA–ES 1M 1676 94.80% 32 78%
CA–ES 10M 9065 94.03% 90 71%
CA–ES 50M 17014 92.96% 141 67%
CA–ES 140M 20514 91.87% 186 60%

Table 4: Evaluation of the word pairs induced by
contextual similarity.

est number of common contexts, provided that this
number is higher than 5.

Moreover, we have opted for a pigeonhole prin-
ciple here: we disallow a target word to be
matched with more than one source word. In our
case, this prevents all pronouns to be assigned to
the more frequent definite determiners.

This filter yields only a small number of word
pairs, but they are of crucial importance since their
token frequency is very high.

4.2.3 Evaluation
The performance of the context similarity ap-
proach is illustrated in Table 4.

The combined similarity method yields word
pairs with very high precision. The number of in-
duced word pairs grows according to the size of
the corpus from which the contexts are extracted.

The high-frequency word approach works less
well: the number of induced word pairs is very
low, and translation precision falls drastically.
While the quality of the word pairs induced with
this approach may be insufficient for lexicon in-
duction, we still deem it good enough for the
POS tagging task. Indeed, the reliance on con-
text similarity means that even if the induced word
forms are wrong, they are still of the correct gram-
matical category. For example, the Galician–
Spanish words 〈boa,gran〉 are not translations of
each other but are both adjectives.

4.3 Addition of formally identical word pairs
Even after the application of the C-SMT and con-
text lexicon induction methods, many words re-
main untranslated. (Remember that the recall fig-
ures of Table 3 refer to the number of source
words used for this method, which excludes ha-
paxes and words with less than 5 characters.) For

these words, we simply check whether they fig-
ure in identical form in the target language. This
mainly allows us to add punctuation signs, but also
abbreviations, numbers and proper nouns.

5 Creation of the morphological lexicon

In the preceding sections, we have described how
we induce a bilingual lexicon from monolingual
non-annotated texts. In this section, we use this
lexicon to create a POS tag dictionary for the NRL,
and use it to annotate texts.

5.1 Transfer of morphological annotations

The bilingual lexicon induced above contains
〈wNRL,wRL〉 pairs. Annotation transfer amounts
to (1) loading an existing 〈wRL, t〉 tag dictionary
for the resourced language, and (2) merging these
two resources by transitivity in order to obtain
〈wNRL, t〉 pairs.

The tag dictionaries extracted from AnCora-ES
(for Spanish) and from CETEMPúblico (for Por-
tuguese) contain ambiguities, i.e. words that are
assigned several part-of-speech tags depending on
their syntactic function. For the time being, we
do not deal with these ambiguities, but we rather
associate each word unambiguously with its most
frequent POS tag. With this simplification, merg-
ing the two dictionaries by transitivity is straight-
forward.

5.2 Adding morphological annotations by
suffix analogy

At this point, there still remain untagged NRL
words, either because no induced bilingual word
pair contained it, or because the corresponding RL
word was not found in the tag dictionary. In this
case, we guess its tag by suffix analogy. We iden-
tify the longest suffix that is common to the non-
annotated word and to at least one annotated word,
and we transfer the POS tag of the annotated word
to the non-annotated word. If several annotated
words share the same suffix, we choose the most
frequent POS tag.

5.3 Distribution of POS tag induction
methods

Table 5 shows the percentage of word tokens and
word types that have been tagged with the dif-
ferent tag induction methods. As already men-
tioned above, the C-SMT approach is mainly used
for long low-frequency words that contain regular
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Tokens Types
C-SMT Context Ident. Suffix C-SMT Context Ident. Suffix

AN–ES 14.8% 49.1% 20.4% 15.7% 13.5% 1.6% 3.5% 81.4%
AST–ES 11.3% 54.2% 18.8% 15.7% 14.3% 3.6% 4.0% 78.2%
GL–ES 8.0% 59.1% 18.8% 14.1% 6.3% 2.6% 1.3% 89.8%
GL–PT 15.0% 55.2% 20.8% 9.0% 15.5% 2.2% 3.6% 78.7%

CA–ES 200k 17.7% 43.2% 20.5% 18.6% 14.8% 1.1% 16.9% 67.2%
CA–ES 500k 18.2% 47.9% 18.3% 15.6% 20.7% 3.0% 14.6% 61.7%
CA–ES 1M 17.4% 52.0% 17.2% 13.4% 24.4% 5.0% 12.9% 57.8%
CA–ES 10M 14.4% 62.3% 15.1% 8.3% 30.2% 16.3% 7.0% 46.5%
CA–ES 50M 14.2% 64.5% 14.1% 7.2% 29.3% 21.7% 5.4% 43.6%
CA–ES 140M 15.4% 63.5% 14.0% 7.1% 29.8% 21.8% 5.1% 43.4%

Table 5: Distribution of the origin of the induced POS tags, by word types and tokens.

phonetic correspondences. The contextual simi-
larity methods are used for frequent words. The
context methods account for more than half of the
tokens, but for no more than 22% of the types.
The Identical category mainly concerns punctua-
tion signs, which again have high token frequen-
cies. Finally, suffix analogy is used for the over-
whelming majority of word types, but accounts for
less than 20% of token frequencies.

The size of the source corpus impacts the distri-
bution of the different tagging methods: the cov-
erage of the context similarity methods increases,
while the other methods are used less frequently.

5.4 Evaluation

Finally, we have evaluated the POS tagging ac-
curacy of the Catalan–Spanish datasets, using
AnCora-CA as a gold standard. The results
range from 79.9% token accuracy with the small-
est dataset up to 85.1% token accuracy with the
largest one. All methods except suffix analogy
yield accuracy rates higher than 70%. Given the
difficulty of the task and the complete absence of
annotated Catalan resources used in the process,
these results can be considered satisfying.

As the corpus size increases, the highly accu-
rate context similarity methods take over more
and more words from C-SMT. For the remaining
words, the C-SMT approach yields lower accu-
racy. However, this shift only has a small im-
pact on the global accuracy rates, which seem to
plateau at the 10M dataset. Adding more data
above this threshold does not sensibly improve the
results.

6 Conclusion

We have proposed a combination of several lex-
icon induction methods for closely related lan-

C-SMT Context Ident. Suffix Total

200k 85.3% 91.7% 83.2% 43.3% 79.9%
500k 86.1% 91.1% 85.8% 45.2% 82.0%
1M 85.7% 90.4% 87.8% 46.9% 83.3%
10M 73.8% 90.8% 89.8% 51.2% 84.9%
50M 70.3% 90.0% 93.9% 52.3% 85.0%
140M 71.4% 90.1% 94.0% 53.6% 85.1%

Table 6: Token tagging accuracy on the Catalan–
Spanish datasets.

guages and have used the resulting lexicon to
transfer part-of-speech annotations from a re-
sourced language to a non-resourced one. Note
that this task is more complex than the more tra-
ditional task of non-supervised part-of-speech tag-
ging, for which a POS dictionary of the respective
language is generally available. We have applied
our methodology to five Romance language pairs
of the Iberic peninsula and evaluated it on different
subsets of our Catalan–Spanish data.

Several aspects of this work may be improved.
First, the assumed one-to-one correspondence be-
tween words and tags is clearly not satisfactory,
and ambiguity should be introduced in a controlled
way. This would also allow us to train a real POS
tagger on the data, which could learn to disam-
biguate the words on the basis of the syntactic con-
texts and also tag unknown words more accurately
than the suffix analogy method used here.

Second, we would like to replace the vari-
ous threshold-based filters of the context similar-
ity method by a more generic approach, possibly
based on a classifier trained on the word pairs ob-
tained with C-SMT. Unfortunately, first tests have
resulted in insufficient recall.

Finally, we plan to validate our methodology on
additional language pairs. We have started experi-
menting with Germanic and Slavic languages.
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Abstract

Ekavian and Ijekavian are two different
variants of the contemporary standard Ser-
bian language. The difference between
them is related to the reflex of the old
Slavic voweljat and it influences both the
speaking and writing language norms. The
sensibility of existing language identifica-
tion tools for both variants is of great im-
portance for building representative cor-
pora and development of relevant linguis-
tics resources and tools underlying an au-
tomatic text processing. In this paper we
present the results obtained after testing
the three popular tools for language identi-
fication on corpora containing documents
from each of the two variants. As it will
be reported, the identification of Ijekavian
variant is a much more difficult task since
the observed tools are not adopted to it at
all.

1 Introduction

The language identification is a problem of
identifying the language a document is written
in. It represents the fundamental step in tasks
such as collecting the documents for corpora,
machine translation and information retrieval.
Because of its great importance, methodological
approaches to the problem and submitted solu-
tions are numerous. In the basis, the problem
can be seen as a classification problem (Mitchell,
1997): if collections of known language samples
represent classes, the problem of the language
identification for the given document can be
seen as a problem of the document assignment
to the one of the classes in respect to relevant
classification features.

Many sets of language features as well as
classification algorithms have been tested so far.

The choice of features might be linguistically mo-
tivated (diacritics and special characters) or more
statistically oriented (word frequencies, n-grams
of various lengths and types). The first tools
were based on the analyses of character n-grams:
Dunning (Dunning, 1994) introduced Markov
models while Cavnar and Trenkle (Cavnar and
Trenkle, 1994) worked with 1-NN classification
algorithm. Nowadays the focus is on the diverse
set of (dis)similarity measures (Singh, 2006) and
powerful algorithms as can be read in papers
discussing their performance and fields of the
application (Martins and Silva, 2005).

The task of the language identification is con-
sidered much harder if the document is of modest
length (for instance, e-Bay and Twitter messages
or search engine queries) or the amount of avail-
able training data is limited. The same can be
said for the cases when the number of considered
languages is huge or languages are similar to each
other. All these conditions influence the success
rate as it is reported in Padró and Padró (Padró
and Padró, 2004), Lui and Baldwin (Baldwin and
Lui, 2010), and Milne et al. (Milne et al., 2012).
We are especially interested in the latter problem
since the Serbian language is closely related to the
languages spoken in former Yugoslavia.

The standard Serbian language is formed
on the basis of Ekavian and Ijekavian Neo-
Štokavian South Slavic dialects and its form
is determined by the reformer of the written
language of the Serbs, Vuk Karadžić (1787-1864)
(Stanojčić and Popović, 2011). In the common
state of Yugoslavia this language was officially
encompassed by Serbo-Croatian, a name that
implied a linguistic unity with the Croats (and
later with other nations whose languages were
based on Neo-Štokavian dialects). In the last
decade of the 20th century in Serbia the name
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Serbo-Croatian was replaced in general usage
by the name Serbian. As mentioned above, in
Serbian speaking countries two dialects coexist.
The Ekavian dialect is widespread in Serbia,
while the Serbian Ijekavian dialect is presented
in some parts of the northern Serbia, Croatia and
Montenegro as well as Bosnia and Herzegovina.
The difference among the dialects is related to the
old Slavic vowel calledjat and its conflation into
the vowele or diphthongsije and je. It is notable
in both spoken and written language forms as
Serbian has a phonologically based orthography.
For instance, in respect to the Ekavian dialect
the English wordflower has formscvet (long e)
in nominative singular andcvetovi (short e) in
nominative plural while the appropriate forms in
Ijekavian dialect arecvijet and cvjetovi respec-
tively. Therefore, Serbian and other languages of
Štokavian provenance share the Ijekavian dialect
in their standard forms which makes the task
of the language identification very sensitive and
error-prone. From the other point of view, these
languages overlapping can help in cooperative de-
velopment of tools and resources necessary for an
automatic language processing (Vitas et al., 2011).

In this paper we present the results obtained af-
ter testing the three popular language identifica-
tion tools on the collection containing both Eca-
vian and Ijekavian documents. Section 2 that
refers to the related work and state-of-the-art ap-
proaches is followed by two introductory sections
numbered as 3 and 4 and related to tested tools and
specially created test corpora. The experiment is
described in Section 5 while the results are pre-
sented in Section 6. The conclusions and ambi-
tions for future work are summarized in Section
7.

2 Related Work

There is a number of papers discussing the iden-
tification of closely related languages, varieties
of polycentric languages and language dialects.
All these tasks are more advanced in comparison
to classical ones and require application of more
subtle techniques.

In the paper (Ljubešić et al., 2007) the three-
phases model for differentiating Croatian from
Slovenian and Serbian is presented. In the first
phase the documents written in any of these three

languages are singled out by the rule of 100 most
frequent words and the rule of special character
elimination. In the next phase character based
second-order Markov model is developed aiming
to distinguish languages among themselves. In
order to improve the distinction between Croa-
tian and Serbian, in the final phase the lists of
forbidden words are introduced. Those are the
lists containing words that appear in one language
but not in others. The model is tested on the
news collection and the achieved accuracy of
0.9918 is better than any reported for this group
of languages.

The case of European and Brazilian Portuguese
is discussed in (Zampieri and Gebre, 2012). As
the differences between these two varieties can be
described at orthographic, lexical and syntactic
level, the identifying algorithm analyse three
groups of features: character n-grams (n varying
from 2 to 6), word unigrams and word bi-grams.
The language models are calculated by using the
Laplace probability distribution and evaluated on
the journalistic corpora containing texts from the
both varieties further classified according to their
length in tokens. The achieved accuracies are
0.998 for 4-grams, 0.996 for word unigrams, and
0.912 for word bi-grams.

In order to identify Spanish varieties, the au-
thors of (Zampieri et al., 2013) compared the clas-
sical character and word n-gram model to the
knowledge-rich model based on the morphosyn-
tactic information and parts of speech. The test-
ing was done on the newspapers corpora from four
Spanish speaking countries (Spain, Argentina,
Mexico and Peru) and the reported results showed
the direct relationship between the performance
using these two language models: for instance, the
Argentina-Spain classifier performed the worst in
both cases (0.843 and 0.666 in terms of accuracy)
while the Argentina-Mexico classifier generated
the top results with characters and words (0.999)
as well as morphology and parts of speech (0.801).

3 Tested Language Identification Tools

In our experiment we have tested three tools for
the language identification. A brief description
of tools and the motivation for the usage is given
below.
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Langid.py1 is a top-level tool developed by
Lui and Baldwin (Lui and Baldwin, 2012). It is
based on the multinomial naive Bayes classifier
which operates on the set of features (byte level
unigrams, bigrams and trigrams) selected so that
their information gain represents the characteris-
tics of the language rather than the characteristics
of the training domains (Lui and Baldwin, 2011).
For the training phase the corpus, which encom-
passes government documents, newswire, online
encyclopedia, software documentations and an
internet crawl in 97 languages (Lui and Baldwin,
2011) is used. In the case of Serbian, the training
collection includes XML wiki dumps for the
period July-August 2010 as well as the set of
manually translated content strings for a number
of Debian software packages2.

CLD (Content Language Detection)3 is a li-
brary embedded in a Google’s Chromium browser
able to detect a language of a web page content.
Thanks to Michael McCandless, it is singled out
as a separated C++/Python module and ready
for use on any UTF-8 encoded content. It is not
specified how many languages it can detect (at
least 764) and so far it does not seem that the
training set can be adapted to a specific usage.

The classifier developed by Tiedemann and
Ljubešić (Tiedemann and Ljubešić, 2012) (in fur-
ther text Tiedemann&Ljubešić) aims to distin-
guish closely related languages such as Serbian,
Croatian and Bosnian. It is in the main multino-
mial Naive Bayes classifier trained over a parallel
collection of news from Southeast Europe known
as SETimes collection5. The usage of the paral-
lel training set resulted in outperforming the state-
of-the-art tools significantly since the data paral-
lelism provided the same content and the focus on
the differences among the languages. The authors
also reported a list of the strongest discriminators
among the observed languages and for our inves-
tigation it was interesting that the list for Bosnian
contains many regular Serbian words in Ijekavian
pronunciation (for instance,izvještajima, posjeti-

1https://github.com/saffsd/langid.py
2In the time of writing this paper, translations in both Eka-

vian and Iekavian variants were available.
3http://code.google.com/p/chromium-compact-language-

detector/
4http://blog.mikemccandless.com/2011/10/accuracy-and-

performance-of-googles.html
5http://www.setimes.com

oci, djelimično).

4 Test corpus

For testing purpose, we have created a corpus
which consists of documents in both Ekavian
and Ijekavian variant (Table 1). Since Serbian
can be written in Cyrillic or Latin script, all the
documents are transliterated into Latin script.

Size
(in number of words)

Size
(in MB)

Ekavian part 2. 078, 172 13.2
Ijekavian part 528, 749 3.2

Table 1: The structure of the corpus

The Ekavian part of the corpus includes the
articles from the daily newspaperPolitika6 for the
years 2007 and 2010, the literary works written
by the local authors and the translations of many
popular novels. The list of all used materials is
reported in Table 2.

The Ijekavian part of the corpus includes the
articles from the daily newspaperGlas Srpske7

for the period January-June 2013, some columns
taken from the Deutsche Welle website8 and fa-
mous works written in the Ijekavian dialect. Table
3 depicts all the details.

5 Experiment

Due to the nature of the used tools and compa-
rability with other reported results, we have split
the corpus into lines on average 400 words long.
In the next step we have randomly selected 200
lines: the first 100 lines from the Ekavian part of
the corpus and the rest from the Ijekavian part of
the corpus.

For the testing purpose of thelangid.py tool
each line is saved as a separate file because
a redirection mode was used. TheTiede-
mann&Ljube šić tool works with a single file that
contains all the texts for classification as separate

6http://www.politika.rs
7http://www.glassrpske.com/
8http://www.dw.de
9titles in Serbian areMagareće godineand Glava u

klancu, noge na vrancu
10http://www.dw.de/škljocam-i-zvocam/a-4461937
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Da Vinci Code by Dan Brown
1984 by George Orwell
Around the World in Eighty Days by Jules Verne
The Little Prince by Antoine de Saint Exupéry
The Diary of Anne Frank
The Hobbit by J. R. R. Tolkien
The Lord of the Rings by J. R. R. Tolkien
Solaris by Stanisław Lem
Winnie-the-Pooh by A. A. Milne
Bridget Jones’s diary by Helen Fielding
For and Against Vuk by Meša Selimović
articles fromPolitika newspaper

Table 2: Ekavian part of the corpus

Springs of Ivan Galeb by Vladan Desnica
Selected works of Petar Kočić
two novels by BrankóCopić9

Dove Hole by Jovan Radulović
Rebel and Rebel Janko by Simo Matavulj
Spiders and Searching the bread by IvoĆipiko
The Dervish and Death by Meša Selimović
articles fromGlas Srpskenewspaper
column written by Nenad Veličković10

Table 3: Ijekavian part of the corpus

lines so we concatenated our test lines into the
document of this form. The same was done for
the testing ofCLD Python library.

6 Results

The obtained results are summarized in Table 4.

As it can be seen, the algorithms generally can
cope with the classification of the documents in
Serbian Ekavian variant (an average accuracy is
74.3%). On the contrary, the classification of the
documents in Serbian Ijekavian variant is a very
difficult task even for the tool developed with an
idea of closely related languages in mind.

During the testing oflangid.py tool we have
encountered the problem with scripts: the tool by
default recognizes Serbian only if it is written in
official Cyrillic alphabet even though both Latin
and Cyrillic alphabets are widespread in Serbian.
This certainly caused the misclassification of all
tested Ijekavian documents as Croatian.

Google’s CLD obviously favors Croatian in
both cases. In all the iterations the algorithm’s
confident parameter is set on the true value which
means it is quite sure about the final outcome.
After the analysis of the wrong results referring
to Ekavian tests we found that in 25 iterations
the second proposed language was Slovenian, in
8 iterations Serbian, and in 5 iterations Slovak.
In all the remaining iterations the algorithm was
completely sure about Croatian. In the case
of Ijekavian tests, in 16 iterations the second
proposed language was Slovenian, in 3 iterations
Slovak and in 14 iterations Serbian. There was
one iteration for each of the languages: Spanish,
Italian and Indonesian.

The Tiedemann&Ljubešić tool is very accu-
rate in classifying the documents in Serbian Eka-
vian variant while it recognizes a great part of
Ijekavian documents as written in Bosnian. The
latter is due to the fact that the training collection
contains only the news in the Ekavian variant so
the rules of Serbian are strictly learnt in this man-
ner. In 83 of 98 iterations that output Bosnian as
a result, the second proposed language was Croat-
ian, and only in 15 of them it was Serbian.

7 Conclusions and Further Work

The obtained results show that many popular tools
ignore the presence of the Ijekavian variant of Ser-
bian language. This could lead to misclassification
of Serbian documents which in turn strongly in-
fluences users’ experience and information needs.
The next steps would be enlarging the Ijekavian
part of the corpus with relevant texts diverse in
topic, genre and style and testing the observed
tools on the training corpora extended with this
part. In our opinion, this might alleviate the prob-
lem and help language identification algorithms
learn both variants equally well.
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