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Abstract

Determining the stance expressed by an
author from a post written for a two-sided
debate in an online debate forum is a
relatively new problem in opinion min-
ing. We extend a state-of-the-art learning-
based approach to debate stance classifica-
tion by (1) inducing lexico-syntactic pat-
terns based on syntactic dependencies and
semantic frames that aim to capture the
meaning of a sentence and provide a gen-
eralized representation of it; and (2) im-
proving the classification of a test post via
a novel way of exploiting the information

in other test posts with the same stance.
Empirical results on four datasets demon-
strate the effectiveness of our extensions.

Introduction

Given a post written for awo-sidedtopic in an
online debate forum (e.d'‘Should abortion be al-

2012). As Walker et al. (2012) point out, debates
in public forums differ from congressional debates
and company-internal discussions in terms of lan-
guage use. Specifically, online debaters use color-
ful and emotional language to express their points,
which may involve sarcasm, insults, and question-
ing another debater’'s assumptions and evidence.
These properties can potentially make stance clas-
sification of online debates more challenging than
that of the other two types of debates.

Our goal in this paper is to improve the state
of the art in stance classification of online de-
bates, focusing in particular oidleological de-
bates Specifically, we present two extensions,
one linguistic and the other extra-linguistic, to
the state-of-the-art supervised learning approach
to this task proposed by Anand et al. (2011). In our
linguistic extension, we induce patterns from each
sentence in the training set usisgntactic depen-
denciesand semantic frameshat aim to capture
the meaningof a sentence and provideganeral-
ized representationf it. Note that while Anand et

lowed?), the task ofdebate stance classification 45 |exico-syntactic approach aims to generalize
involves determining which of the two sides (i.e., from a sentence using syntactic dependencies, we
for or agains) its author is taking. For example, @ 4im o generalize using semantic frames. As we
stance classification system shpuld Qeterm_lne thaill see in Section 4, not only is there no guaran-
the author of the following post is anti-abortion.  (a¢ that syntactic dependencies can retain or suf-
Post 1:Abortion has been legal for decades and ndficiently capture the meaning of a sentence during
one seems to have a problem with it. That's ridicu-the generalization process, it is in fact harder to
lous! There are millions of people in the world generalize from syntactic dependencies than from
who would love to have children but can't. semantic frames. In our extra-linguistic extension,
Previous approaches to debate stance classificae improve the classification of a test post via a
tion have focused on three debate settings, nameljovel way of exploiting the information in other
congressional floor debates (Thomas et al., 2008¢est posts with the same stance.
Bansal et al., 2008; Balahur et al., 2009; Yesse- We evaluate our approach to stance classifica-
nalina et al., 2010; Burfoot et al., 2011), company-tion of ideological debates on datasets collected
internal discussions (Murakami and Raymondfor four domains from online debate forums. Ex-
2010), and online social, political, and ideologi- perimental results demonstrate the effectiveness of
cal debates in public forums (Agrawal et al., 2003;our approach: it outperforms an improved version
Somasundaran and Wiebe, 2010; Wang and Roséf Anand et al.'s approach by 2.6—7.0 accuracy
2010; Biran and Rambow, 2011; Hasan and Ngpoints on the four domains.
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|| Numberof | % of “for” for determining whether the stance expressed in
Domain pOSlS pOSlS d b t tﬁ) . t H
=50 X781 =219 a debate post ifor or against Hence, we cre-
GAY 1376 63.4 ate one training instance from each post in the
OBA 985 53.9 training set, using the stance it expresses as its
MAR 626 69.5 class label. Following Anand et al., we repre-
Table 1: Statistics of the four datasets. sent a training instance using five types of fea-

tures:n-grams, document statistics, punctuations,

The rest of the paper is organized as follows Syntactic dependencies, and,' if appl'icable, the set
We first present our datasets in Section 2. Sec2f features computed for the immediately preced-
tion 3 describes our two learning-based baselind’d POSt in its thread. Thein-gram features in-
systems for stance classification. Sections 4 and §ude both the unigrams and bigrams in a post,
discuss our two extensions. Finally, we show eval&S Well as its first unigram, first bigram, and first
uation results in Section 6 and present conclusiongigram. The features based on document statis-

in Section 7. tics include the post length, the number of words
per sentence, the percentage of words with more
2 Datasets than six letters, and the percentage of words as

pronouns and sentiment words. The punctuation

For our experiments, we collect debate postgeatures are composed of the repeated punctuation
from four populardomains Abortion (ABO), symbols in a post. The dependency-based features
Gay Rights (GAY), Obama (OBA), and Marijuana haye three variants. In the first variant, the pair
(MAR). Each post should receive one of twlo-  of arguments involved in each dependency rela-
main labels for or against depending on whether tjon extracted by a dependency parser is used as a
the author of the posiupportsor opposesabor-  feature. The second variant is the same as the first
tion, gay rights, Obama, or the legalization of mar-gxcept that the head (i.e., the first argument in a re-
ljuana. To see how we obtain these domain labelggtion) is replaced by its part-of-speech (POS) tag.
let us first describe the data collection process imhe features in the third variant, thepic-opinion
more detail. features are created by replacing each feature

We collect our debate posts for the four domaingrom the first two types that contains a sentiment
from an online debate forul In each domain, word with the corresponding polarity label (i.e.,
there are several two-sided debates. Each debateor —). For instance, given the sentence “John
has a subject (e.g., “Abortion should be banned”hates guns”, the topic-opinion featurdshnm and
for which a number of posts were written by dif- guns- are generated, since “hate” has a negative
ferent authors. Each post is manually tagged withhojarity and it is connected to “John” and “guns”
its author’s stance (i.eyesor no) on the debate vja the nsubjand dobj relations, respectively. In
subject. Since the label of each post represents thgr implementation, we train the stance classifier
subject stance but not the domain stance, we neggsing SVMi9" (Joachims, 1999). After training,
to automatically convert the former to the latter.e can apply the stance classifier to classify the

For example, for the subject "Abortion should betest instances, which are generated in the same
banned”, the subject stangesimplies that the au- \yay as the training instances.

thor opposes abortion, and hence the domain label
for the corresponding label should bgainst Related work on stance classification adn-
We construct one dataset for each domaingressional debatdsas found that enforcinguthor
Statistics of these datasets are shown in Table 1. constraints(ACs) can improve classification per-
formance (e.g., Thomas et al. (2006), Burfoot et al.
3 Baseline Systems (2011), Lu et al. (2012)). ACs are a type of inter-

We employ as baselines two stance classificatio ost constraints that specify that two posts wrltter_l
y the same author for the same debate domain

systems, Anand et al.’s (2011) approach and an en- _
hénced version of it as(descr)ibepdp below should have the same stance. We hypothesize that

Our first baseline, Anand et al’s approach, iSACs could similarly be used to improve stance

; . ... classification of ideological debates, and therefore
a supervised method that trains a stance classifier :
propose a second baseline where we enhance the

'http: // www. cr eat edebat e. coml first baseline with ACs. Enforcing ACs is simple.
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We first use the learned stance classifier to classif¢.1.1 Sub-step 1: Topic Extraction
the test posts as in the first baseline, and {hest-

processthe labels of the test posts.. Specifically, yefine a topic as a word sequence that (1) starts
we sum up the confidence valdesssigned to the i zero or more adjectives and ends with one or

set of test posts written by the same author for the, ;.o nouns and (2) appears in at least five posts

same debate domain. If the sum is positive, thefom the domain. Using this method, for example,
we labelall the posts in this set dsr; otherwise

we label them aagainst

For each domain, we extract a list wipics We

we can extract “abortion”, “partial-birth abortion”,
“birth control”, etc., as the topics for Abortion.

4 Semantic Generalization 4.1.2 Sub-step 2: Pattern Creation
Our first extension to Anand et al.'s (2011) ap-Given a sentence, we create patterns to capture its
proach involves semantic generalization. information using syntactic dependencies and se-

To motivate this extension, let us take a closemantic frames. These patterns can be divided into
look at Anand et al.’s attempt to generalize usingthree types, as described below. For ease of expo-
syntactic dependencies. Note that any approacsition, we will use the two (semantically equiva-
that aims to generalize using syntactic dependerlent) sentences below as our running examples and
cies suffers from several weaknesses. First, theee what patterns are created from them.
semantic relationship between the pair of lexical1) Some people hate guns.
items involved in each of these features is not en(2) some people do not like guns.
coded. This means that the resulting features do
not adequately capture the meaning of the undeSubject-Frame-Object (SFO) patterns. We
lying sentence. Second, replacing a word withcreate a set of SFO patterns for a transitive verb
its POS tag is a syntactic, not semantic, generif (1) it is a frame target (2) its subject (respec-
alization, and doing so further abstracts the relively object) is a topic; and (3) its object (respec-
sulting feature from the meaning of the under-tively subject) is a frame target. In sentence (1),
lying sentence. Above all, while the resulting hateis the target of the fram&xperiencerfocus
features are intended to improve generalizationshenceforth EF), its subjegbeople is a topic, and
they can provide very limited generalizations. Toits object,gunsis the target of the fram@/eapon
see why, consider two semantically similar sen-As a result, we create a set of SFO patterns, each
tences “l hate arrogant people” and “| dislike ar-of which is represented as a 6-tuple. More specifi-
rogant people”. Ideally, any features that intend tccally, we create the 8 SFO patterns shown in the
provide a generalized representation of these sefirst column of Table 2. Pattern 1 says that (1)
tences should be able to encode the fact that theiffis is an SFO pattern; (2) the subject is the word
are semantically similar. However, Anand et al.’speople (3) the frame name of the verb is EF; (4)
features would fail to do so because they cannothe frame name of the object is Weapon; (5) the
capture the fact that “hate” and “dislike” are se-Vverb isnot negated (POS); and (6) wion't care
mantically similar. (DC) whether the verb is sentiment-bearing. If the

In the rest of this section we describe how weVerb is sentiment-bearing (in this casetehas a
generate &emantic genera”zationf a sentence negative Sentiment), we create another pattern that
to capture itsmeaning Our approach to seman- IS the same as the first one, except that DC is re-
tic generalization involves (1) inducing from the Placed with its sentiment value (see Pattern 2).
training data a set of patterns that aim to provide Next, note that since the subject lodteis the
a semantic generalization of the sentences in thtarget of the fram@&eopleand its object is a topic,
training posts and (2) using them in combinationwe need to create patterns in a similar manner,
with the baseline systems to classify a test postiesulting in Patterns 3 and 4. Note tHgople

Below we describe these two steps in detail. in these two patterns (with ‘P’ capitalized) is the
4.1 Step 1: Pattern Induction 3We use the Stanford parser (de Marneffe and Manning,

) ] 2008) and SEMAFOR (Das et al., 2010) to obtain depen-
This step is composed of two sub-steps. dency relations and semantic frames, respectively.

- “A word w is the target of a framé¢ if f is assigned to
2We use as the confidence value the signed distance of the to generalize its meaning. For exammssassinatiorkill,
associated test point from the SVM hyperplane. andterminateare the targets of the fran&lling .
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1 <SFO:people:EF:Weapon:POS:B® <SFO:people:EF:Weapon:NEG:DC17 <DF:dobj:EF:Weapon:POS:DE

2 <SFO:people:EF:Weapon:POS> 10<SFO:people:EF:Weapon:POS> 18 <DF:dobj:EF:Weapon:POS:>

3 <SFO:People:EF:guns:POS:BC 11 <SFO:People:EF:guns:NEG:DC 19 <DF:dobj:EF:guns:POS:DE

4 <SFO:People:EF:guns:POS> 12 <SFO:People:EF:guns:PGS> 20 <DF:dobj:EF:guns:POS:>

5 <SFO:people:EF:DC:POS:DE 13 <SFO:people:EF:DC:NEG:DE 21 <FET:people:Experiencer:EF:POS:BC
6 <SFO:people:EF:DC:POS> 14 <SFO:people:EF:DC:POS> 22 <FET:people:Experiencer.EF:POS>

7 <SFO:DC:EF:guns:POS:DE 15 <SFO:DC:EF:guns:NEG:DE 23 <FET:guns:Content:EF:POS:DC

8 <SFO:DC:EF:guns:POS:> 16 <SFO:DC:EF:guns:POS:> 24 <FET:guns:Content.EF:POS>

Table 2: Sample patterns created for sentences (1) and (2).

name of the fram®@eople not the wordbeopleap- the SFO patterns.

pearing in the sentence. Frame-Element-Topic (FET) patterns. We

To provide better generalization, we create areate one FET pattern for every,fe) pair in
simplified version of each SFO pattern by replac-a sentence where is a verband a frame target,
ing the frame name representing subject/objecind fe is a topicand a frame element of’s
with the value DC. This results in Patterns 5-8. frame® In sentence (1)peopleis a topic and

For sentence (2), we can generate patterns ini@is assigned the rol&xperiencey so two FET
similar manner, resulting in Patterns 9-16. For expatterns (Patterns 21 and 22) are created. Also,
ample, Pattern 9 contains the element NEG, whiclsince gunsis a topic and it is assigned the role
encodes the fact that the veike is negated. Pat- Content two additional FET patterns (Patterns 23
tern 10 deserves discussion. Since the positivand 24) are created. The negation and sentiment
sentiment-bearing verlike is negated, the senti- values are computed in the same way as those in
ment value of Pattern 10 is, which encodes the the SFO patterns.
fact thatnot like has a negative sentiment. The
negation value of Pattern 10 is POS rather tha-2 Step 2: Classification
NEG, reflecting the fact thatot like does not ap- In this step, we will use the patterns learned in
pear in a negative context. In other words, theStep 1 in combination with the baseline systems to
sentiment value needs to be flipped if the verlkelassify a test post. A simple way to combine the
is negated, and so may the negation value. It ifearned patterns with the baseline systems would
worth noting that Patterns 2 and 10 are identicalpe to augment the feature set they employ with the
which provides suggestive evidence that sentencagarned patterns. One potential weakness of this
(1) and (2) are semantically equivalent. method is that the impact of these patterns could

Dependency-Frame (DF) patterns. We create be undermined by the fact that _they are signifi-
a set of DF patterns for a dependency relatibn c_antly outnumbered by the baseline features, par-
if (1) both arguments of are frame targets or (2) ticularly the n-gram features. _

the head is a frame target and the dependent is a FOr this reason, we decided to train another
topic. For example, in the dependency relatiorstance classifier, which we will refer to as the
dobj(hategung, bothhateandgunsare frame tar- Sémantics-based classifier,.  Like the base-
gets, as discussed above, auhsis a topic, soa ine ?f[a}znce classifiet,, (1) c, is trained using
set of DF patterns (Patterns 17-20 in Table 2) wilSVM"#"", (2) each training instance feg corre-
be created from it. A DF pattern is represented a§PONds o a training post, and (3) its class label is
a 6-tuple. For example, Pattern 17 says that (1§1€ Stance the post expresses. Unlikehowever,
this is a DF pattern; (2) the relation typedsbj  (he features employed hy are created from the
(3) the frame name of the head is EF; (4) the framééarned patterns. Specifically, from each pattern
name of the dependent Weapon (5) the head is W create one binary feature whose value is 1 if
not negated; and (6) we don't care about the ser@nd only if the corresponding pattern is applicable
timent of the head. Pattern 18 is the same as Pal? the training post under consideration.

tern 17, except that it takes into account the senti- A natural question, then, is: how can we com-
ment value of the verb. Patterns 19 and 20 replacedine the decisions made lay andc,? To answer
the frame name of the dependent with the topidhis question, we applied both classifiers to the de-
name, which iguns The negation and sentiment. °Note that sincefe is a frame element of’s frame, it is
values are computed in the same way as those issigned a semantic role.
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[ System[ ABO GAY OBA MAR | confident about. Hence, we define confidence for
= gg:i gg:; gg:g g;é classifierc; by the interval fon ff, con ], where

confl < 0 andconf, > 0 are signed distances
from the hyperplane defining. Specifically, we
say that a poinp is confidently classified by; if
(Sysiem[ ABO GAY OBA AR | and iny if p Iies ou_tside the interval defingq by

o 559 185 241 906 con f} andconf,. Since we have two classifiers,

Cs 176 143 194 7.2 ¢y ande,, we need to define two intervals (i.e., four

numbers). Rather than defining these four num-
Table 4: Percentage of posts predicted correctlygrg by hand, we tune them jointly so that the ac-
by one but not both classifiers on the developmenéuracy of our combination strategy on the devel-
set. opment set is maximized.

There is a caveat, however. Recall that when
velopment set for each domain and obtained th@pplying this extension, we need to compute the
results in Table 3. As we can seg,performs sig-  signed distances of every pastfrom ¢, and ¢,
nificantly worse tham; for all domains® to determine which classifier will be used to clas-

At first glance, we should just abandan  sify p. The question, then, is: when applying this
because of its consistently poorer performanceextension to the second baseline (the Anand et al.
However, since the two classifiers are trained orbaseline extended with ACs) where all the posts
disjoint feature sets (one is lexico-syntactic anduritten by the same author for the same domain
the other semantic), we hypothesize that the misshould have the same stance, how should their
takes they made on the development set could bsigned distances be computed? We adopt a sim-
complementary To confirm this hypothesis, we ple solution: we take the average of the signed
compute the percentage of posts in the developdistances of all such posts from the correspond-
ment set that are correctly classified by one but noing hyperplane and set the signed distance of each
the other. Results of this experiment are shown irsuch post to the average value.

Table 4. As we can see, these results are largely
consistent with our hypothesis. For instance, fo® Exploiting Same-Stance Posts

ABO, 22.9% of the posts are classified correctly, classify a debate postin the test set, we have
only by ¢;, but notc,, whereas 17.6% of them are 54 tar exploited only the information extracted
classified correctly only by, but notc;. from p itself. However, it is conceivable that we
Given these results, we hypothesize that perforean improve the classification gfby exploiting
mance could be improved by combining the prethe information extracted from other test posts that
dictions made by; andc;. Sincec, consistently  haye the same stanceasThis is the goal of our
outperforms:; on all datasets, we usgto make a gecond extension.
prediction if and only if (1), cannot predict con- o see why doing so can improve the classifi-
fidently and (2)c, can predict confidently. This cation ofp, we make a simple observation: some
preference for;, is encoded in the following rule- posts are easier to classify than the others. Typi-
based strategy for classifying a test ppsthere  caly, posts containing expressions that are strong
the rules are applied in the order in which they ar@ngicators of the stance label are easier to classify

listed. than those that do not. As an example, consider
Rule 1: if ¢, can classifyp confidently, then use the following posts:

¢p's prediction.
Rule 2: if ¢, can classifyp confidently, use:,'s
prediction.

Table 3. Development set accuracies.

Post 2:1 don't think abortion should be illegal.

Post 3: What will you do if a woman’s life is in

- danger while she’s pregnant? Do you still want to

Rule 3: usecy’s prediction. 9e she's preg Y -
sacrifice her life simply because the fetus is alive?

The next question is: how do we defigen- .
It should be fairly easy for a human to see that

fidenc® Sincec, and ¢, are SVM-based clas- h h  both borti
sifiers, the data points that are closer to the hy'E € authors of both posts support abortion. How-

perplane are those whose labels the SVM is les§Ve" Post 2 is arguably easier to classify than

- "For parameter tuning, for each of the four numbers we
SAll significance tests are paireeests, withp < 0.05. tried the values from-0.5 to+-0.5 with a step value of 0.001.
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Post 3: Post 2 has an easy-to-determine stance, Feature | Definition _ |
whereas Post 3 has a couple of rhetorical questions SameDebatdg whether authors posted in same debgte
e . SameThread whether authors posted in same thread

that may be difficult for a machine to understand. = Repiied | whether one author replied to the othér
Hence, we might be able to improve the classifica-
tion of Post 3 by exploiting information from other Table 5: Interaction features for the author-
posts that have the same stance as itself (which iagreement classifier.
this case would be Post 2).

In practice, however, we are not given the infor-féature sharing. In other words, in ACs, the same-

mation of which posts have the same stance. IRUthor posts interaafter they are classified by
the two subsections below, we discuss two sim!he stance classifier, whereas in our proposal, the

ple methods of determining whether two posts ardteraction occurseforethe posts are classified.
likely to have the same stance. Second, in ACs, all the same-author posts receive

the same stance label. On the other hand, this is
not necessarily the case in our proposal, because
two same-author posts can be classified using dif-
The first method, which we will refer to @8, iS  ferent combinations. In other words, ACs and our
fairly straightforward: we posit that two posts are combination method are not the same. In fact, they
likely to have the same stance if they are writtencan be used in conjunction with each other.

by the same author. Given a test pp$b be clas-

sified, we can use this method to identify a sub->-2 Finding Similar-Minded Authors

set ofp’s same-stance posts. For convenience, weJsing M/; to identify same-stance posts has a po-
denote this set as SameStancePpktS(he ques- tential weakness. If an author has composed a
tion, then, is: how can we exploit information in small number of posts, then the number of com-
SameStancePostg(to improve the classification binations that can be generated will be small. In
of p? One way would be t@ombinethe con- the extreme case, if an author has composed just
tent of the posts in SameStancePgsts(ith that  one postp, then no combinations will be gener-
of p (i.e., by taking the union of all the binary- ated using\/;.

valued feature vectors), and use the class value of To enablep to benefit from our idea of ex-
the combined post as the class valugpofHow-  ploiting same-stance posts, we propose another
ever, rather than simply combining all the postsmethod to identify same-stance posig;, which

to form one big post, we generalize this idea byis a generalization ofdf;. In M,, we posit

(1) generating all possible combinations of postghat two posts are likely to have the same stance
in SameStancePost§( (2) for each such combi- if they are written by the same author or by
nation, combine it withp; (3) classify each combi- similar-mindedauthors. Given test posi, we
nation obtained in (2) using the SVM classifier; (4) can compute SameStancePgsts(sing the defi-
sum the confidence values of all the combinationsiition of M, and apply the same 5-step combina-
and (5) use the signed value as the class valge of tion method described in the previous subsection
Note that if SameStancePogfs¢ontainsn posts, to SameStancePost}to classifyp.

5.1 Using Same-Author Information

the number of possible combinationsHyig” , (7). The remaining question is: given an author,
For efficiency reasons, we allow each combination,, in the test set, how do we compute his set of
to contain at most 10 posts. similar-minded authorsd;,,i.»? To do this, we

At first glance, it seems that the combinationtrain a binary author-agreement classifier on the
method described in the previous paragraph is atraining set to generatd ;i1 for a. Specifi-
alternative implementation of ACs. (Recall thatcally, each training instance corresponds to a pair
ACs are inter-post constraints that ensure that twof authors in the training set having one of two
posts written by the same author for the same doelass labels,agree (i.e., authors have the same
main should receive the same label.) Neverthestance) andlisagree(i.e., authors have opposing
less, there are two major differences between oustances). We represent each instance with two
combination method and ACs. First, in ACs, thetypes of features. Features of the first type are ob-
same-author posts can only interact via the confitained by taking thelifferenceof the feature vec-
dence values assigned to them. On the other hanthrs corresponding to the two authors under con-
in our proposal, the same-author posts interact viaideration, where the feature vector of an author is
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obtained by taking the union of the feature vectors [_System [ ABO GAY OBA MAR |

corresponding to all of the posts written by her. o %'g 2421'8 gg'% g?-g
. . b . . . .

Taking the difference would allow the learner to ot tAC 732 680 642 710

focus on those features whose values differ in the cpsAC 71.8 650 602 67.9

feature vectors. For the second type of features, Cb:CS:%IIﬁg ;‘5‘-3 ?g-é ?i'; ;gg
. .. . cptcs . . . .

we useauthor interactioninformation encoded as e

three binary features (see Table 5 for their defi- Taple 6: 5-fold cross-validation accuracies.

nitions), which capture how authors interact with

each.(_)ther na debfate threaq. After training _theus recall our earlier hypothesis that combiniyg
classifier, we apply it to classify the author-palrsand ¢, using our method would be better than

in the test set. Then, for each authgrwe com- training just one classifier that combines the fea-
pute herk-nearest authors based on the magnltud?

f thei ¢ whereis tuned t e ures used by, andc;. The reason behind our
oT their agreement, wherels IUned 1o maximize hypothesis was that simply combining the feature
accuracy on the development déteFinally, we

sets would undermine the impact of pattern-based
take Asimitar 10 De the set ok-nearest authors. 1, res hecause they would be significantly out-
numbered by the features iy. To confirm this
hypothesis, we showed in row 4 of Table 6 the
6.1 Experimental Setup results of this experiment, where we trained one
Results are expressed in terms aufcuracy ob- classifier on al the featgrgs used by and s
tained via 5-fold cross validation, where accuracy/b‘S we can see, this c_Iassmer (referred tozas _n )

he table) together with the ACs performs signif-

is the percentage of test instances correctly class}-

fied. Since all experiments require the use of de'—Cantly worse than the,+c, +AC system (row 3)

velopment data for parameter tuning, we use threcgntaII c]ilatase;[rs]. In+figt, thﬁfAC syg;e;\n k()rotvf[/hz)
folds for model training, one fold for development, outperiorms e, System on » butthey

and one fold for testing in each fold experiment are statistically indistinguishable on the remaining
" datasets. These results suggest that combining the

6.2 Results pattern-based features with the baseline features

. into one feature set renders the former ineffective.
Results are shown in Table 6. Row 1 shows the _. . .
Finally, we incorporate our second extension,

results of the Anand et al. (2011) baseline on the

four datasets, obtained by training a stance class}-he one that _mvolves generating combinations of
fier using the SVM#"* package. Row 2 shows test posts written by the same authéfy() and by
the results of the second baseline. Anand et al’ oth the same author and similar-minded authors

system enhanced with ACs. As we can see, inco Mz). Results of these experiments are ShOV.V“ in
porating ACs into Anand et al.'s system improvesrc_J]:'_vS 566 oftTabee 6. Tréﬁ&téased lefstem dS'g'
its performance significantly on all datasets and""'cantly outperiormse, +c, on ail four do-

yields a system that achieves an average improvépa'ns’ ylgldlng an average improvement of 2.4 ac-
ment of 4.6 accuracy points. curacy points. Thé/,-based system further beats

the M;-based system by 1.5 accuracy points on

Next, we incorporate our first extension, pattern d thei ; diff L.
induction, into the better of the two baselines (i_e.’ay_erage, and Iheir performance difierence 15 sig-
nificant on all but the ABO domain.

the second baseline). Results of combinip@nd _ _
¢, to classify the test posts (together with the ACs) Overall, our two extensions yield a stance clas-
are shown in row 3 of Table 6. As we can see, in-Sification system that significantly outperforms the
corporating pattern induction into the second basepetter baseline on all four datasefts, with an average
line significantly improves its performance on all Improvement of 6.4 accuracy points.

four datasets and yields a system that achieves an Given the better performance of the
average improvement of 2.48 accuracy points. combination-based systems, a natural ques-

Before incorporating our second extension, letion is: can we further improve performance
by applying our combination methods to gen-

8 i e aae
e tested values gffrom1to7. erate artificial posts and use them as additional
For all SVM experiments, the regularization parameter C

is tuned using development data, but the remaining Iearninérammg instances? To answer this ques_t'_on’ we
parameters are set to their default values. apply both M; and M, to generate additional

6 Evaluation
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training instances, using a random selection ofjal, but they're so ingrained into our culture that |
same-stance authors in place if,’s k-nearest doubt that is going to happen any time soon.

neighbor method. However, neither method yields |, this post, the author supports the legalization
an improvement in performance over the r_nethocbfmarijuana. However, the only useful hints about
on which it is based. We speculate that since alher stance are “marijuana should at least be de-
the posts in the training combinations are alreadysriminalized” and “weed can't kill you”. The rest
present in the training set as individual postsf the post is not helpful for stance classification.

they are more likely to be farther away from the | _— .
hyperplane than the individual posts, meaningoCnvoluted posts appearing later in long post

that they are less likely to be support vectors. Thisiequenceds. A? a post seque_r;_ce gets Iongfer, ‘Zu'
in turn implies that they are less likely to affect (NOrs tend to focus on speciic aspects ol a de-
classification performance. bate and consequently, it becomes more difficult to

classify their stances, even with the context-based
6.3 Error Analysis features (features taken from the immediately pre-

To gain additional insights into our approach, weCeOIIng pqst) proposed by Anand et al. ConS|_der
the following post sequence, where only the first

erformed a qualitative analysis of the errors pro-
guce d by ourqbest-performin)glj system below P post (P1) and the nth post (Pn) are shown due to

space limitations.

Failure to accumulate deCISlonS_from Seve'jal [P1: Anti-Obama] Obama is a pro-abortionist. Killing b
clues. Authors often express their stance using abies is wrong so stop doing it. The new health reform [bill
group of sentences where the latter sentence(s) inis not good. There are some good things but more worse

. s | than good. You could have just passed some laws instead of
dicate the actual stance and the initial sentence( >5n

may give a false impression about the author’s

157
[

aking a whole bill.

stance. Consider Post 1 (see Section 1) and Post|(4. [Pn: Pro-Obama] Killing fetuses isn't wrong. Be}
. . sides, we could use those fetuses for stem cell re-
Post 4:1 agree abortion creates stress and pain. | search.

agree it kills a potential life. That does not mean

itis right to ban abortion. As we can see, the author of P1 does not sup-

) ) ) port Obama because of his pro-abortion views. In
' In Post 1, the autho_r is antl-abqrtlon, Whereaspn’ a pro-Obama author explains why she thinks
in Post 4, the author is pro-abortion. HOWeVer,5p,4ion is not wrong. However, without the con-
the first sentence in Post 1 gives a misleading Clug.yt from P1 that Obama is pro-abortion, it is not
about the author's stance, and so do the first tW sy for 4 machine to classify Pn correctly. This
sentences in Post 4. Since all the systems digsrghiem is more serious in ABO and GAY than in

cussed in the paper operate on one sentence ayd, gther domains as the average length of a post
time, they are all prone to such errors. One WaYsequence in these two domains is larger.
to address this problem could be to determine how

adjacent sentences are related to each other viatfe Conclusions

use of discourse relations. _ _
We examined the under-studied task of stance

Presence of materials irrelevant to stance. Be-  |assification of ideological debates. Employing
cause of the informal style of writing, we often g two extensions yields a system that outper-
find long posts with one or two sentences indicattorms an improved version of Anand et al.’s ap-
ing the actual stance of the author. The rest OfSUCBroach by 2.6-7.0 accuracy points. In particular,
posts often include descriptions of an author’s peryhjje existing approaches to debate stance classi-
sonal experience, comments or questions directegation have primarily employed lexico-syntactic
to other authors etc. Such long posts are frequent%atures, to our knowledge this is the first attempt
misclassified for all four domains. Consider they employ FrameNet for this task to induce fea-
following example. tures that aim to capture the meaning and pro-
Post 5:Marijuana should at least be decriminal- vide semantic generalizations of a sentence. In
ized. Driving stoned, however, is something totallyaddition, our method for identifying and exploit-
different and should definitely be a crime. Also,ing same-stance posts during the inference proce-
weed can't kill you, unlike cigarettes and alcohol. dure provides further gains when used on top of
In my opinion cigarettes should definitely be ille- our FrameNet extension.
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