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Abstract

The Australian National Corpus (AusNC) pro-
vides a technical infrastructure for collecting
and publishing language resources represent-
ing Australian language use. As part of the
project we have ingested a wide range of re-
source types into the system, bringing together
the different meta-data and annotations into a
single interoperable database. This paper de-
scribes the initial collections in AusNC and
the procedures used to parse a variety of data
types into a single unified annotation store.

1 Introduction

The Australian National Corpus (AusNC) is a new
project to create a wide ranging resource for research
on language in Australia. In contrast to other Na-
tional Corpora, it is not a new, targeted collection
of language data. Instead, the AusNC will manage
a range of collections of language use in Australia
that will be unified by common meta-data, data and
annotation standards and formats. This approach al-
lows us to curate existing important collections and
incorporate new collections into a larger whole that
may prove more useful than the sum of its parts.

In the long term, AusNC aims to illustrate Aus-
tralian English in all its variety, situational, so-
cial, generational, and ethnic; and to document lan-
guages other than English used in Australia, includ-
ing Aboriginal and Torres-Strait Islander languages,
AUSLAN, and the community languages of immi-
grants. The Corpus also aims to serve a wide range
of research disciplines from grammatical and lexi-
cal studies to sociolinguistic research and language

technology. By including audio and video sources
the Corpus hopes to be able to serve researchers in-
terested in acoustics and gesture as well as language
technology applications that require this kind of data
to train and test computational models.

The pilot project that established the AusNC
chose a small number of corpora that were felt to
characterise the range of corpora in use by Aus-
tralian researchers. These include a number of im-
portant historical collections that have been used to
characterise Australian English in the past. The pri-
mary focus of the project was to ingest the corpus
text and meta-data into a web accessible form and
provide a way of browsing this data and publishing
meta-data records to the Research Data Australia di-
rectory1. However, as a part of the ingestion process,
we undertook to parse as much annotation data as
possible and convert it to an RDF format (Cassidy,
2010) so that it might be used in a future version of
the technical infrastructure.

This paper describes some aspects of the process
by which meta-data and annotations were extracted
from these corpora and the measures we took to en-
sure the interoperability of the data in the AusNC
platform.

2 Overview of Corpora

The corpora included in the initial collection are
drawn from a range of disciplines and contain a var-
ied amount of meta-data and annotation. In sum-
mary, the corpora are:

1http://researchdata.ands.org.au/
australian-national-corpus
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• The Australian Corpus of English (ACE):
Written language, some simple XML like
markup for header, bylines etc.

• The Australian ICE Corpus: Written and
spoken language, XML like markup following
the ICE standards.

• The Corpus of Oz Early English (COOEE):
Historical texts with minimal markup.

• The Monash Corpus of Spoken English:
transcribed audio of conversations in Word for-
mat, speaker turn annotation

• The Griffith Corpus of Australian Spoken
English: transcribed audio of conversations
in PDF format with embedded Conversation
Analysis markup.

• The AustLit collection: TEI formatted sam-
ples of Australian fiction.

• The Mitchell and Delbridge Corpus: audio
recordings with time aligned word and pho-
netic annotations.

• The Braided Channels Research Collection:
video recordings with transcriptions in Word
format, speaker turn annotations, roughly time
aligned with video.

All of these corpora are hand-annotated - the an-
notation was done as part of the data collection and
served the research in a particular discipline. There
is clearly scope for adding more machine-generated
annotation such as sentence segmentation and POS
tagging, but doing so was beyond the scope of the
project. The work we report here is about under-
standing the existing annotation and ingesting it into
an interoperable framework.

3 Some End User Goals

The goal of the AusNC is to bring together more col-
lections of Australian language so that researchers
can benefit from being able to work with many col-
lections in a uniform way. To illustrate this we will
look at two example ‘use cases’ from the point of
view of a Linguistics researcher.

The first case involves a study of utterance final
constructions and their effect on the following utter-
ances. Researchers want to identify certain lexical
items occurring at the end of a speaker turn (eg. ’is
it?’, ’can he?’), classify the turns according to the
gender of the speaker and then study the turns and
those that follow them to look for common patterns.

The second case looks at overlapping speech in
dialogue. The researcher is interested in the lexi-
cal items that are used in backchannel interjections
(’hmm’, ’yeah’, ’really’) and so wants to generate a
list of words that occur during overlapping speech
ordered by frequency and distinguished by the gen-
der of the speaker.

Each of these tasks can be achieved by researchers
on the existing data sets; in fact they are things that
have been done already. The main issue is that the
variability in the way that meta-data and annotation
is represented in the corpora mean that any study
that wanted to work over multiple corpora would
need to process each one separately with difficult
and different manual methods. The three corpora
that we’ll target in these examples are the Griffith,
Monash and ICE-AUS corpora, all of which con-
tain transcriptions of dialogue with some overlap
information and which have been identified by re-
searchers as good resources that they would like to
be able to make use of.

The two cases are similar in that they both involve
identifying speaker turns in dialogue. These are rep-
resented differently in the source corpora, with Grif-
fith and Monash using formatting within the Word or
PDF document (a line starting with a speaker iden-
tifier and a colon) and ICE-AUS using XML like
markup in the text. In Griffith and Monash, the end
of a speaker turn is implicitly marked as the newline
before the start of the next turn and so searching for
words at the end of turns is problematic.

Speaker meta-data is available in all three cor-
pora but in very different forms. In ICE-AUS it is
in a separate spreadsheet; in Griffith and Monash it
is at the head of each transcript in a table. Essen-
tially, finding the gender of each speaker is a manual
process of tabulating the available data, except for
Monash which encodes gender in the speaker iden-
tifier.

The third kind of annotation we need to look at
is overlap. This is handled very differently in each
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case. Monash and ICE-AUS use explicit markup for
regions of overlapped speech - in the case of Monash
the text is enclosed in square brackets. Griffith’s CA
style of annotation uses an open square bracket to
mark the start of overlap and vertical alignment to
mark the relationship between the two speaker’s ut-
terances, but the end of overlap is not marked explic-
itly. ICE-AUS has an explicit mechanism for linking
two overlapping segments but Monash relies on the
reader to line up multiple segments. So if we have
three speakers:

BH4M: [whats that]
BH4MMo: [what] did he do?
BH4MFa: .. well we were going to

the milkbar on Sunday
BH4MMo: [oh]
BH4M: [oh] here we go

we need to be very careful to keep track of the over-
laps from the start of the discourse to be able to iden-
tify what overlaps with what.

A final consideration is document selection. Both
the Monash and Griffith corpora represent a single
kind of language use - conversation. However, the
ICE-AUS corpus contains samples of conversation
alongside monologues, newspaper text and fiction.
Clearly in carrying out any study over multiple cor-
pora, a researcher needs to be able to select appropri-
ate documents based on their descriptive meta-data.

Based on this review, it is clear that if a researcher
is to be able to perform queries on more than one
data set, the main thing standing in their way is the
diversity of representations of the phenomena that
are annotated. In this case, the meaning of the anno-
tations is aligned in each case (speaker turns, over-
lap) but their realisation is quite distinct. In addition,
the link to meta-data about the speaker and the kind
of language represented in each document needs to
be clear.

4 Technical Architecture

The goal of the project is to establish a unified tech-
nical platform that can store the source media (text,
audio, video), meta-data and annotations from these
different corpora and provide not only online access
to the resources but value-added services that make
them more useful to the research community. The
technical architecture builds on the DADA system

(Cassidy, 2010) and integrates separate data stores
for the source media, meta-data and annotation be-
hind a web based presentation and analysis layer
based on the Plone content management system.

The meta-data and annotation stores are built on
an RDF triple store. The use of RDF for meta-data
is well understood and our implementation makes
use of standard vocabularies as far as possible to
describe corpora and their contents. Modelling an-
notation data as RDF is less well established but
our earlier work has shown that the data model and
query language are well suited to the task. Among
the challenges in this project are managing the scale
of data resulting from ingesting annotations from a
large number of corpora and dealing with the issues
that arise in storing many different corpora in a sin-
gle annotation store.

4.1 Parsing Annotation

All annotation in the corpus is stored as stand-off
annotation, so the source media, be it text, audio or
video, is stored separately in a web accessible loca-
tion that will be referenced by the meta-data and an-
notation stores. For audio and video resources this is
standard practice; for the text based corpora this has
meant generating markup-free versions of the text to
act as the source media.

To generate the markup-free based versions of the
text we have developed a parsing library that is able
to handle the variety of markup that we have found
in our target corpora. The library, based on the
Python pyparsing2 module, is written such that
new parsers can be built by chaining together primi-
tive parser elements. The output of the parsing pro-
cess is twofold – the plain text without markup and a
stream of annotation objects that reference character
offsets in the plain text stream. An example of call-
ing a simple parsing procedure is shown in Figure 1.

The output from these parsing procedures is com-
bined to produce the plain text version of the doc-
ument and a collection of annotations that are then
converted to RDF.

In the case of the ICE corpus, we drew on earlier
work on a validating parser for ICE markup (Wong
et al., 2011) which was able to convert the validated
ICE markup to a standoff annotation format suitable

2http://pyparsing.wikispaces.com/
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>>> markupParser(’h’, ’heading’).parseString("<h>some stuff</h>")
([@(some stuff,[heading: 0 -> 10])], {})

Figure 1: An example call to one of the parser procedures, in this case parsing an XML style header from the ACE
corpus. The result is a representation of the plain text and the annotation with character offsets.

RF3: [Okay]
BH1M: [Im fifteen] years old.
RF3: Fifteen?
BH1M: Yes.
RF3: How do I spell your surname?

Figure 2: Sample of the original text from the Monash
corpus

Okay
Im fifteen years old.
Fifteen?
Yes.
How do I spell your surname?

Figure 3: Sample of plain text from the Monash corpus
corresponding to the raw text in Figure 2

for ingestion.
As described in earlier papers on the DADA sys-

tem (Cassidy, 2010), annotations are modelled as
RDF and stored on the server in a Sesame triple
store. The annotation model used is now closely
aligned with the proposed ISO Linguistic Annota-
tion Framework (ISO 24612, 2012) and the intention
is that this system is a realisation of that standard as
an annotation database, rather than a data exchange
format.

4.2 Parsing Speaker Turns and Overlaps

An example of the text version of a document from
the Monash corpus is shown in Figure 2; this con-
tains examples of both of the phenomena mentioned
in Section 3: speaker turns and overlap. The parsing
process removes all markup (in this case, the speaker
identifiers and the square bracket overlap notation)
and generates the text shown in Figure 3 and a col-
lection of RDF annotations which will be discussed
below.

A second part of the ingestion process is to read
and normalise the meta-data that is associated with
the primary data. This is found in different forms:

monash:speaker/BH1M a foaf:Person;
monashp:role "primary";
monashp:school "BH";
foaf:age "15";
foaf:gender "male" .

Figure 4: Part of the meta-data for the sample of Figure 2
describing the speaker BH1M.

spreadsheets, text files and in the case of the Monash
and Griffith corpora, in tables at the start of each
transcription file. This data is parsed as part of
processing the document and normalised to stan-
dard vocabularies where possible. Items like speaker
identifiers are treated specially to ensure we main-
tain the link between speaker data and annotations
on speaker turns, and that speaker identifiers are
unique across the different corpora. Figure 4 shows
the description of one speaker which uses the stan-
dard foaf namespace3 commonly used to describe
individuals. Since the same property names are
always used, we can filter speakers by gender or
age (where available) irrespective of the corpus they
contributed to.

A sample speaker turn annotation is shown in
Figure 5 in the RDF format used by the DADA
system. This is basically a set of descriptions
of objects via attribute-value pairs. In this case,
the object monash:5514A is an instance of
the class dada:Annotation and has proper-
ties dada:type etc. The colon notation denotes
namespaced identifiers which can be described by
a formal vocabulary (ontology). The RDF descrip-
tions of annotations can reference parts of the meta-
data as seen in the ausnc:speakerid property in
the example which references the speaker described
in Figure 4.

The text in Figure 2 also contains an example of
overlapping speech marked as square bracketed text.
This is also recognised as part of the parsing process

3http://www.foaf-project.org/
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monash:5514A a dada:Annotation;
dada:type ausnc:speaker;
dada:partof monash:10cdaedc;
dada:targets monash:5514L;
ausnc:speakerid monash:speaker/BH1M .

monash:5514L a dada:UTF8Region;
dada:start 91;
dada:end 113 .

Figure 5: Part of the RDF annotation generated from the
raw text in Figure 2. The first part describes the annota-
tion object itself which has a number of properties, this
targets a locator object described in the second part as a
region bounded by UTF8 character offsets. This repre-
sents the second line in Figure 2.

and annotations marking this region as overlap are
generated. In this case it would be useful to also
record the relationship between these two instances
of overlap - that ’Okay’ is spoken at the same time
as ’Im Fifteen’; however, our parser is not yet ca-
pable of doing this for the Monash data. We have
done this for another corpus, ICE-AUS as part of the
work reported in (Wong et al., 2011) but in this case,
instances of overlap were numbered to allow the
correspondence to be made explicit. However, we
found that since the annotators were unable to vali-
date the markup they were writing (it was XML like
but didn’t conform to any formal system), there were
many deviations from the stated rules that needed to
be corrected before a useable parse could be com-
pleted. We suspect that this will be the case with the
Monash data as well.

There are also examples of overlap in the Grif-
fith corpus, marked up with the CA convention of an
open square bracket, vertically aligned with the cor-
responding text from the second speaker. Here’s an
example:

11 H: [family gen[der book two
12 S: [can- [can I borrow
13 that?

Given the involvement of vertical alignment and
the lack of explicit end markers for the overlap,
we’ve not yet been able to successfully parse this
markup, however we are confident that we should
be able to recover most of the information here with
further work.

monash:5513A a dada:Annotation;
dada:type ausnc:overlap;
dada:partof monash:10cdaedc;
dada:targets monash:5513L .

monash:5513L a dada:UTF8Region;
dada:start 91;
dada:end 102 .

Figure 6: Part of the RDF annotation generated from the
raw text in Figure 2 showing an overlap annotation corre-
sponding to the text ’Im Fifteen’

5 Discussion

5.1 Achieving User Goals

In Section 3 we presented two example tasks that
users had identified as targets for the work we were
doing in building the AusNC. These relied on having
a more uniform annotation model that would allow
queries over speaker turns and overlapping speech
when the source corpora have quite different ways
of expressing this markup.

We have described the ingest process for the
AusNC which aims to build this uniform represen-
tation of annotation. An important part of this is
the use of common labels for annotation types such
that the same phenomena in different corpora can be
identified in the same way. While the examples we
chose were quite simple (and not particularly ’se-
mantic’), they illustrate the concept of using stan-
dard types to describe kinds of annotation.

The solution that we have describe only goes part
of the way towards solving the problems presented
in Section 3 however. We’ve built a model but we
need to build the query tools and analysis engines
that can make use of the data to answer questions
from researchers. We are currently involved in a
follow-on project that aims to do just this, adding in-
frastructure for running tools that will support query
and analysis of corpus data from the AusNC as well
as generating new annotations by running automatic
processes such as parser and POS taggers.

5.2 Annotation Types

Though the annotation data model is standardised
across the different corpora, the types and contents
of the annotations is different. The dada:type
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property of each annotation denotes an annotation
type while the ausnc:val property is used to carry
a value or label for the annotation. Other feature val-
ues can be expressed as additional RDF properties
on the annotation node.

The concept of annotation type is not directly ex-
pressed in the ISO-LAF standard but is realised in
most examples as a non-distinguished property of
each annotation or via the AnnotationSpace prop-
erty. The main point being that there is no require-
ment in ISO-LAF for any kind of type system but
that there are a couple of mechanisms by which one
could be implemented which would be equivalent to
the model used here.

The use of the type system allows us to assert that
certain kinds of annotation are semantically equiv-
alent - in this case the speaker turns and overlaps
in different corpora. This is a key to the interoper-
ability of annotations because without this we can-
not reliably treat the annotations as having the same
meaning. The use of RDF makes it natural to use
a schema to describe the annotation types, meaning
that we can generate schemas to describe different
styles of annotation - from transcribed dialogue to
Penn Treebank style parse trees.

In order to make any type system useful, the way
that it is used needs to be standardised. The DADA
vocabulary makes one suggestion that is compati-
ble with the ISO-LAF framework; while there may
be other options to consider, it would be an impor-
tant next step to discuss how this should be realised
within the standard.

5.3 Other Annotation Types in AusNC
As the ingest scripts were developed for the different
corpora in AusNC, common type names were used
for annotations where possible. However, since the
focus of the project was on the ingestion of primary
data and meta-data, there were only a small number
of types that were identified as common over more
than one corpus.

In all other cases, annotation type names, values
and other properties were derived from the names
used in the individual corpora or where appropriate
in the documentation for the corpora. A good exam-
ple is the Griffith corpus which uses Conversational
Analysis markup embedded in the text. The docu-
mentation for this annotation style was taken from

Type Name Example
micropause (.)
pause (1.2)
elongation fo:r commu:nicating
intonation if ↑I couldnt bo↓rrow,
latched-utterance 7 H: sexuality=

8 S: =ah
speaker 5 S: I’m glad I saw you
volume business ◦cause◦ I missed
uncertain S: ( ,) this morning,

Table 1: Annotation types and examples from the Griffith
corpus

(Lerner, 2004) which contains a glossary of tran-
scription symbols with an informal description of
their use and meaning. Table 1 lists the types that we
have parsed with some examples of their use (there
are a few other types that are used in the corpus that
we are still working on parsing correctly).

6 Summary

This paper has tried to summarise some of our ex-
periences in taking source data in many different
formats and generating a single, interoperable an-
notation store that can hold annotations on many
resources from different collections. The current
system is able to present these resources via the
web4 and we are now starting to develop tools to
work with the annotated data to help answer research
questions for the diverse communities who make use
of this data.
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Abstract

This paper presents two elements of the ISO
standard for semantic role annotation which is
under development (ISO CD 24617-4:2013),
namely (a) the metamodel, which describes
the types of concepts that may occur in se-
mantic role annotation and their conceptual
relations, and (b) an annotation language for
expressing semantic role annotations, with its
abstract syntax, XML-based concrete syntax,
and semantics.

1 Introduction

ISO project 24617-4, Language resource manage-
ment Semantic annotation framework Part 4: Se-
mantic Roles, has the aim of defining an interna-
tional standard for the annotation of semantic roles,
including an inventory of core semantic roles de-
fined as ISO data categories, and an annotation lan-
guage with an XML-based representation format
and a formal semantics.

Semantic roles are receiving increasing interest
in the information processing community because
they make explicit the key conceptual relations of
participation between a verb and its arguments, i.e.,
they specify Who did what to whom, and when,
where, why, and how. For English alone, there are
already several different semantic role frameworks,
including FrameNet, VerbNet, LIRICS, EngVallex
and PropBank (see Fillmore & Baker, 2004; Kipper-
Schuler, 2005; Schiffrin & Bunt, 2007; EngVallex,
2011; and Palmer et al., 2005, respectively). Al-
though these have been developed independently,
there are strong underlying compatibilities between

these frameworks, and they share a central defini-
tion of what a semantic role is, and what its span is,
within an individual sentence. In addition to defin-
ing key concepts, the ISO standard aims at clarifying
and specifying these underlying compatibilities and
providing where possible a mapping between simi-
lar semantic roles across different frameworks. This
mapping illustrates how different semantic role def-
initions can be linked to each other across frame-
works, and presupposes a specification of clearly de-
fined criteria for distinguishing semantic roles.

The specification can be used in two different sit-
uations:

• in annotations where the semantic roles are
recorded in annotated corpora;

• as a dynamic structure produced by automatic
systems; a process typically called semantic
role labelling (SRL)

The objectives of this specification are to provide:

• A reference set of data categories defining a
structured collection of semantic roles with an
explicit semantics.

• A pivot representation based on a framework
for defining semantic roles that could facilitate
mapping between different formalisms (alter-
native semantic role representations/syntactic
theories/eventually different languages) pro-
moting interoperability.

• Guidelines for creating new resources that
would be immediately interoperable with pre-
existing resources

41



The ISO semantic roles project follows a design
strategy for semantic annotation projects that in-
cludes (a) the design of a conceptual model which
contains the key concepts involved in the kind of
semantic annotation and which describes how these
concepts are related; such a model is called a ‘meta-
model’ (see Bunt & Romary, 2004), and (b) the
three-part definition of an annotation language, the
parts being (1) an ‘abstract syntax’, specifying how
the basic concepts defined by the metamodel may
be combined into set-theoretic structures called an-
notation structures’; (2) a ‘concrete syntax’, defin-
ing a reference representation format, typically us-
ing XML, for representing the annotation structures
defined by the abstract syntax, and (3) a formal se-
mantics describing the meaning of annotation struc-
tures (see Bunt, 2010; 2013 for a description of
this methodology, called the CASCADES method-
ology). This paper focuses primarily on the meta-
model constructed in the project for semantic role
annotation (section 2) and the definition of the anno-
tation language (3). For a more detailed description
of the frameworks discussed and of semantic roles
in general see the ISO document ISO 24617-4:2013,
Bonial et al. (2011) and Johnson et al. (2001). The
paper concludes with a brief discussion of what has
been achieved and what remains to be done.

2 A metamodel for semantic role
annotation

2.1 Predicate-argument structures and
eventualities

A predicative expression with its arguments can be
viewed semantically as describing an actual or hypo-
thetical eventuality with its participants. Associated
with the predicate (most prototypically a verb) is a
subcategorization frame, describing the participants
that are expected in that particular type of eventual-
ity. Each slot in the subcategorization frame can be
given a semantic role label which can then be asso-
ciated with any argument that fills that slot. In the
most fine-grained view each individual lexical item
can be seen as defining a unique eventuality type
with a unique set of possible participants.

Different predicative expressions may share the
same or a very similar set of possible participants.
Obvious examples are nouns and adjectives that con-

stitute derived forms of the same lexical item (ob-
serve, observance, observer). Other examples are
buy and sell, and give and receive. Depending on the
desired level of generalization, the grouping of lexi-
cal items into shared subcategorization frame classes
may stop there (this is one view of the PropBank
Frame Files) or may continue to include a small
set of items with very closely related semantics (the
FrameNet view) or may extend to include items that
share specific patterns of argument types but may
have a fairly tenuous semantic relation (the VerbNet
view). These frameworks take the subcategorization
frame as a whole into consideration when determin-
ing the choice of individual semantic roles; this is
motivated by examples such as replace, which can
have one participant as the old item being replaced
and another participant as the new item replacing
it, with an obvious dependency between these two
roles.

LIRICS does not use subcategorization frames or
any other a priori association of semantic roles, but
uses a set of features, like intentionality of the in-
volvement of a participant, to distinguish among
individual semantic roles, in the spirit of Dowty
(1991). For example, in (1a), the behaviour of ‘Mar-
tin’ is clearly intentional, and he would be assigned
the Agent role. In (1b), there is no intentional-
ity involved, and The lightning would be assigned
the Cause role. Sentence (1c) is ambiguous as to
whether Martin’s behaviour caused the children to
be frightened as an intended or as an unintended ef-
fect, and so the semantic role of Martin’s behaviour
is either Agent or Cause.

(1) a. Martin frightened the children by pulling
faces at them.

b. The lightning frightened the children.

c. Martin’s behaviour frightened the children.

Note that the same word can have multiple senses,
each of which might be associated with a distinct
event type, and therefore a distinct frame. In this
case the word could be represented by several even-
tuality types, each one associated with a different
frame or class. Therefore, for the approaches to se-
mantic role labelling embodied in FrameNet, Prop-
Bank, EngVallex and VerbNet, there are three core
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elements that must be defined for semantic role la-
belling:

1. the word sense, or lexical unit, under consider-
ation;

2. the frame associated with that word sense; and

3. specific semantic role labels associated with
each slot in that frame that will be assigned to
the participants filling the slot.

The more examples that can be provided to illustrate
the degree of syntactic variation available to each
sense, the better. These examples, or instances, are
considered tokens that are each associated with the
appropriate type definition.

An additional consideration in defining any se-
mantic role labelling scheme is exactly which con-
stituents are labeled as adjuncts and whether or not
a set of general adjunct types is defined. It is noto-
riously hard to draw a clear line between arguments
of a verb and adjuncts, and approaches to semantic
role labelling differ in how they draw such a line,
or finesse the question by giving individual labels to
adjuncts associated with each eventuality type. Fi-
nally, frames may include information about likely
semantic types of the semantic roles being specified.

The frames associated with a semantic role la-
belling scheme specify the roles associated with the
eventuality types. (For FrameNet they would be the
FrameNet Frames, for PropBank and for EngVallex
they are the PropBank role sets or framesets, and for
VerbNet they are defined in VerbNet classes.) The
frames are typically consulted during annotation to
guide the decisions and ensure consistency. This
makes the specification of the frame a critical step
in the path towards an annotated corpus. For each
predicate in a language, a meta-level description of
the predicate and its arguments needs to be created,
with examples, which constitutes the definition of
the eventuality type frame.

2.2 Eventualities, participants, types and
tokens

Figure 1 visualizes the conceptual view that under-
lies semantic role annotation according to standard
ISO 24617-4 under development. A predicative ex-
pression in natural language, in the sense in which
it is understood in a given utterance, is viewed as

denoting a certain type of eventuality, and the occur-
rence of the verb form in the utterance as denoting an
instance (or ‘token’) of that type of eventuality. Each
eventuality type has a semantic role set or ‘frame’
defined, which determines the possible choices of
individual semantic roles for the participants in an
instance of that eventuality type. Eventuality types
may further be grouped into classes that have sim-
ilar role sets, possibly defining hierarchies of event
classes/types and the corresponding role sets/frames
(not shown in Fig. 1).

Like eventualities, participants also have a seman-
tic type, typically expressed by the lexical item that
serves as the nominal head of a noun phrase or that
forms the central element in a predicative expres-
sion. The metamodel in Fig. 1 indicates that in a
given utterance, the semantic roles relate the par-
ticipants that occurrences of nominal (or adverib-
ial) lexical items refer to, to the eventualities cor-
responding to an occurrence of a verb (or noun, or
other event-denoting predicative expression). Par-
ticipants and eventualities are both tokens of certain
types, which pertain to a semantic type system.

Since annotations add linguistic information to
stretches of primary data, the identification of rel-
evant stretches in the data is essential. In stand-
off format, this realized through pointers to the pri-
mary data (the original text) or to elements at an-
other layer of annotation, such as a syntactic parse,
where the regions of primary data are identified. Fol-
lowing ISO practice, the term ‘markable’ is used
to refer to the entities that anchor an annotation di-
rectly or indirectly in the primary data. Note that the
metamodel stipulates that participants and eventual-
ities are expressed by markables in the original text
(‘source document’), but that semantic roles are not
textually expressed.

3 SemRolesML

3.1 Abstract syntax

The abstract syntax of an annotation language con-
sists of two parts (Bunt, 2010): (a) a specification
of the elements from which annotation structures
are built up, called a ‘conceptual inventory’, and (b)
a specification of the possible ways of combining
these elements in set-theoretical structures, called
‘annotation structures’.
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Figure 1: Metamodel for semantic role annotation.

a. Conceptual inventory
The conceptual inventory of the SemRoleML
markup language, defined as part of ISO 24617-4,
is derived from the metamodel shown in Fig. 1 by
identifying among the categories of concepts in the
metamodel those which are elementary and those
which are composite, the latter being defined in
terms of other concepts occurring in the metamodel.
The listing of the basic concepts constitutes the
conceptual inventory.

Of the ten categories represented in Fig. 1, the
‘source document’ is present only as a source of the
markables and a carrier of possibly relevant meta-
data. Of the other nine categories, ‘participants’ and
‘eventualities’ are tokens of the basic concepts ‘par-
ticipant type’ and ‘eventuality type’, respectively,
and are identified by the occurrences of predicates
and argument NPs in certain markables; as such they
are instances (or ‘tokens’) of basic concepts, rather
than basic concepts themselves. (Technically, they
correspond to so-called ‘entity structures’ in the ab-

stract syntax, see below.)
Concepts from the three categories at the bottom

of Fig. 1, ‘frames’, ‘frame elements’ and ‘semantic
types’, do not necessarily show up in semantic role
annotations (but they often do in FrameNet annota-
tions); they are especially important in the lexical
resources supporting semantic role annotation. With
respect to our abstract syntax, frames are a compos-
ite concept, that include n-tuples of frame elements.
Frame elements include pairs of semantic role labels
and specifications of the most likely semantic type of
a participant playing that role, and are thus also com-
posite concepts. So the five categories of elemenary
concepts that form the SemRoleML conceptual in-
ventory are: markables, semantic roles, participant
types, semantic types, and eventuality types.

The specification of the SemRoleML conceptual
inventory is thus the following listing of elementary
concepts:

1. EV , a finite set of eventuality types, typically
corresponding to verbs, nouns and adjectives.
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2. RL, a finite set of semantic roles, such as
the LIRICS role set (Schiffrin and Bunt, 2007;
Petukhova and Bunt, 2007). This set can have
a hierarchical organization, such as the unified
VerbNet-LIRICS hierarchy presented by Bo-
nial et al. (2011), with lower tiers express-
ing more fine-grained meanings, however this
is not part of the conceptual inventory as such,
but follows from the definitions of these roles
(cf. Miltsakaki et al., 2008).

3. MA, a finite set of markables to which seman-
tic roles can be attached.

4. PT , a finite set of participant types.

5. ST , a finite set of semantic types. The set PT
of participant types and the set EV of eventu-
ality types are subsets of ST .

b. Annotation Structures

An annotation structure is a set of entity struc-
tures and link structures. An entity structure is a pair
〈m, s〉 consisting of a markable (element of MA)
and a specification of semantic information about
that markable. For semantic role annotation, en-
tity structures describe the eventualities and partici-
pants (both at token level) that are related by seman-
tic roles. There are two kinds of entity structures in
SemRoleML, those where the component s charac-
terizes an eventuality and those where it character-
izes a participant.

A link structure in SemRoleML is a triplet
〈εe, εp, ρ〉 consisting of two entity structures εe and
εp, corresponding to an eventuality and a partici-
pant, respectively, and a semantic role specification
ρ, which is either simply a semantic role label R or
a pair 〈φ,R〉, where φ is a frame, i.e. a list of frame
elements φ = 〈φ1, φ2, φk〉. A frame element is ei-
ther just a specification of a semantic role, or a pair
〈Ri, ti〉 consisting of the specification of a semantic
role and a semantic type (expected to subsume the
participant type of a participant filling that role).

For the example sentence (2) two entity structures
are created, one for the markable The soprano, and
another one for the markable sang, shown in (3):

(2) The soprano sang

(3) a. ε1 = 〈the soprano, SOPRANO〉
b. ε2 = 〈sang, SING〉

For easy of readability, the strings the soprano and
sang are used here to indicate markables (i.e. an oc-
currence of a stretch of text in the source document),
SOPRANO is a participant type (an element of PT ),
and SING is an eventuality type (an element of EV ).

A link structure is moreover created consisting of
the two entity structures ε1 and ε2 and the semantic
role Agent. The link structure is thus the triplet:

(4) L1 = 〈ε1, ε2, Agent〉

The annotation structure for sentence (2) is the
pair consisting of these entity structures and link
structure(s):

(5) α = 〈{ε1, ε2}, {L1}〉

Note that ST , the set of semantic types, can be
used to distinguish semantic roles and help deter-
mine their applicability. These are specified as se-
lectional preferences by VerbNet, and are often in-
cluded in the textual descriptions in FrameNet. As
with the semantic roles, inheritance relations can
hold between semantic types; these can be based on
an hierarchical classification such as the hypernyms
in WordNet (Miller, 1990; Feelbaum, 1998). In the
example The soprano sang, the verb sing will plau-
sibly have a frame which specifies that the frame el-
ement for the Agent slot expects a participant with
the semantic type ANIMATE (or maybe HUMAN ∪
BIRD, if we agree that only humans and birds sing);
since sopranos are humans, the semantic type sys-
tem should include the knowledge SOPRANO ⊂ HU-
MAN, and therefore the participant type is indeed
subsumed by the semantic type.

The frames discussed above specify for each
eventuality type the associated set of semantic roles,
and can be used to guide the annotation process.
Each frame consists of an eventuality type, e (an el-
ement of EV ), and a subset, Se, of RL with at least
one element, such that e ∈ EV , and ri ∈ RL for
all ri ∈ Se. For example, the frame for sing as oc-
curring in example (2) above would consist of the
eventuality type, SING, and the possible roles, in-
cluding Agent and Theme, both of which are mem-
bers of RL.
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3.2 Semantics

The CASCADES design methodology (Bunt, 2013),
used in the development of ISO 246171-4, derives a
formal semantics for a given abstract syntax through
a translation of the components of annotation struc-
tures to discourse representation structures (DRSs,
Kamp and Reyle, 1994), which are combined by
unification operations into a DRS for the annotation
structure as a whole.

An entity structure 〈m, s〉 is interpreted as a DRS
which introduces a discourse marker paired with a
name of the markable m,1 and which contains for
each component si of s a condition of the form
pi(x, ai), where ai is the interpretation of the com-
ponent si, pi is a predicate that indicates the role of
ai, and x is the newly introduced discourse marker.
So the entity structures ε1 and ε2 are interpreted as
the following DRSs, where m1 names the markable
the soprano and m2 the markable sang:

(6) a. ε1 ;
〈m1, x1〉
PARTICIP TYPE(x1, soprano)

b. ε2 ;
〈m2, e1〉
EVENT TYPE(e1, sing)

A link structure 〈〈m, s〉, 〈m′, s′〉, ρ〉 is interpreted
as a DRS which introduces discourse markers z1
and z2, paired with the markables m and m′, re-
spectively, and which has a condition of the form
R′(z1, z2), where R′ is the DRS-predicate interpret-
ing the relation ρ.

So the link structure L1 of (4) is interpreted as the
following DRS:

(7) L1 ;

〈m1, z1〉, 〈m2, z2〉
AGENT(z1, z2)

Merging these interpretations of the entity and
link structures results in the following interpretation

1The paring of discourse markers with markable names
serves to ensure that, when an annotated text is interpreted
which contains more than one occurrence of the same stretch
of text, the right occurrences are combined in the semantics.
See Bunt (2012) for details.

of the annotation structure (5):

(8) α;

〈m1, x1〉,〈m2, e1〉
PARTICIP TYPE(x1, soprano)
EVENT TYPE(e1, sing)
AGENT(e1, x1)

Once the DRS-interpretations of the entity struc-
tures and link structure have been combined (see
footnote 1), the markable names can be deleted, re-
sulting in a DRS of the usual kind.

A classical DRS is semantically equivalent to a
formula in first-order logic; in this case the equiv-
alent formula is (9), which says that there exist an
eventuality, an eventuality type, a participant, and a
participant type, such that the eventuality is a token
of the eventuality type, the participant is a token of
that participant type, and the participant is the agent
of the event.

(9) ∃e1.∃et1.∃p1.∃pt1. EVENT-TYPE(e1, et1) ∧
PART-TYPE(p1, pt1) ∧ AGENT(e1, p1)

In this semantic representation, AGENT is a first-
order predicate constant that expresses the mean-
ing of the semantic role Agent. The hardest part of
the semantics of SemRoleML is in fact the formal
definition of the logical predicates that express the
meanings of the individual semantic roles. Defining
these predicates comes down to formalizing the se-
mantic role definitions in ISO CD 24617-4: 2013,
Annex A. Figure 1 shows three examples of these
definition. The Agent role, for example, is defined
as one where a participant initiates and carries out
an event intentionally or consciously, and who exists
independently of the event. The condition of act-
ing ‘intentionally or consciously’ distinguishes the
Agent role from the Cause role; the existence inde-
pendently of the event forms one of the distinctions
between the Agent and Cause roles on the one hand
and the Result role on the other hand (and, more sig-
nificantly, also distinguishes the Result role from the
Theme and Patient roles).

The formalization of such definitions can be used
to complete the semantics of semantic role anno-
tations; for example, the interpretation (9) of the

46



SemRoleML annotation of the sentence The so-
prano sang can be completed by replacing the pred-
icate AGENT by (10a). Similarly, the semantics of
CAUSE can be described by (10b).

(10) a. AGENT = λe.λx. [Intent-Init(x,e) ∨
Consc-Init(x,e)] ∧ [Intent-Do(x,e) ∨
Consc-Do(x,e)] ∧ Indep-Exist(x,e)

b. CAUSE = λe.λx. Init(e) ∧ ¬Intent-Init(x,e)
∧ ¬Consc-Init(x,e) ∧ ¬Intent-Do(x,e) ∧
Indep-Exist(x,e)

For some frameworks this approach to the seman-
tics of semantic roles could be almost prohibitively
burdensome. FrameNet has thousands of frame ele-
ments, and while VerbNet has less than 30, the def-
initions of each one can change subtly from class to
class. On the other hand, this is perhaps the only way
to semantically make sense of these elements with a
formal rigour, required for automatic inferencing.

3.3 Concrete syntax
Following the CASCADES design methodology,a
reference representation format for annotation struc-
tures, based on XML, can be defined as follows,
given an abstract syntax specification.

1. For each element of the conceptual vocabulary
define an XML name;

2. For each type of entity structure 〈m, s〉 define
an XML element with the following attributes
and values:

(a) the special attribute @xml:id, whose
value is an identifier of the entity structure
representation;

(b) the special attribute @target, whose
value represents the markable m;

(c) attributes whose values represent the com-
ponents of s, and which themselves repre-
sent the significance of the components;

(d) if si is an elementary concept then it is
represented by its name.

3. For each type of link structure 〈ε1, ε2, ρ〉 de-
fine an XML element with three attributes, two
which have values that refer to the representa-
tions of the entity structures ε1 and ε2, the value

of the third denoting the semantic relation be-
tween them.

4. For each type of auxiliary structure (see below)
specify an XML representation.

Applied to the abstract syntax of SemRoleML,
this results in the following concrete syntax:

1. The XML elements <event> and
<participant> are defined for repre-
senting entity structures corresponding to
eventualities and participants, respectively.
Both of these elements have the attributes
@xml:id and @target, and additionally
they have the attributes @eventType and
@participantType, respectively.

2. XML constants are chosen for the val-
ues of the attributes @eventType and
@participantType.

3. The XML element <srLink> is defined
for representing semantic role link structures;
this element has the attributes @event and
@participant whose values refer to the
eventuality and the participant that are re-
lated by a semantic role, and the attribute
@semRole whose value represents the seman-
tic role of the participant in the eventuality.

4. For completeness, we mention that it is con-
venient to introduce auxiliary structures in the
abstract syntax for frames and frame elements,
which may occur within the relational compo-
nent ρ of a link structure 〈εe, εp, ρ〉; see ISO CD
24617-4 (2013) for more details.

For the example sentence The soprano sang this
gives us the following representation of the annota-
tion structure (5):

(11)

<event xml:id="e1"
target="#m2"
eventType="sing"/>
<participant xml:id="x1"
target="#m1"
participantType="soprano"/>
<srLink event="#e1"
participant="#x1"
semRole="agent"/>
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/agent/
Definition Participant in an event who initiates and carries out the event intentionally or consciously,

and who exists independently of the event.
– Source Adapted from Dowty [1989], EAGLES, SIL, Sowa [2000] and UNL
Explanation An agent may be animate, or only seemingly, or perceived, as animate; this is so that cases

of nonhuman agency such as a robot, or an institution will not be excluded from being able
to initiate an event, e.g. “GM offers rebates on its new models”.

Example “John [agent e1] built e1 the house”

/cause/
Definition Participant in an event that initiates the event, but that does not act with any intentionality

or consciousness; the participant exists independently of the event.
– Source Adapted from: SIL (Causer) and Sowa [2000] (Effector)
Explanation Except for the lack of intentionality of the participant, this semantic role is very similar

to that of the agent and in fact shares all its other properties. The role of cause can often be
identified with verbs of initiation, or causation, such as: to cause, to produce, to start, to
originate, to occasion, to generate.

Example “The wind [cause e1] broke e1 the window”
“His talk [cause e1] produced e1 a violent reaction e2 from the crow

/result/
Definition Participant in an event that comes into existence through the event. It indicates a terminal

point for the event: when it is reached, then the event does not continue.
– Source Adapted from Sowa [2000]
Explanation Result is the completed point of a process, and unlike goal is dependent upon the event

for its existence.
Example “(Within the past two months [duration e1]) (a bomb [cause e1]) exploded e1

(in the offices of El Espectador in Bogota [location e1]), (destroying e2 (a major part of its
installations and equipment [patient e2]) [result e1])”

Figure 2: Examples of LIRICS semantic role definitions in the form of ISO data categories (from Schiffrin & Bunt,
2007)

4 Conclusion

In this paper we have described a number of funda-
mental decisions in the process of defining an inter-
national ISO standard for the annotation of semantic
roles. Starting from the conceptual view of pred-
ication in natural language as referring to (actual
or hypothetical) eventualities and their participants,
and of semantic roles as ways in which a partici-
pant may be involved in an eventuality, we outlined
a metamodel which specifies the categories of ba-
sic concepts involved in semantic role annotation,
and which shows how these concepts are interre-
lated. We subsequently defined an annotation lan-

guage, SemRoleML, which has an XML-based pivot
representation format for semantic role annotations,
and a semantics that is defined for an abstract syn-
tax that underlies these representations. We showed
how the formalization of semantic role definitions
can in principle be the basis of a semantics of se-
mantic role annotations.

Two advantages of defining the semantic role an-
notation language SemRoleML in this way, follow-
ing the CASCADES methodology of defining se-
mantic annotations, are

(1) that different representation formats, used to en-
code the same underlying abstract structures,
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share the same semantics, and are thus seman-
tically interoperable;

(2) that integration of the annotation of semantic
roles with the annotation of other types of se-
mantic information, such as information about
time and events according to ISO 24617-1, or
about spatial information (ISO 24617-7, under
development) or about discourse relations (ISO
24617-8, under developent) is facilitated, since
these all follow the same design methodology;

(3) that annotations of other linguistic phenomena,
especially when following the ISO Linguis-
tic Annotation Framework (ISO 24613:2012),
such as annotations of syntactic, pragmatic and
contextual information, can be combined with
semantic role annotations; many of these are
helpful and sometimes even necessary to deter-
mine word senses and resolve references for the
automatic recognition of semantic roles.

All this helps to make these annotation schemes mu-
tually interoperable and combinable.

Important work that remains to be done is the for-
malization of all the semantic role definitions which
are included in ISO CD 24617-4, including the spec-
ification of meaning postulates for the predicates
used in their interpretation, in order to fully specify
the inferences that may be drawn from the semantic
roles used in an annotated corpus.
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