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Abstract

In this paper, we propose a new sequential la-
beling scheme, double sequential labeling, that
we apply it on Chinese parsing. The parser is
built with conditional random field (CRF) se-
quential labeling models. One focuses on the
beginning of a phrase and the phrase type,
while the other focuses on the end of a phrase.
Our system, CYUT, attended 2012 the second
CIPS-SGHAN conference Bake-off Task4,
traditional Chinese parsing task, and got prom-
ising result on the sentence parsing task.

1 Introduction

Parsing is to identify the syntactical role of each
word in a sentence, which is the starting point of
natural language understanding. Thus, parser is
an important technology in many natural
language processing (NLP) applications.
Theoretically, given a correct grammar, a parser
can parse any valid sentence. However, in real
world each writer might have a different
grammar in mind; it is hard to parse all the
sentences in a corpus without a commonly
accepted grammar. PARSEVAL measures help
to evaluate the parsing results from different
systems in English (Harrison et al., 1991).
Parsing Chinese is even harder since it lacks of
morphological markers on different part-of-
speech (POS) tags, not to mention the different
standards of word segmentation and POS tags. In
2012 CIPS-SGHAN Joint Conference on
Chinese Language Processing, a traditional
Chinese parsing task was proposed. The task was
similar to the previous simplified Chinese
parsing task (Zhou and Zhu, 2010), but it was
with different evaluation set and standard. In this
task, systems should recognize the phrase labels
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(S, VP, NP, GP, PP, XP, and DM),
corresponding to Clause, Verb Phrase, Noun
Phrase, Geographic Phrase, Preposition Phrase,
Conjunction Phrase, and Determiner Measure
phrase, all of which were defined in the User
Manual of Sinica Treebank v3.0'. The goal of the
task is to evaluate the ability of automatic parsers
on complete sentences in real texts. The task
organizers provide segmented corpus and
standard parse tree. Thus, the task attenders can
bypass the problem of word segmentation and
the POS tag set problem, and focus on
identifying the phrase boundary and type. The
test set is 1,000 segmented sentences. Each
sentence has more than 7 words, for example:

ftt, FIE —Al FEE £ WK b

(He published an advertisement on newspaper in)
The system should recognize the syntactic
structure in the given sentences, such as:

S(agent:NP(Nh:fi) | Head:VC:F]%& | theme:
NP (DM:—HI] | Na: [&45) | location: PP (P:££ |
GP(NP(Na:#4K%) | Ng:_[))).

In additional to the sentence parsing task, there
is a semantic role labeling task, which aims to
find semantic role of a syntactic constituent. The
participants can use either the training data
provided by the organizers, which is called
closed track, or the additional data, which is
called open track.

In the following sections we will report how we
use sequential labeling models on sentence
chunking in the sentence parsing task in the
closed track.

2 Methodology

Sequential labeling is a machine learning method
that can train a tagger to tag a sequence of data.

! http://turing.iis.sinica.edu.tw/treesearch, page 6
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The method is widely used in various NLP appli-
cations such as word segmentation, POS tagging,
named entity recognition, and parsing. Applying
the method to different tasks requires different
adjustment; first at all is to define the tag set. On
POS tagging task, the tag set is defined naturally,
since each word will have a tag on it from the
POS tag set. On other tasks, the tag set is more
complex, usually including the beginning, the
end, and outside of a sub-sequence. With an ap-
propriate tag set, the tagging sequence can indi-
cate the boundary and the type of a constituent
correctly.

Our parsing approach is based on chunking
(Abney, 1991) as in the previous Chinese parsing
works (Wu et al. 2005, Zhou et al. 2010). Finkel
et al. (2008) suggested CRF to train the model
for parsing English. Since chunking only pro-
vides one level of parsing, not full parsing, sev-
eral different approaches were proposed to
achieve full parsing. Tsuruoka et al. (2009) pro-
posed a bottom-up approach that the smallest
phrases were constructed first, and merge into
large phrases. Zhou et al. (2010) proposed anoth-
er approach that maximal noun phrases were
recognized first, and then decomposed into basic
noun phrases later. Since one large NP often con-
tains small NPs in Chinese, this approach can
simplify many Chinese sentences. In this paper,
we also define a double sequential labeling
scheme to deal with the problem in a simpler
way.

2.1  Sequential labeling

Many NLP applications can be achieved by se-
quential labeling. Input X is a data sequence to
be labeled, and output Y is a corresponding label
sequence. While each label Y is taken from a
specific tag set. The model can be defined as:

p(YIX)=Z(1X)e><p(Zkik fe) (1)

where Z(X) is the normalization factor, fy is a set
of features, A : is the corresponding weight.
Many machine learning methods have been used
on training the sequential labeling model, such as
Hidden Markov Model, Maxima Entropy (Berger,
1996), and CRF (Lafferty, 2001). These models
can be trained by a corpus with correct labeling
and used as a tagger to label new input. The per-
formance is proportional to the size of training
set and counter proportional to the size of tag set.
Therefore, if large training set is not available,
decreasing the tag set can be a way to promote

the performance. In this task, we define two
small tag sets for the closed task.

2.2 Double sequential labeling scheme

Sequential tagging can be used for labeling a se-
ries of words as a chunk by tagging them as the
Beginning, or Intermediate of the chunk. The
tagging scheme is call the B-1-O scheme. For the
parsing task, we have to define two tags for each
type of phrase, such as B-NP and I-NP for the
noun phrase. The B-I-O scheme works well on
labeling non-overlapping chunks. However, it
cannot specify overlapping chunks, such as nest-
ed named entities, or long NP including short
NPs.

In order to specify the overlapping chunks, we
define a double sequential tagging scheme,
which consists of two taggers, one is tagging the
input sequence with I-B tags, and the other is
tagging the input sequence with I-E tags, where
E means the ending of some chunk. The first
tagger can give the type and beginning position
of each phrase in the sentence, while the second
tagger can indicate the ending point of each
phrase. Thus, many overlapping phrase can be
specified clearly with this technology.

3 The Parsing Technology

The architecture of our system is shown in
Figure 1. The system consists of three tagging
modules and one post-processing module.

/
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Figure 1. System architecture
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The POS tagger will label each word in the input
sentence with a POS tag. Then the sentence and
the corresponding POS tags will be double la-
beled with beginning-or-intermediate-of-a-type
and ending-or-not tag by the IB and IE taggers.
A post-processing module will give the final
boundary and the phrase type tag of the sentence.
Each component will be described in the follow-
ing subsections.

3.1 Part-of-Speech tagging

The POS tagging in our system is done by se-
quential labeling technology with CRF as in Laf-
ferty (2001). We use the CRF++ toolkit? as our
POS tagging tool. The model is trained from the
official training set. We use the reduced POS tag
set in our system. The tag set is the reduced POS
tag set provided by CKIP. The complete set of
POS tags is defined in CKIP®. Figure 2 shows
the architecture of CRF tagger. For different ap-
plications, system developers have to update the
tag set, feature set, preprocessing module and run
the training process of the CRF model. Once the
model is trained, it can be used to process input
sentences with the same format.

The feature set for POS tagging is the word it-
self and the word preceding it and the word fol-

S

Preprocessing

Input
Sentence

A 4

\ 4

CRF Model
Training/test

Feature set

A 4
Tagged output

Figure 2. CRF tagger architecture

Preprocessing for POS tagging:

2 http://crfpp.googlecode.com/svn/trunk/doc/
% http://ckipsvr.iis.sinica.edu.tw/cat.htm

The training sentences have to be processed be-
fore they can be used as the input of CRF++
toolkit. Table 1 shows an example of the input
format of training a CRF tagger. The original
sentence in the training corpus is:

S(NP(Nh: {2 IDE: 1 INP(NP(Na: /£ i )|Caa: Ed
INP(Na: 4= 7% [Na: % £2))) PP (P: ) [V G: #H ¢ |Dit:
T INP(Na:&E5)).

The first column shows the words in the sen-
tence, the second column, which is for additional
features, is not used in this case, and the third
column is the POS tag. Since words in the DM
phrases do not have POS tags in the training set,
the tag DM itself is regarded as the POS tag for
them.

Word N/A POS
th, NA Nh
5] NA DE
YEim NA Na
B NA Caa
EIE NA Na
THIY NA Na
# NA P
ARk NA VG
T NA Di
B NA Na

Table 1. A POS tagging training example

Table 2 shows the features used to train the
POS tagger. In our system, due to the time limi-
tation, the features are only the word itself, the
word preceding it, and the word following it.
Zhou et al. (2010) suggested that more features,
such as more context words, prefix or suffix of
the context words, might improve the accuracy
of POS tagging.

Word Unigrams W_l, WO,W1

Table 2. Features used to train the POS tagger

3.2 Boundaries and types of constituents
tagging

The POS tagging is not evaluated in this task,
which is regarded as the feature preparation for
parsing. The parsing result is based on both
words and POS.

In our double sequential labeling scheme, eve-
ry sentence will be labeled with two tags from
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two tag set. The first tag set is the IB set, which
consists of B, the beginning word, and I, the in-
termediate word, of all the types of phrases in the
task, ie., S, NP, VP, and PP. Note that DM and
GP were processed separately. The second tag
set is the IE set, which consists of only E, the
ending word of any phrase or I, other words.

The training sentences also have to be pro-
cessed before they can be used as the input of
CRF++ toolkit. Table 3 shows an example of the
input format of training the BIO CRF tagger. The
first column shows the words in the sentence, the
second column is the corresponding POS, and
the third column is the IB tag.

Word POS IB tag
th, Nh B-NP
Y DE I-NP
{Edh Na B-NP
B Caa I-NP
EE Na B-NP
B Na I-NP
i P B-PP
ARk VG I-S
T Di I-S
B Na B-NP

Table 3. An IB tagging training example

Table 4 shows an example of the input format
of training the EO CRF tagger. The first column
shows the words in the sentence, the second col-
umn is the corresponding POS, and the third col-
umn is the IE tag.

Word POS IE tag
m Nh [
iy DE I
fEdm Na E
Bl Caa I
EE Na I
B Na E
e P E
ARk VG |
T Di |
=477 Na E

Table 4. An IE tagging training example

Table 5 shows the features used to train the
double sequential labeling tagger. In our system,
also due to the time limitation, the features are

the unigrams and bigrams of the word itself, the
word preceding it, the word following it and the
unigram, bigram, trigrams of the corresponding
POSs of the context words. Zhou et al. (2010)
suggested that the accuracy of tagging might be
improved by more features, such as more context
words, combination of POSs and words in the
context.

Word Unigrams W_1 . WO . Wl
Word Bigrams W_1W0 . W0 Wl
POS Unigrams P_l . PO . P1
POS bigrams PP -~PP

-1 0 01
POS trigrams P_lP0 P1

Table 5. Features used to train the double se-
quential labeling taggers

3.3 Post-processing to determine the
boundaries and the types of constituents

After each word in the sentence is tagged with
two tags, one from IB and one from IE, our sys-
tem will determine the type and boundary of
each phrase in the sentence. By integrating the
information from both IB and IE labels, the
boundary and type of phrases will be determined
in the module.

Step 1: Combine the two labels to determine
boundary. The B tags indicate the begging of a
certain phrase. While the following | tags with
the same phrase type indicate the intermediate of
the same phrase. An | tag with different type or
an E tag also indicates the end of a phrase. The
type of the | tag which is different to the B tag
will be stored for the next step.

Step 2: Put back the phrases with missing B
tags during the step 1. The phrases contains | tag
with different type will be labeled as a larger
phrase with the type of the | tag.

Step 3: Add the GP phrase label according to
the presentence of the Ng POS tag. Table 6
shows examples on how the post-processing
works on GP. Phrases without ending tags will
be tagged as ended at the last word.

Table 7 (at the end of the paper) shows a com-
plete example.

S(agent:NP(Nh: 3% )[time:D: Jii 4 |Head:VF: T
i |goal:VP(PP(P: £ |GP(NP(Na: [ %% |Na: £} £
¥1)INg:H))|VC: X NP(Na: & )

PP(Head:P: ‘& |DUMMY:GP(VP(VC: #

225



|goal:NP(Nh:#t)|NP(Na: 7K |Na:5%))|INg:EF))

VP(concession:Cbb: i |Head:VD: #% 45
[theme:NP(Na: A {["] )|goal:NP(GP(NP(Na: 4
5E)INg: _[)|VP(Dfa: 1R [VH: & )|DE: 1 [Nv: 75
(i)

Table 6. When there is a word labeled Ng, our
system will treated that phrase as NG.

4 Experiment results

The training set size is 5.8 MB, about 65,000
parsed sentences. The test set size is 55.4 KB,
which consists of 1,000 sentences. The closed
test on our POS tagging system is 96.80%. Since
the official test does not evaluate POS, we can-
not report the POS accuracy in open test.

4.1 Official test result

The official-run result of our system in 2012
Sighan Traditional Chinese Sentence Parsing
task is shown in Table 8, and the detail of each
phrase type is shown in Table 9. The Precision,
Recall, and F1 are all above the baseline. The
official evaluation required that the boundary and
phrase label of a syntactic constituent must be
completely identical with the standard. The per-
formance metrics are similar to the metrics of
PARSEVAL as suggested in (Black et al., 1991):
Precision, Recall, F1 measure are defined as fol-
lows:

Precision = # of correctly recognized constituents
[ # of all constituents in the automatic parse.
Recall = # of correctly recognized constituents /
# of all constituents in the gold standard parse.
F1=2*P*R /(P +R).

Micro-averaging
Precision Recall F1
CYUT-
Runil 0.6695 0.5781 0.6204
Stanford
Parser
(Baseline) | 0.6208 0.5481 0.5822
Macro-Averaging
Precision Recall F1
CYUT-
Runl 0.6944 0.5999 0.6437
Stanford
Parser
(Baseline) | 0.5885 0.5634 0.5757

Table 8. Sentence parsing result of our system

(Type) (#Truth) | (#Parser) | (%Ratio)
S 1233 938 76.07

VP 679 187 27.54

NP 2974 1737 58.41

GP 26 9 34.62

PP 96 24 25

XP 0 0 N/A

Table 9. Detailed result of our system

5 Error analysis on the official test re-
sult

In the official test, there were 87 sentences that
our system gave correct full parsing. We find
that most of the sentences contain large NP
chunks. Since our system tend to chunk large NP,
these sentences are best parsed by our system.

For example, sentence no.339:

{S (b % FE M om0 1 B SR 88 20 o R ),
NP(ir RIS ), VP(EAFER), VP(EEE AR
fm ), NP(EEE), VP(AR fEH), NPOR S
)}
and sentence no.580:

{S(&H HYER R FEEHTE R REIERT),
NP(& F HOULR R EEEHITEERIELE),
NP(&H HOER R EEEETESE), NP(EH H
JER R EEE)}

In the formal run, there were 14 sentences that
our system labeled wrong. We will analyze the
causes and find a way to improve, especially on
the missing S, GP error, and PP error sentences.

5.1 Error analysis on the missing S tag sen-
tences

Our system will give an S tag if there is at least
on word tagged B-S or I-S. Therefore, if there is
no word tagged with S, our system will miss the
Stag.

Consider sentence no. 97, the parsing result of
our system is:

VP(VC:EEARE METINP(Ne: 578 Na: £ Na:
Bz Na: A INa: S5 )V CL 73 1)

System result:

{VP(EEAR = MR & 8 R A S ACH N B
[B5HT), NP(& B R AR A SE51%)}
Ground Truth:

{S(EER = MRBH & R AR S 4E NG (R
73#r), NP(EERR S PREH 8 R AR 40 A B8
PH1%), NP(EEFR'E MO &8 I RE L N),
NP(EEFR B MR &80 R A5)}
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The precision, recall, and F1 are all 0. The main
reason that our system failed to chunk the right
NP is our system cannot tag the POS of the
named entity EEfR = #4HH as Nb. Also, since the
NP is not complete and the last word of the sen-
tence is a verb, our system failed to label the S.
Named entity recognition is a crucial component
of word segmentation, POS tagging, and parsing.

5.2

Consider sentence no. 13, the parsing result of
our system is:

S(GP(D: #% 7% INP(Nh: 3k )INg: 7% )IVC: #
INP(DM: — {i |Na: & & |Na: 5B T |Na: 7}
E#)VP(Chbb:[f[VC:iE))

System result:

{S(AA & & HF— I 5 F 55 T R M L),
GP(ZA1&HAZ), NP(3X), NP(—{lEF 5 T1EE),
VP(Ifi#E)}

Ground Truth:

{S(AE B —HFF S T RE MWL),

NP(FHEHE—EEFEFS ), NPEIZHE), VP(if
EE)}
The precision, recall, and F1 are 0.4, 0.5, and
0.4444 respectively. Our system reported an ex-
tra GP(Zh & 1£). In this case, the error is
caused by a wrong POS tagging error. The POS
of & is not Ng. This case is hard to solve,
since the CKIP online POS tagger also tag it as
Ng. Our system will tag the phrase GP once the
POS Ng appeared.

Consider sentence no. 43, the parsing result of
our system is:

S(NP(Na: =] 3% F5 IDM: 2% 4£ )|VP(GP(Ng:
#)VLF VP (VC IR INP(Nas £ B PP(P: 5
INP(NC:[EISM)VC HEZ |V C:E2 7))

System result:

{S(EIERE L FARFFHEEOE B RIS MEE
E3E), NP(EERE %), VPORFEFEEIREE
FIBSMNEREE), GP(2K), VP(EELE FE
SNERERE), NPCEE), PP(ZIEISN, NP(EIYN}
Ground Truth:

{S(EERE L FARFFEBEOE B FIBSMEE

E2H), NP(ELART), GP(ZEXK), VP(EIREE
FIESMEREE), NPCAE), VP(EIEIIMNEE
£, NP(EUSH), VP(HEESE)}
The precision, recall, and F1 are 0.5, 0.5, and 0.5.
Our system found a wrong boundary of the
GP(Z 4 7). This is cause by another wrong
boundary of VP.

Consider sentence no. 69, the parsing result of
our system is:

Error analysis on GP

VP(NP(S(NP(Na: 42 # [Nb: i1 75 7)|VE: 8 {5
[VP(Dfa: 5 [VH: 1 )INP(Na: — O — 4 )|Ncd:
JER)IVB:5E L))

System result:

{VPEEHFH A TR R —O “F K5 1),
NP(4EH T A A R th— O “F K5 L),
SEEEGHF A TAM R —O —FE), NP(FEH
A1), VP(E ), NP(—O—4)}

Ground Truth:

{S(#EFGH T A TR & T — O “F K58 1),
NP(#EHGHF ), VPR —O Z“F K5 1),
VP 1R), GP(—O—FK), NP(—O—=4F)}
The precision, recall, and F1 are 0.5, 0.5, and 0.5.
Our system missed the GP(— (O —4FJiE). Be-
cause the POS of ‘Ji&’ is tagged wrongly as

Ncd, should be Ng. This case is hard, the CKIP
online system segmented and tagged it different-

ly as —(O—(Neu) HFJE(Nd).

# %
Wrong boundary 11 42%
Wrong POS Ng 7 27%
Missing POS Ng 6 23%
Correct GP 9 35%

Table 10. Result analysis on the 26 GP in offi-
cial test

5.3

Consider sentence no. 53, the parsing result of
our system is:

VP(NP(PP(P:%1|NP(Na: f& 5 |Na: & & )|[Nega:
#57D: Al |VC: 3 B PP(P:45|INP(VH: H 3£ Nar g
BXINa:3E#))VC:EE)))

System result:

{PP(afE 78R ER 71 °] 7 B 4a B SR B EICE
FE), , PPEEECERECER) }

Ground Truth:

{PP(UIfE 7 BB 57), PPREESEBEICESE)}

The precision, recall, and F1 are 0.5, 0.5, and
0.5. In this case, the error is caused by the miss-
ing ending tag of the first PP.

Consider sentence no. 237, the parsing result
of our system is:

S(NP(NP(Na: /& £ fiiy ) VAL Il 2 Nc: 47 2 15
INa: & {F Na:F i 5) D5 |PP(P:AEINP(V C 1 %
INa: & E%)))

System result:

237 { PP(fEFHHRIEES) }
Ground Truth:

{no PP}

Error analysis on PP
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The precision, recall, and F1 are 0.6, 0.6, and
0.6. In this case, the ground truth does not in-
clude the PP({F##& [ E%). Because in this case,
the POSof /£ is not P, should be VCL. This
case is hard to solve, since the CKIP online POS
tagger also tag it as P.

Consider sentence no. 673, the parsing result
of our system is:

S(S(Nd: H Fij INP(DM: 7= 17 [Na: ¥ {& [Na: &
24)\VH: £ 38)|V_11:2|NP(Cbb: [F|Nc: 42 Ef [Na:
2 hINa: 1) VP (Cbb:[fii [V C:#E))

System result:

{no PP}
Ground Truth:

{ PP(H&BkERlfEH) }

The precision, recall, and F1 are 0.4, 0.5, and
0.4444 respectively. In this case, our system
missed the PP([A 4 Ek4:FlfE14%). Because the
POS of ‘[R’ s tagged as Chb instead of P.
This case is also hard to solve, since the CKIP
online POS tagger also tag it as Chb.

# %
Wrong boundary 24 25%
Wrong IB type 27 28%
Missing POS P 48 50%
Correct PP 24 25%

Table 11. Result analysis on the 96 PP in official
test

5.4  Error analysis on NP and VP

We find that there are five types of error in the

NP or VP chunking of our system result.

1. Error on the right boundary

2. Error on the left boundary

3. Missing the NP or VP type

4. A large phrase covered two or more small
phrases with exactly substring.

5. Exchange on type labeling: NP into VP or
VP into NP

Causes of the errors:

1. Error on the right boundary is caused by the
error on |E tagging, one end tag is missing or
labeled at a wrong word.

2. Error on the left boundary is caused by the
error on IB tagging, one begin tag is labeled
at a wrong word or an additional tag is
tagged.

3. Missing type is caused by missing a begin
tag of NP or VP.

4. In many sentences, there are two small NPs
form a large NP. In this case, our system can

only recognize the large NP only, thus the
short NPs are missing.
5. The type of begin tag is wrong.

In the following examples, on the top is the
output of our system, on the bottom is the ground
truth.

NP error type examples:
Error type 1:

5 {S(E B ME RS H T8l 62
REHHFR), NP(E R 7 MhEESS), VP(H AT
WA B ORI B X)), VPO BE R BT B £0),
NP (& HH (0}

{S(E MRS H T w52
REHHF), NP(E R v MEESSR(E), VP
PECEORTIRFR), NP(EETIRE ()} 0.6
0.75 0.6667

Error type 2:

38  {NP(EIZMEZRRIINERS FHIE—
e ISR ] 2, S(ELPE & %2 /5o S
SERIE AN CIRGEEE), NPEET %
LRI NERS FHIE), NPT ERFEINE
#h), NP(BZESEE)}

{SEE N EZRFINERS FEBIE—
B IR SR [ ), NP RE s R /54 &
ir), NP(—#E A IR E %), NPOA LIFRGE
%), NPOALIRAESEE), NPOALIARA),
NP(ALD}  0.40.28570.3333

Error type 3:

42 {S(FE 1B H] L7 BB S B ),
NPEET%), NP(fFRH E4E)}

{S(E 15 o] L -F R B 4 I A7),
NPEEH), NP(fi-PRIECESE), NP(HPRED)}
10.750.8571

Error type 4.

1 {S(EEFZEIOTHE R BRI G R
RRANEE ), NP(E F % 29550t HER),
NP T 28 5530), PP(EIEHHK), NP(ER
%), NP(HEE)}

{SEEREFOTEERBE G
FRHIEESE), NP (8 1 25 5550), NPOTEER),
PP(EIE5UH), NP(EHU%), NP(HEL)}

0.8333 0.8333 0.8333

Error type 5:

7 {S(r SR BT R AN 7 G W T 14),
NP (SRR (), NP(5{5K), NP(F-#5)}

{SCH 2RI B 2 (R & 1 #2),
VPR SRIFFHIER (), NPCRFSRIFH), S(f5
®7-74), NP({#), NP(7#)} 0.50.33330.4

VP error type examples:
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Error type 1:

31 {S(XEKEFTMBA FH AR ELESRA
#7%), NP(EEKHE), VP 5 FiFf), NPCEEN}

{S(BEREF B A S B EALR A
#7%), NP(#2RH]), NP(fhBh), VP(1 35 HF 8
FERR AN ), NPCERE), VP(E LR A 18 2%)}
0.750.50.6

Error type 2:

82 {SCHII A B 5E# KRR E] 2 (),
NPCE A &), VP AE 58 S E 2 A2 (),
NP(SEFREED}

{SCHIH N B A 55 KB E X)),
NPCE AN &), NP(SE48), VPURE] 57 1K),
VP (5 A%)} 0.50.4 0.4444

Error type 3:

82 {SCHII AN B fe ## KRR E] AR,
NPCHEG A J), VP(A AE R K 1E T ] f 1K),
NP (SRR}

{SCHPI A B #E 5 SR IRCE 5 (K),
NPCE G A &), NP(SK1R), VPORE] £ 1K),
VP(5AE)} 0.50.4 0.4444

Error type 5:

7 (SCRRAE R ER AR T ),
NP (R R, NP(H ), NP(F#)}

{S(H 2RI IR 2 2 (R & 1 #2),
VP FHRIFHIZE (), NPOR SHRIEH), S5
®T-#4), NP(#), NP(7#)} 0.50.3333 0.4

The error analysis on NP:

We manually analyze the error cases and show
the percentage of each error type in the following
tables. The percentage in table 12 is defined as:

# of error cases / total # of NP in gold standard

Errortype | # %

1 265 8.92%
2 415 13.96%
3 673 22.63%
4 31 1.05%
5 59 1.99%
Correct 1730 58.41%

Table 12. Error distribution on NP

The error analysis on VP:

We manually analyze the error cases and show
the percentage of each error type in the following
table. The percentage in table 13 is defined as:

# of error cases / total # of VP in gold standard

Errortype | # %
1 31 4.57%

2 154 22.69%
3 362 53.32%
4 0 0%

5 59 8.06%
Correct 187 27.54%

Table 13. Error distribution on VP

By observing the two tables, we find that
missing the begin tag is the major cause of error.
To overcome the shortage, IB tagging accuracy
is the most important issue. Since the wrong type
labeling error is not very heavy, our system
should label more begin tag in the future.

6 Conclusion and Future work

This paper reports our approach to the traditional
Chinese sentence parsing task in the 2012 CIPS-
SIGHAN evaluation. We proposed a new label-
ing method, the double labeling scheme, on how
to use linear chain CRF model on full parsing
task. The experiment result shows that our ap-
proach is much better than the baseline result and
has average performance on each phrase type.

According to the error analysis above, we can
find that many error cases of our system were
caused by wrong POS tags and wrong boundary
of PP phrase. POS tagging accuracy can be im-
proved by adding more effective features, as in
the previous works, and enlarging the training set.
The boundary of PP phrase determination can
also be improved by a larger training set and
rules. Our system works best on S, and worst on
PP and VP. The main reason of missing VP and
PP is the error of POS tagging. Therefore, a bet-
ter POS tagger will improve the worst part sig-
nificantly. Complicated NP is known to be the
highest frequent phrase in Chinese and cannot be
represented in linear chain CRF model. Our sys-
tem still fails to recognize many NPs. The sys-
tem performance on NP can be improved by de-
fining better representation of tag set.

Due to the limitation of time and resource, our
system is not tested under different experimental
settings. In the future, we will test our system
with more feature combination on both POS la-
beling and sentence parsing.
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T INP(Na:E52)))

Words | i, ) B | B 4aE | B | #® gk | T (455

POS Nh DE Na Caa Na Na P VG Di Na

BI B-NP | I-NP [ B-NP |I-NP |[B-NP |I-NP |B-PP |I-S I-S B-NP

IE [ I E [ [ E E [ [ E

Step 1 | NP(Nh:ftz|DE:fJ|NP(Na: {E i) |Caa: £1|NP(Na: 4= JE |Na: 5 72 ) |IPP(P: #%)VG: #15% |Di: T
INP(Na:E5)|@S

Step 2 | S(NP(Nh:{Z|DE:fJ|NP(Na: {E fi:)|Caa: B1|NP(Na: 4= ;E|Na: 7% 2 ) |PP(P: #%)|VG: #3 1 |Di:
T INP(Na: &)@

Step 3 | S(NP(Nh:{|DE:[J|NP(Na: {E i) |Caa: B |NP(Na: 4= ;E |Na: 7% 72 ) |PP(P: #%)|VG: #3 1% | Di:

Table 7. A complete example of the Post-processing steps
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