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Abstract provide details about the system parameters used in
M2M-ALIGNER and DRECTL+. Section 3 pro-
We report the results of our transliteration ex-  vides details of our strategies adopted in the EnCh

periments with language-specific adaptations sk, which incorporate Chinese-specific knowledge
in the context of two language pairs: English 54 qystem combination algorithm. In Section 4 we
to Chinese, and Arabic to English. In particu- e . .
. . C elaborate on the difficulty of Arabic name transliter-
lar, we investigate a syllable-based Pinyin in- . .
ation and propose a letter mapping scheme. In Sec-

termediate representation for Chinese, and a ! =
letter mapping for Arabic. tion 5 we present the official test results.

2 Base System

We run DRECT L+ with all of the features described

Transliteration transforms an orthographic form ofn (Jiampojamarn et al., 2010a). System parameters
a word in one writing script into an orthographicwere determined during development. For the EnCh
form of the same word in another writing script. Theexperiments, we set the context feature size to 5, the
problem is challenging because the relationship b&ansition feature size to 2, and the joitgram fea-
tween the source and target representations is oftéfe size to 6. For the ArEn experiments, we used
ambiguous. The process is further complicated bipe same settings, except that we set the joigtam
restrictions in the target phonological system. feature size to 5.

DIRECTL+ (Jiampojamarn et al., 2010a) is an The M2M-ALIGNER parameters were set as fol-
online discriminative training system that incorpolows. For the English-Pinyin alignment, the maxi-
rates jointn-gram features and many-to-many align-mum substring length was 1 on the English side, and
ments, which are generated by M2M=#sNER (Ji- 2 on the Pinyin side, with empty substringsu(ls)
ampojamarn et al., 2007). Our team employed vargllowed only on the Pinyin side. For ArEn, the max-
ants of DRECTL+ in the previous editions of the imum substring length was 2 for both sides.

Shared Task on Transliteration (Jiampojamarn et al., . .

2009; Jiampojamarn et al., 2010b; Bhargava et al-, English to Chinese
2011). Recently, Bhargava and Kondrak (2012)n this section, we introduce the strategies for im-
show significant improvement in accuracy for thegyroving DIRECTL+ performance on the EnCh task,
English-to-Japanese task by leveraging supplemeincluding the use of Chinese Pinyin for preprocess-
tal transliterations from other scripts. ing, and the combination of different models.

In this edition of the Shared Task on Translitera- _ _
tion, we experiment with language-specific adapta>! Datapreprocessing and cleaning
tions for the EnCh and ArEn data sets. The strudn general, the preprocessing is limited to remov-
ture of the paper is as follows. In Section 2, weng letter case distinctions in English names, and re-
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placing every non-initial lettex with ks However, Our approach is to utilize Pinyin only in the align-
we observed that the provided development set coment phase, and converts it back to Chinese charac-
tains a number of entries (about 3%) that contaiters before the training phase. We do not incorporate
multiple English words on the source side, but n&inyin into the generation phase in order to avoid
corresponding separators on the target side, wherga®blems involved in converting the transliteration
no such entries occur in the training or testing setesults from Pinyin back to Chinese characters. For
Since this discrepancy between sets may cause prabample, a Pinyin subsequence may have multiple
lems for alignment and generation, we separatedhinese character mappings because of the fact that
the multi-word entries into individual words (usingmany Chinese characters have the same Pinyin rep-
whitespace and apostrophes as delimiters) and maesentation. In addition, it is not always clear how to
ually selected proper transliteration targets for thenpartition the Pinyin sequence into substrings corre-
We also removed individual words that have no corsponding to individual Chinese characters.
responding transliterations on the target side. The The choice of the appropriate Chinese character
cleaned development set contains 2483 entries. sequence is the problem further complicating the
conversion from Pinyin. We experimented with a tri-
3.2 Alignment via Pinyin gram language model trained on the target Chinese

Following Jiampojamarn et al. (2009; 2010b), weside of the training set for the purpose of identify-
utilize Pinyin as an intermediate representation dhg the correct transliteration result. However, this
Chinese characters during M2M alignment with théPproach yielded low accuracy on the development
objective of improving its quality. Pinyin is the Set. In contrast, the strategy of using Pinyin only for
formally-adopted Romanization system for Stanthe alignment introduces no ambiguity because we
dard Mandarin for the mapping of Chinese charadshow the mapping between Pinyin sequences and
ters to Roman alphabet. It uses the 26 letters of tHB€ target Chinese side of the training set.

English alphabet except for the letterwith the ad- i

dition of the letterl. Every Chinese character can be3'3 Syllabic Pinyin

represented by a sequence of Pinyin letters accor@il® Pinyin sequences representing the pronuncia-
ing to the way it is pronounced. Numerous freelyfions of Chinese characters should not be interpreted

available online tools exist for facilitating Chinese-as combinations of individual letters. Rather, a Man-
Pinyin conversioh. darin phonetic syllable (the pronunciation of one
In our experiments, the original Chinese characchinese character) is composed of an optional on-
ters from the target side of the training set are cor?iet”( initial”) followed by an obligatory rhyme (*fi-
verted to Pinyin before M2M alignment. A small"@!")- The rhyme itself is composed of an obligatory
part of them (about 50 out of approximately 5oghucleus foIIoweo_I by an _optlonal coda. Phonetically,
distinct Chinese characters in the Shared Task datf)f Onset contains a single consonant, the nucleus
have multiple pronunciations, and can thus be refOntains a vowel or a diphthong, and the coda con-
resented by different Pinyin sequences. For thod@/ns asingle consonant ([r], [n] a]). Both the on-
characters we manually select the pronunciatiorset @nd the rhyme can be represented by either a sin-
that are normally used for names. gle letter or sequence of two or three letters. It is the

After the alignment between English and Pinyiﬂnitials and finals listed in Table 1 rather than Pinyin
representation has been generated by MZN,(_atters that are the phonemic units of Pinyin for Stan-
ALIGNER, we use it to derive the alignment betweendard Mandarin. The pronunciation of a multi-letter
English and Chinese characters, which is then usé@tial/final is often different from the pronunciation

for training DIRECTL-+. This preprocessing step re_of the sequence of its individual letters. Treating

sults in a more accurate alignment as it substantialffPVerted Pinyin as a sequence of separate letters

reduces the number of target symbols from arounday result in an incorrect phonetic transcription.
In this paper, we further experiment with encod-

500 distinct Chinese characters to 26 Pinyin letters. =
ing the converted sequences of Pinyin letters as the

For instanceht t p: / / www. chi neset opi nyi n. com  sequences of initials and finals for M2M alignment.
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Initials System top-1 F-score

b p m f d t n I PINYIN-LET 0.296 0.679

g k h | q x zh ch PINYIN-SYL 0.302 0.681

sh r z ¢ s y w ComMBINED 0.304 0.682
Finals

a o e i u U ai ai Table 2: Development results on EnCh.

u ao ou iu ie e er an

en in un Un ang eng ing ong tested on the cleaned development set.yN -SyL
performs slightly better thanIRYIN-LET, which
Table 1: The initials and finals in Chinese Pinyin.  hints at the advantage of using Pinyin initials and fi-
nals over Pinyin letters as the intermediate represen-

Although the size of the alphabet increases from 2@tion during the alignment. The combination of the
letters to 47 initials and finals, the original ChineséWo models produces a marginally higher F-séore
pronunciation is represented more precisely. We rd-he likely reason for the limited gain is the strong
fer to the new model which is trained on PinyinSimilarity of the two combined models. We exper-
initials and finals as RYIN-SyL, and to the pre- imented with adding a third model that is trained

viously proposed model which is trained on Pinyirdirectly on the original Chinese characters without

letters as INYIN -LET. using Pinyin as the intermediate representation, but
its accuracy was lower, and the accuracy of the re-
3.4 System combination sulting combined model was belowN¥IN-SyL.

The combination of models based on differenh Arabic to English
principles may lead to improved prediction accu-
racy. We adopt the simple voting algorithm forArabic script has 36 letters and 9 diacritics. Among
system combination proposed by Jiampojamarn ¢tese letters, the lette&slif and Yaacan be repre-
al. (2009), with minor modifications. Since heresented in different forms ;&( 1 ! Vand 5 .

we combine only two systems ((vIN-LET and respectively). The ArEn data set contains Arabic
PINYIN-SyL), the algorithm becomes even simplernames without diacritics, which adds ambiguity to
We first rank the participating models according tqne transliteration task. When transliterated, such
their overall top-1 accuraéyon the development set. giacritics would appear as an English vowel. For
Note that then-best list produced by RECTL+  example, it is difficult to tell whether the correct
may contain multiple copies of the same outpUf,jiteration of the two-letter namg is Baj, Buj
which differ only in the implied input-output align- -

I h dupli " hor Bij because of the lacking vowel diacritic. Also,
ment. We allow such duplicates to contribute to t Some Arabic consonants are transliterated into dou-

voting tally. The top_—l_prediction is selected fromble English consonant because of the Shadda dia-
the set of top-1 predictions produced by the partice it~ Finally, some letters might have a different

ipating models, With_ ties broke_n by voting and thepronunciation (or none) when they occur at the end
preference for the highest-ranking system. For con-

structing n-best candidate lists, we order the cand?—]c the Arabic word. For exampI(::-, the final lettgy
date transliterations according to the highest ranig pronounced differently in +<1 (Atamana and
assigned by either of the systems, with ties again'=# (Bagan).

broken by voting and the preference for the highest- In the transliterations provided in the ArEn

ranking system. We refer to this combined model agataset, the different forms &flif, the Hamzalet-

COMBINED. ter (), and theAin letter (C) are sometimes rendered
Table 2 shows the results of the three discussesgs an apostrophe. In order to reduce the ambigu-

approaches trained on the original training set, anéy, we devised a mapping shown in Table 3. The

2Word accuracy in top-1 evaluates only the top translitera- 3The mean F-score measures how different, on average, the
tion candidate produced by a transliteration system. top transliteration candidate is from its closest refeeenc
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Arabic English Task System top-1 F-score
EnCh RNYIN-LET 0.324 0.668
PINYIN-SyL 0.325 0.673

11 1 Alif forms, s Taa Marboutal «

v= Sahd, . Seen 5 COMBINED 0.325 0.672
o> Dahd, > Dal d ArEn NO-MAP 0583 0933
L Tah, o Taa

Table 5: Official test results.
Table 3: The mapping of Arabic letters to their English

equivalents. trained the MNYIN-LET and RNYIN-SyL models

on the set that includes both the original training set
mapping reduces sets of Arabic letters that have thend the cleaned development set. The output of the
same corresponding English letter to a single higheComBINED system was designated as our Primary
frequency symbol. For example, bqtl and.> char- Run. The final results generally agree with our de-
acters tend to correspond to the lettiein English, velopment results presented in Section 3, but the per-
so we replace all occurrences of the former with théormance differences between models are smaller.
latter. We refer to this variant aseltTER-M AP, as  For the ArEn task, we decided not to submit the out-
opposed to -MAP, which is the baseline system put of the LETTER-MAP version because of the neg-
with no additional mapping. ative outcome of our development experiment.

Arabic compound names may be separated by According to the top-1 measure, our primary sys-

space in their Arabic form or when transliteratedtem was ranked second on the English-to-Chinese
We treated the space similar to any alphabetic chaask, and third on the Arabic-to-English task. In both
acter. Also, any punctuation characters such as tlg@ses, we were within 0.5% of the best top-1 resullt.
apostrophe and hyphen on the English side are algp addition, in both cases, we obtained the best re-
treated as an alphabetic character. sults among the primary systems according to the

F-score measure.

System top-1 F-score
No-MapP 0.529 0.926 ]
LETTER-MAP 0.519 0.925 6 Conclusion

In this paper, we described our submission to the
NEWS 2012 Shared Task on Machine Translitera-
Table 4 shows our results on the original develtion. In the EnCh task, our focus was on gener-
opment set (2588 names). For these experimen&fjng better alignment by employing Pinyin as the
we split the original training set into a new train-intermediate representation. A more coarse-grained
ing (25114 names) and development (2064 namegpresentation that uses Pinyin initials and finals ap-
sets. The results indicate that the additional magpears to be a step in the right direction. In the ArEn
ping actually decreases the overall accuracy with réask, we found that reducing the number of distinct
spect to the baseline. It seems that the mapping dérabic characters does not improve the accuracy of
creases the amount of information available to D the base system.
RECT L+, without sufficiently reducing the ambigu-
ity. This confirms the previous findings that manu-,
ally crafted rules for transliteration are generally in-
effective (Karimi et al., 2011).

Table 4: Development results on ArEn.
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