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Preface

The 2011 Conference on Computational Natural Language Learning is the fifteenth in the series of
annual meetings organized by SIGNLL, the ACL special interest group on natural language learning.
CONLL-2011 will be held in Portland, Oregon, USA, June 23-24 2011, in conjunction with ACL-HLT.

For our special focus this year in the main session of CoNLL, we invited papers relating to massive,
linked text data. We received 82 submissions on these and other relevant topics, of which 4 were
eventually withdrawn. Of the remaining 78 papers, 13 were selected to appear in the conference
program as oral presentations, and 14 were chosen as posters. All accepted papers appear here in the
proceedings. Each accepted paper was allowed eight content pages plus any number of pages containing
only bibliographic references.

As in previous years, CONLL-2011 has a shared task, Modeling unrestricted coreference in OntoNotes.
The Shared Task papers are collected in a companion volume of CoNLL-2011.

We begin by thanking all of the authors who submitted their work to CoNLL-2011, as well as the
program committee for helping us select from among the many strong submissions. We are also grateful
to our invited speakers, Bruce Hayes and Yee Whye Teh, who graciously agreed to give talks at CoNLL.
Special thanks to the SIGNLL board members, Lluis Marquez and Joakim Nivre, for their valuable
advice and assistance in putting together this year’s program, and to the SIGNLL information officer,
Erik Tjong Kim Sang, for publicity and maintaining the CoNLL-2011 web page. We also appreciate
the additional help we received from the ACL program chairs, workshop chairs, and publication chairs.

Finally, many thanks to Google for sponsoring the best paper award at CoNLL-2011.

We hope you enjoy the conference!

Sharon Goldwater and Christopher Manning

CoNLL 2011 Conference Chairs
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