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Preface

The papers in this volume were presented at the Tenth International Workshop on Tree Adjoining
Grammars and Related Formalisms. TAG+10 continues the long tradition of exploring the relations
between Tree-Adjoining Grammars and related formalisms along mathematical, linguistic, and com-
putational perspectives. TAG+10 includes 11 papers that were selected on the basis of submitted
abstracts for oral presentation and 8 papers that were selected for poster presentation. Each paper
was reviewed by three reviewers. The oral presentations were organized into the following sessions:
Syntax/Semantics, Formalisms, Parsing/Generation, Corpora and Broad Coverage Grammars. The
quality of the technical program presented in this volume is due in large part to the rigor and enthu-
siasm of the TAG+10 program committee for maintain high scientific standards. The authors of the
papers have indicated that they have greatly benefited from the reviews they have received. Many
thanks to the the members of the program committee, whose names are listed here, for their time
and efforts.

Tilman Becker Emily Bender Pierre Boullier
John Chen David Chiang Eric de la Clergerie

Claire Gardent Chung-hye Han Karin Harbusch
Aravind Joshi Laura Kallmeyer Marco Kuhlmann

Alessandro Mazzei David McDonald Martha Palmer
Owen Rambow James Rogers Anoop Sarkar
Sylvain Schmitz Hiroyuki Seki Vijay Shanker
Mark Steedman Amanda Stent Matthew Stone
Bonnie Webber Fei Xia Naoki Yoshinaga

As in previous years, TAG+10 included invited speakers drawn from outside of the TAG community,
to stimulate cross-framework interactions and cross-pollination. This year’s speakers, to whom we
are grateful for their paricipation, were Ed Stabler (UCLA) and Chris Barker (NYU). We are pleased
to be able to include Barker’s contribution in this volume. TAG+ workshops have emphasized tuto-
rials, designed to help students and interested researchers quickly catch up with the state of the art.
TAG+10 included a wonderful selection of illustrious tutorial speakers on a wide range of topics. We
are thankful to our tutorial speakers for accepting our invitations to educate workshop participants:
Rajesh Bhatt (UMass Amherst), Alexander Clark (Royal Holloway), Marco Kuhlmann (Uppsala),
and William Schuler (Minnesota/Ohio State).
A special feature of this year’s workshop was our ability to provide financial support to student
authors and participants to help them attend the workshop. This was possible in great part to the
National Science Foundation’s financial support, to whom were are very grateful. We would also
like to express our appreciation to the Yale University Department of Linguistics and Program in
Cognitive Science for their financial and logistical support, without which this workshop would not
have been possible.

Welcome to TAG+10!

Srinivas Bangalore (Program Co-Chair)
Maribel Romero (Program Co-Chair)
Robert Frank (Local Arrangements Chair)
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Incremental Parsing in Bounded Memory

William Schuler

Department of Lingustics

The Ohio State University

schuler@ling.osu.edu

Abstract

This tutorial will describe the use of a fac-

tored probabilistic sequence model for parsing

speech and text using a bounded store of three

to four incomplete constituents over time, in

line with recent estimates of human short-

term working memory capacity. This formu-

lation uses a grammar transform to minimize

memory usage during parsing. Incremental

operations on incomplete constituents in this

transformed representation then define an ex-

tended domain of locality similar to those de-

fined in mildly context-sensitive grammar for-

malisms, which can similarly be used to pro-

cess long-distance and crossed-and-nested de-

pendencies.

1 Introduction

This paper will describe the derivation of a fac-

tored probabilistic sequence model from a proba-

bilistic context-free grammar (PCFG). The result-

ing sequence model can incrementally parse input

sentences approximately as accurately as a bottom-

up CKY-styple parser, incrementally estimating the

contents of a bounded memory store of intended

constituents, consisting of only three to four work-

ing memory elements, in line with recent esti-

mates of human short-term working memory capac-

ity (Cowan, 2001). The detailed derivation of this

model is intended to illustrate how probabilistic de-

pendencies from an original PCFG (or other types of

syntax-derived dependencies) can be preserved in a

processing model with human-like working memory

constraints.

1.1 Notation

This paper will associate variables for syntactic cate-

gories c, trees or subtrees τ , and string yields x̄ with

constituents in phrase structure trees, identified us-

ing subscripts that describe the path from the root of

the tree containing this constituent to the constituent

itself. These paths may consist of left branches (in-

dicated by ‘0’s in the path) and right branches (in-

dicated by ‘1’s), concatenated into sequences η (or ι
or κ). Thus, if a path η identifies a constituent, that

constituent’s left child would be identified by η0,

and that constituent’s right child would be identified

by η1. The empty path ǫ will be sued to identify the

root of a tree.

The probabilistic parsers defined here will also

use an indicator function J⋅K to denote deterministic

probabilities: JφK = 1 if φ is true, 0 otherwise.

2 Parsing

For a phrase structure subtree rooted at a constituent

of category cη with yield x̄η (a sequence of individ-

ual words x), the task of parsing will require the

calculation of the inside likelihood probability or

Viterbi (best subtree) probabilities. When the do-

main X of words x is a subset of the domain C of

category labels c, these can be calculated using rule

probabilities in a probabilistic context-free grammar

(PCFG) model θG, notated:

PθG
(cη → cη0 cη1) = PθG

(cη0 cη1 ∣ cη) (1)

Any yield x̄η can be decomposed into prefix x̄η0
and suffix x̄η1 yields:

x̄η = x̄η0x̄η1 (2)

Incremental Parsing in Bounded Memory
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Therefore, inside likelihood probabilities can be de-

fined by marginalizing over all such decomposi-

tions:

PθIns(G)
(x̄η ∣ cη) =⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

if ∣x̄η ∣ = 1 ∶ Jx̄η = cηK
otherwise ∶ ∑

x̄η0cη0,x̄η1cη1

PθG
(cη → cη0 cη1)⋅PθIns(G)
(x̄η0 ∣ cη0)⋅PθIns(G)
(x̄η1 ∣ cη1)

(3)

and Viterbi scores (the probability of the best tree)

can be defined by maximizing over all such decom-

positions:

PθVit(G)
(x̄η ∣ cη) =⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

if ∣x̄η ∣ = 1 ∶ Jx̄η = cηK
otherwise ∶ max

x̄η0cη0,x̄η1cη1
PθG
(cη → cη0 cη1)⋅PθVit(G)
(x̄η0 ∣ cη0)⋅PθVit(G)
(x̄η1 ∣ cη1)

(4)

From these, it is possible to obtain the probability of

a sentence x̄ǫ:

P(x̄ǫ) =∑
cǫ

PθIns(G)
(x̄ǫ ∣ cǫ) ⋅ P(cǫ) (5)

and the most likely tree:

τ̂ǫ = argmax
τǫ

PθVit(G)
(x̄ǫ ∣ cτǫ) ⋅ P(cτǫ) (6)

3 Incremental Parsing using Incomplete

Constituents

Note that any prefix of a yield x̄η can be rewritten

as an ‘incomplete yield’ consisting of the complete

yield lacking some suffix of that yield x̄ηι:

x̄η = (x̄η/x̄ηι)x̄ηι (7)

It is therefore possible to decompose any inside like-

lihood or Viterbi probability into two parts: first, an

‘incomplete constituent’ probability of generating

this incomplete yield x̄η/x̄ηι along with an awaited

constituent of category cηι, given an active con-

stituent of category cη; and second, an ordinary in-

side or Viterbi probability (or ‘complete constituent’

probability) of generating x̄ηι given cηι:

PθIns(G)
(x̄η ∣ cη) = ∑

ι∈1+,x̄ηι,cηι

PθIC(G)
(x̄η/x̄ηι, cηι ∣ cη)⋅ PθIns(G)
(x̄ηι ∣ cηι) (8)

This decomposition can be represented graphically

as a transformation of the structure of a recurrence

from the standard PCFG recurrence above, corre-

sponding to PCFG dependencies, to one involv-

ing incomplete constituents (in particular, this will

transform the end of a right-expanding sequence into

the beginning of a left-expanding sequence of in-

complete constituents):

cη

x̄η/x̄ηι cηι

x̄ηι

⇒
cη

cη/cηι
x̄η/x̄ηι

cηι

x̄ηι

(9)

This decomposition gives incomplete constituent

probabilities that can then be decomposed into other

incomplete constituent probabilities (this will trans-

form the middle of a right-expending sequence into

the middle of a left-expanding sequence of incom-

plete constituents):

PθIC(G)
(x̄η/x̄ηι1, cηι1 ∣ cη)= ∑

x̄ηι,cηι

PθIC(G)
(x̄η/x̄ηι, cηι ∣ cη)⋅ PθIC(G)
(x̄ηι/x̄ηι1, cηι1 ∣ cηι) (10)

= ∑
x̄ηι,cηι

PθIC(G)
(x̄η/x̄ηι, cηι ∣ cη)⋅ ∑

x̄ηι0,cηι0

PθG
(cηι → cηι0 cηι1)⋅ PθIns(G)

(x̄ηι0 ∣ cηι0) (11)

represented graphically:

cη

x̄η/x̄ηι cηι

cηι0

x̄ηι0

cηι1

x̄ηι1

⇒
cη

cη/cηι1
cη/cηι
x̄η/x̄ηι

cηι0

x̄ηι0

x̄ηι1
(12)

or into the product of a grammar rule probability and

an inside probability at the end of a sequence of such

decompositions (this will transform the beginning of

a right-expanding sequence into the end of a left-

expanding sequence of incomplete constituents):

PθIC(G)
(x̄η/x̄η1, cη1 ∣ cη) =

∑
x̄η0,cη0

PθG
(cη → cη0 cη1) ⋅ PθIns(G)

(x̄η0 ∣ cη0) (13)

William Schuler
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represented graphically:

cη

cη0

x̄η0

cη1

x̄η1

⇒
cη

cη/cη1
cη0

x̄η0

x̄η1
(14)

Essentially this transformation turns right-

expanding sequences of constituents (with sub-

script addresses ending in ‘1’) into left-expanding

sequences of incomplete constituents, which can

be composed together as they are recognized incre-

mentally from left to right. The decompositions of

Equations 8–13, taken together, are a model-based

right-corner transform (Schuler, 2009).

This transformation can then be defined on depth-

specific rules, allowing the sequence model to keep

track of a bounded amount of center-embedded

phrase structure.

PθIns(G),d
(x̄η ∣ cη) = ∑

ι∈1+,x̄ηι,cηι

PθIC(G),d
(x̄η/x̄ηι, cηι ∣ cη)

⋅ PθIns(G),d
(x̄ηι ∣ cηι) (15)

PθIC(G),d
(x̄η/x̄ηι1, cηι1 ∣ cη)= ∑

x̄ηι,cηι

PθIC(G),d
(x̄η/x̄ηι, cηι ∣ cη)⋅ PθIC(G),d
(x̄ηι/x̄ηι1, cηι1 ∣ cηι) (16)

= ∑
x̄ηι,cηι

PθIC(G),d
(x̄η/x̄ηι, cηι ∣ cη)⋅ ∑

x̄ηι0,cηι0

PθG-R,d
(cηι → cηι0 cηι1)⋅ PθIns(G),d+1
(x̄ηι0 ∣ cηι0) (17)

PθIC(G),d
(x̄η/x̄η1, cη1 ∣ cη) =

∑
x̄η0,cη0

PθG-L,d
(cη → cη0 cη1) ⋅ PθIns(G),d

(x̄η0 ∣ cη0)
(18)

Estimating probabilities for the beginning and

ending of these transformed left-expanding se-

quences will require the estimation of expected

counts for repeated recursive decompositions of yet-

unrecognized incomplete constituents according to

Equation 8, marginalizing over values of x̄. Since

left children and right children are decomposed dif-

ferently, the expected counts θG-RL
∗,d will use PCFG

probabilities θG-R,d and θG-L,d that are conditioned

on whether the expanding constituent is a right or

left child, and on the center-embedding depth d of

the expanding constituent. The expected counts

θG-RL
∗,d are of constituent categories cηι anywhere in

the left progeny of a right child of category cη:

EθG-RL
∗,d(cη 0→ cη0 ...) =∑

cη1

PθG-R,d
(cη → cη0 cη1)

(19)

EθG-RL
∗,d(cη k→ cη0k0 ...) = ∑

c
η0k

EθG-RL
∗,d(cη k−1→ cη0k ...)

⋅ ∑
c
η0k1

PθG-L,d
(cη0k → cη0k0 cη0k1) (20)

EθG-RL
∗,d(cη ∗→ cηι ...) = ∞∑

k=0EθG-RL
∗,d(cη k→ cηι ...)

(21)

EθG-RL
∗,d(cη +→ cηι ...) = EθG-RL

∗,d(cη ∗→ cηι ...)
− EθG-RL

∗,d(cη 0→ cηι ...)
(22)

In practice the infinite sum is estimated to some con-

stant K using value iteration (Bellman, 1957).

These expected counts can then be used to calcu-

late left progeny probabilities:

PθG-RL
∗,d(cη ∗→ cηι ...) = EθG-RL

∗,d(cη ∗→ cηι ...)
∑cηι EθG-RL

∗,d(cη ∗→ cηι ...)
(23)

which can be used to calculate forward or Viterbi

probabilities for all incomplete constituents in the

memory store, along with their yields:

PθFwd
((x̄ηd/x̄ηdιd1)Dd=1, (cηd)Dd=1, (cηdιd1)Dd=1) =

D∏
d=1PθG-RL

∗,d(cηd−1ιd−11 ∗→ cηd ...)⋅ PθIC(G)
(x̄ηd/x̄ηdιd1, cηdιd1 ∣ cηd) (24)

Putting all the pieces together, probabilities for

stores of incomplete constituents can now be de-

fined in terms of transitions from possible previ-

ous stores of incomplete constituents (set apart by

parentheses in the equation below) and reductions of

incomplete constituents and terminal symbols into

complete constituents (set apart by square brackets).

These transitions either:

Incremental Parsing in Bounded Memory

3



• add a layer of structure below an awaited con-

stituent at some depth level (the first case be-

low),

• add a layer of structure to the top of an active

constituent at some depth level (the second case

below), or

• carry forward the probability of an incomplete

constituent at a depth at which no transition

takes place (the third case below):

PθFwd
((x̄ηd/x̄ηdιd1)Dd=1, (cηd)Dd=1, (cηdιd1)Dd=1) =

D∏
d=1

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if cηd+1 = x̄ηd+1 , ιd ≠ ǫ ∶∑x̄ηdιd
,cηdιd

⋅ ⎛⎝PθG-RL
∗,d(cηd−1ιd−11 ∗→ cηd ...)⋅PθIC(G),d
(x̄ηd/x̄ηdιd , cηdιd ∣ cηd)

⎞⎠⋅∑x̄ηdιd0
,cηdιd0

∑κ s.t. x̄ηdιd0κ
=cηdιd0κ⎛⎝PθG-RL

∗,d+1(cηdιd ∗→ cηdιd0 ...)⋅PθIC(G),d+1
(x̄ηdιd0/x̄ηdιd0κ, cηdιd0κ ∣ cηdιd0)

⎞⎠
⋅
⎡⎢⎢⎢⎢⎢⎢⎣
Pθ

G-RL
∗,d+1(cηdιd 0→cηdιd0 ...)

Pθ
G-RL

∗,d+1(cηdιd ∗→cηdιd0 ...)⋅Jx̄ηdιd0κ = cηdιd0κK
⎤⎥⎥⎥⎥⎥⎥⎦

PθG-R,d
(cηdιd→cηdιd0 cηdιd1)

Eθ
G-RL

∗,d+1(cηdιd 0→cηdιd0 ...)
if cηd+1 = x̄ηd+1 , ιd = ǫ ∶∑x̄ηd0

,cηd0
∑κ s.t. x̄ηd0κ

=cηd0κ⎛⎝PθG-RL
∗,d(cηd−1ιd−11 ∗→ cηd0 ...)⋅PθIC(G),d
(x̄ηd0/x̄ηd0κ, cηd0κ ∣ cηd0)

⎞⎠
⋅
⎡⎢⎢⎢⎢⎢⎢⎣
Pθ

G-RL
∗,d(cηd−1ιd−11 +→cηd0 ...)

Pθ
G-RL

∗,d(cηd−1ιd−11 ∗→cηd0 ...)⋅Jx̄ηd0κ = cηd0κK
⎤⎥⎥⎥⎥⎥⎥⎦

⋅ Pθ
G-RL

∗,d(cηd−1ιd−11 ∗→cηd ...)
Pθ

G-RL
∗,d(cηd−1ιd−11 +→cηd0 ...)⋅PθG-L,d
(cηd → cηd0 cηd1)

if cηd+1 ≠ x̄ηd+1 ∶⎛⎝PθG-RL
∗,d(cηd−1ιd−11 ∗→ cηd ...)⋅PθIC(G),d
(x̄ηd/x̄ηdιd , cηdιd ∣ cηd)

⎞⎠
(25)

Note that the left progeny probabilities above can-

cel out over time, leaving only the relevant original

PCFG probabilities at the end of each sentence.

4 Parsing in a Factored Sequence Model

Store elements can now be abstracted away from

(i.e. marginalized over) individual constituent struc-

ture addresses. Store elements are therefore de-

fined to contain the only the active and awaited (cAsdt
and cWsdt ) constituent categories necessary to compute

an incomplete constituent probability:

sdt
def= ⟨cAsdt , cWsdt ⟩ (26)

def= ⟨cηd , cηdιd⟩ s.t. ιd ∈ 1+, ηd ∈ ηd−1ιd−10+ (27)

Reduction states are defined to contain only the

complete constituent category crdt necessary to com-

pute an inside likelihood probability, as well as a

flag frdt indicating whether a reduction has taken

place (to end a sequence of incomplete constituents):

rdt
def= ⟨crdt , frdt ⟩ (28)

def= ⟨cηd , Jx̄ηd = cηdK⟩ (29)

Since ιd ∈ 1+, it follows that:

x1..t = (x̄ηd/x̄ηdιd)Dd=1 (30)

This allows store elements to be abstracted away

from (marginalized over) tree addresses in the cal-

culation of forward or Viterbi probabilities:

PθFwd
(x1..t, s1..Dt ) =

∑
η1..D,ι1..D

PθFwd
((x̄ηd/x̄ηdιd1)Dd=1, (cηd)Dd=1, (cηdιd1)Dd=1)

(31)

Forward probabilities can then be factored into con-

tributions from previous store states (θFwd at s1..Dt−1
below, parenthesized in Equation 25), reductions

of terminal symbols (θB below, bracketed in Equa-

tion 25), and transition operations (θA below, not set

apart in Equation 25):

PθFwd
(x1..t, s1..Dt ) =

∑
s1..Dt−1

PθFwd
(x1..t−1, s1..Dt−1 ) ⋅ PθA(s1..Dt ∣ s1..Dt−1 )⋅ PθB(xt ∣ s1..Dt ) (32)

Probabilities for recognized sequences of incom-

plete constituents (Equations 8 through 13), and

expected left progeny counts for unrecognized se-

quences of incomplete constituents (Equations 19

William Schuler
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through 22) can be combined in a probabilistic push-

down automaton with a bounded pushdown store (to

simulate the bounded working memory store of a hu-

man comprehender). This is essentially an extension

of a Hierarchical Hidden Markov Model (HHMM)

(Murphy and Paskin, 2001), which obtains a most

likely sequence of hidden store states ŝ1..D1..T of some

length T and some maximum depth D, given a se-

quence of observations (e.g. words) x1..T :

ŝ1..D1..T
def= argmax

s1..D1..T

T∏
t=1PθA(s1..Dt ∣ s1..Dt−1 )⋅PθB(xt ∣ s1..Dt )

(33)

The model generates each successive store only after

considering whether each nested sequence of incom-

plete constituents has completed and reduced:

PθA(s1..Dt ∣ s1..Dt−1 )def=
∑

r1t ..r
D
t

D∏
d=1PθR

(rdt ∣ rd+1t sdt−1sd−1t−1 )⋅ PθS
(sdt ∣ rd+1t rdt s

d
t−1sd−1t ) (34)

The model probabilities for these store elements

and reduction states can then be defined (from Mur-

phy and Paskin 2001) to expand a new incomplete

constituent after a reduction has taken place (frdt =
1), transition along a sequence of store elements if

no reduction has taken place (frdt =0):

PθS
(sdt ∣ rd+1t rdt sdt−1sd−1t )def=⎧⎪⎪⎪⎨⎪⎪⎪⎩

if frd+1t
=1, frdt =1 ∶ PθS-E,d

(sdt ∣ sd−1t )
if frd+1t

=1, frdt =0 ∶ PθS-T,d
(sdt ∣ rd+1t rdt s

d
t−1sd−1t )

if frd+1t
=0, frdt =0 ∶ Jsdt = sdt−1K

(35)

and possibly reduce a store element (terminate a

sequence) if the store state below it has reduced

(frd+1t
=1):

PθR
(rdt ∣ rd+1t sdt−1sd−1t−1 )def=
{if frd+1t

=0 ∶ Jrdt = r�K
if frd+1t

=1 ∶ PθR-R,d
(rdt ∣ rd+1t sdt−1 sd−1t−1 ) (36)

where s0t = s⊺ and rD+1t = r⊺ for constants s⊺ (an

incomplete root constituent), r⊺ (a complete lexical

constituent) and r� (a null state resulting from the

. . .

. . .

. . .

. . .

r3t−1

r2t−1

r1t−1
s1t−1
s2t−1
s3t−1
xt−1

r3t

r2t

r1t
s1t

s2t

s3t

xt

Figure 1: Graphical representation of the dependency

structure in a standard Hierarchic Hidden Markov Model

with D = 3 hidden levels that can be used to parse syntax.

Circles denote random variables, and edges denote con-

ditional dependencies. Shaded circles denote variables

with observed values.

failure of an incomplete constituent to complete).

The model is shown graphically in Figure 1.

These pushdown automaton operations are then

refined for right-corner parsing (from Schuler 2009),

distinguishing active transitions θS-T-A,d (in which

an incomplete constituent is completed, but not re-

duced, and then immediately expanded to a new

incomplete constituent in the same store element)

from awaited transitions θS-T-W,d (which involve no

completion):

PθS-T,d
(sdt ∣ rd+1t rdt s

d
t−1sd−1t )def=

{if rdt =r� ∶ PθS-T-A,d
(sdt ∣ sdt−1rd+1t )

if rdt ≠r� ∶ PθS-T-W,d
(sdt ∣ sd−1t rdt ) (37)

PθR-R,d
(rdt ∣ rd+1t sdt−1sd−1t−1 )def=
{if crd+1t

=xt ∶ PθR-R,d
(rdt ∣ sdt−1sd−1t−1 )

if crd+1t
≠xt ∶ Jrdt = r�K (38)

These right-corner parsing operations then con-

struct a full inside probability decompositions, us-

ing Equations 8 through 13 and Equations 19

through 22, marginalizing out all constituents that

are not required in each term:

• for expansions:

PθS-E,d
(⟨cηι, c′ηι⟩ ∣ ⟨−, cη⟩)def=

EθG-RL
∗,d(cη ∗→ cηι ...) ⋅ Jxηι = c′ηι = cηιK (39)

Incremental Parsing in Bounded Memory
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a) binarized phrase structure tree:

S

NP

NP

JJ

strong

NN

demand

PP

IN

for

NP

NPpos

NNP

NNP

new

NNP

NNP

york

NNP

city

POS

’s

NNS

JJ

general

NNS

NN

obligation

NNS

bonds

VP

VBN

VBN

propped

PRT

up

NP

DT

the

NN

JJ

municipal

NN

market

b) result of right-corner transform:

S

S/NN

S/NN

S/NP

S/VP

NP

NP/NNS

NP/NNS

NP/NNS

NP/NP

NP/PP

NP

NP/NN

JJ

strong

NN

demand

IN

for

NPpos

NPpos/POS

NNP

NNP/NNP

NNP/NNP

NNP

new

NNP

york

NNP

city

POS

’s

JJ

general

NN

obligation

NNS

bonds

VBN

VBN/PRT

VBN

propped

PRT

up

DT

the

JJ

municipal

NN

market

Figure 2: (a) Sample binarized phrase structure tree for the sentence Strong demand for New York City’s general

obligations bonds propped up the municipal market, and (b) a right-corner transform of this binarized tree.

• for awaited transitions, from Equation 11:

PθS-T-W,d
(⟨cη, cηι1⟩ ∣ ⟨c′η, cηι⟩ cηι0)def=

Jcη = c′ηK ⋅ PθG-R,d
(cηι → cηι0 cηι1)

EθG-RL
∗,d(cηι 0→ cηι0 ...) (40)

• for active transitions, from Equations 8 and 13:

PθS-T-A,d
(⟨cηι, cηι1⟩ ∣ ⟨−, cη⟩ cηι0)def=

EθG-RL
∗,d(cη ∗→ cηι ...) ⋅ PθG-L,d

(cηι → cηι0 cηι1)
EθG-RL

∗,d(cη +→ cηι0 ...)
(41)

• for cross-element reductions:

PθR-R,d
(cηι,1 ∣ ⟨−, cη⟩ ⟨c′ηι,−⟩)def=

Jcηι = c′ηιK ⋅ EθG-RL
∗,d(cη 0→ cηι ...)

EθG-RL
∗,d(cη ∗→ cηι ...) (42)

• for in-element reductions:

PθR-R,d
(cηι,0 ∣ ⟨−, cη⟩ ⟨c′ηι,−⟩)def=

Jcηι = c′ηιK ⋅ EθG-RL
∗,d(cη +→ cηι ...)

EθG-RL
∗,d(cη ∗→ cηι ...) (43)

A sample phrase structure tree is shown as a right-

corner transformed recursive structure in Figure 2,
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d=1

d=2

d=3

word

t=1 t=2 t=3 t=4 t=5 t=6 t=7 t=8 t=9 t=10 t=11 t=12 t=13 t=14 t=15

strong

dem
and

for

new

york

city

’s

general

obligations

bonds

propped

up the

m
unicipal

m
arket

− − − − − − − − − − − − − − −

− − − −
N

N
P
/N

N
P

N
N

P
/N

N
P

N
P
pos/P

O
S

− − − − V
B

N
/P

R
T

− − −

− N
P
/N

N

N
P
/P

P

N
P
/N

P

N
P
/N

P

N
P
/N

P

N
P
/N

P

N
P
/N

N
S

N
P
/N

N
S

N
P
/N

N
S

S
/V

P

S
/V

P

S
/N

P

S
/N

N

S
/N

N

Figure 3: Sample tree from Figure 2 mapped to sdt variable positions of an HHMM at each depth level d (vertical) and

time step t (horizontal). This tree uses at most only two memory store elements. Values for reduction states rdt are not

shown.

and as a sequence of store states in Figure 3, cor-

responding to the output of Viterbi most likely se-

quence estimator. This estimation runs in linear time

on the length of the input, so the parser can be run

continuously on unsegmented or unpunctuated in-

put. An ordinary phrase structure tree can be ob-

tained by applying the transforms from Section 3, in

reverse, to the right-corner recursive phrase structure

tree represented in the sequence of store states.

5 Discussion

This paper has presented a derivation of a fac-

tored probabilistic sequence model from a proba-

bilistic context-free grammar, using a right-corner

transform to minimize memory usage in incremen-

tal processing. This sequence model characteriza-

tion is attractive as a cognitive model because it

does not posit any internal representation of com-

plex phrasal structure beyond the pair of categories

in each incomplete constituent resulting from the

application of a right-corner transform; and be-

cause these incomplete constituents represent con-

tiguous connected chunks of phrase structure, in line

with characterizations of chunking in working mem-

ory (Miller, 1956). Experiments on large phrase-

structure annotated corpora (Marcus et al., 1993)

show this model could process the vast majority of

sentences in a typical newspaper using only three or

four store elements (Schuler et al., 2008; Schuler

et al., 2010), in line with recent estimates of hu-

man short-term working memory capacity (Cowan,

2001).

This derivation can be applied to efficiently in-

crementalize any PCFG model, preserving the prob-

abilistic dependencies in the original model. But,

since the model is ultimately defined through transi-

tions on entire working memory stores, it is also pos-

sible to relax the independence assumptions from

the original PCFG model, and introduce additional

dependencies across store elements that do not cor-

respond to context-free dependencies. These ad-

ditional dependencies might be used approximate

dependencies of mildly context-sensitive grammar

formalisms like tree adjoining grammars (Joshi,

1985), e.g. to model long-distance dependencies in

filler-gap constructions (Kroch and Joshi, 1986), or

crossed and nested dependencies in languages like

Dutch (Shieber, 1985).

Figure 4 shows a sample store sequence corre-

sponding to a parse of a noun phrase modified by an

object relative clause. Here, the affix ‘-xNP’ is used

to identify a phrase containing an extracted NP con-

stituent, and the category label ‘GCnpS’ is used to

identify the maximal projection of a gapped clause.

If the GC constituent (and only this constituent) is

associated with the referent or dependency informa-

tion of the filler constituent (the bike in this exam-

ple), this information can be made available dur-

ing processing from the immediately superior in-

complete constituent at the gap position in the rel-

ative clause, without passing dependency informa-

tion down the tree as any kind of feature (Pollard

and Sag, 1994), even though this position is not ad-

jacent to the filler in the phrase structure tree (they

are separated by the referent or dependency informa-

tion of the bridge verb ‘said’). This is important to

Incremental Parsing in Bounded Memory
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d=1

d=2

d=3

word

t=1 t=2 t=3 t=4 t=5 t=6 t=7 t=8 t=9

the

bike

you

said

your

friend

got

for

christm
as

− − − − − N
P/N

N

− − −

− − −
SxN

P/V
PxN

P
SxN

P/SxN
P

SxN
P/SxN

P
SxN

P/V
PxN

P

SxN
P/PP

SxN
P/N

P

− N
P/N

N

N
P/G

C
npS

N
P/G

C
npS

N
P/G

C
npS

N
P/G

C
npS

N
P/G

C
npS

N
P/G

C
npS

N
P/G

C
npS

Figure 4: Sample store sequence containing long-distance dependency in a filler-gap construction.

d=1

d=2

d=3

word

t=1 t=2 t=3 t=4 t=5 t=6

Jan

Piet

M
arie

zag

laten

zw
em

m
en

− − − S/V
P

S/V
P

S/V
P

− − S/V
P

S/V
P

S/V
P

S/S

− S/V
P

S/V
P

S/V
P

S/S

S/S

Figure 5: Sample store sequence containing crossed and

nested dependencies.

satisfy claims that the model constructs chunks only

for contiguous dependency structures (which is not

true of propagated ‘slash’ features.

Figure 5 shows a sample store sequence corre-

sponding to a parse of a Dutch sentence containing

crossed and nested dependencies, featuring reduc-

tions across non-adjacent depth levels. This requires

a more severe relaxation of PCFG independence as-

sumptions, and is beyond the capacity of the HHMM

as defined above, but this does preserve the notion

of incomplete constituents and general composition

established above, and is not beyond the capacity of

factored sequence models with human-like memory

bounds in general (note that the example sentence

can still be parsed with only three store elements).

This suggests a promising avenue of generalizing

this model to learn parsing transitions that may be

broader than those of a strict pushdown automaton.
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Abstract

In this paper, we show that the analysis of
right-node-raising (RNR) in coordinate struc-
tures proposed in Sarkar and Joshi (1996) can
be extended to non-local RNR if it is aug-
mented with delayed tree locality (Chiang and
Scheffler, 2008), but not with flexible com-
position (Joshi et al., 2003). In the proposed
delayed tree-local analysis, we define multi-
component (MC) elementary tree sets with
contraction set specification. We propose that
a member of each of the MC sets participates
in forming a derivational unit calledcontrac-
tion path in the derivation structure, and that
contraction paths must be derivationally local
to each other for the relevant contraction to be
licensed.

1 Introduction

The term right node raising (RNR) was coined by
Ross (1967) to describe constructions such as (1), in
which an element, here the DPthe theory, appears to
be syntactically and semantically shared at the right
periphery of the rightmost conjunct of a coordinate
structure.1 Furthermore, RNR may share an ele-
ment at unbounded embedding depths (Wexler and
Culicover, 1980). In (2)-(5), the shared argument is
the object of the verb complement clauses, relative
clauses, adjunct clauses and DPs embedded in the
coordinating clauses.2 We can thus characterize ex-
amples such as (1) as local RNR and examples such

∗We thank the anonymous reviewers of TAG+10 for their
insightful comments. All remaining errors are ours. This work
was partially supported by NSERC RGPIN/341442 to Han.

1Subsequently, RNR has been shown to apply to noncoor-
dinate structures as well. These will be discussed in Section
5.

2Here we discuss only examples with shared arguments; see
Potter (2010) for discussion of shared modifiers in an analysis
similar to Sarkar and Joshi (1996).

as (2)-(5) as non-local RNR.3

(1) [John likes ] and [Tim dislikesthe theory].

(2) [John thought you paid ] and [Tim insisted
you didn’t paythe rent].

(3) [John likes the professor who taught] and
[Tim dislikes the student who debunkedthe
theory].

(4) [John left before he heard] and [Mary came
after Sue announcedthe good news].

(5) [John likes the big book ] and [Tim likes the
small bookof poetry].

Early transformational analyses, e.g. Ross (1967),
explained RNR by extending the standard notion of
movement to allow across-the-board (ATB) move-
ment, in which two underlying copies of the shared
material are identified during movement, yielding
a single overt copy located ex situ, outside of the
coordinate structure. This type of analysis implies
that, apart from the ATB aspect of the movement,
RNR should otherwise behave as typical movement.
This prediction is not borne out, however, as RNR
is freely able to violate both the island constraints
and the right-roof constraint. In example (3), the
DP the theory is the argument of the verbs in the
relative clauses, which are complex noun phrase is-
lands. Under the ex situ analysis, depicted in (6), the
shared argument raises out of the coordinate struc-
ture, thereby also escaping the complex noun phrase
island. Such movement also violates the right-roof
constraint, which limits rightward movement to a
landing site one bounding node above the source
(Sabbagh, 2007). If the relevant bounding nodes are
vP and TP and the shared argument is merged under
vP, movement outside of the coordinated TP struc-
ture would violate this constraint. Such behaviours

3Examples of RNR require stress on the contrasting ele-
ments (Hartmann, 2000; Féry and Hartmann, 2005).
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are unpredicted if RNR is derived from movement
of the shared element to a position outside of the co-
ordinate structure.

(6) [TP John [vP likes the professor who
taught ti ]] and [TP Tim [vP dislikes the
student who debunked ti ]] the theoryi.

While some attempt has been made to explain the
unpredicted behaviour of RNR in the ex situ anal-
ysis, e.g. Sabbagh (2007), an alternative approach
to RNR is available which circumvents these com-
plications by locating the shared elements in situ.
Sarkar and Joshi (1996) propose such an in situ anal-
ysis using Tree Adjoining Grammar (TAG), positing
that the shared element is located in the canonical
position within the rightmost conjunct. One signifi-
cant consequence of this analysis is that the contrast
between movement and RNR requires no explana-
tion; RNR is not derived from movement, and thus
their differences in behaviour are unremarkable.

However, the implementation of Sarkar and
Joshi’s analysis does make clear predictions for the
locality of RNR: it predicts that non-local RNR is
illicit. As will be discussed in Section 2, the mech-
anism proposed by Sarkar and Joshi only permits
sharing between two elementary trees that are di-
rectly composed. Thus, examples such as (1), in
which the shared elementthe theory is an object
of the two clauses being coordinated, are permitted.
On the other hand, examples such as (2)-(5) are ex-
cluded, as the shared arguments in these examples
are not objects of the coordinated clauses, but rather
objects of clauses embedded within the coordinated
clauses. Thus, an unattested contrast in grammati-
cality is again predicted, in this case between local
and non-local RNR.

The remainder of this paper is organized as fol-
lows. In Section 2, we first illustrate how local RNR
is handled in Sarkar and Joshi (1996), using ele-
mentary trees that conform to Frank’s (2002) Con-
dition on Elementary Tree Minimality (CETM). We
then demonstrate how the mechanisms in Sarkar and
Joshi cannot derive instances of non-local RNR with
standard TAG. We consider two ways of augment-
ing the analysis, one with delayed tree locality (Chi-
ang and Scheffler 2008) in Section 3, and the other
with flexible composition (Joshi et al. 2003) in Sec-
tion 4. We show that only the analysis with delayed

tree locality yields well-formed derivation in TAG.
In Section 5, we briefly discuss cases of noncoordi-
nate RNR and show that our proposed analysis can
be extended to these cases as well.

2 Sarkar and Joshi 1996

Sarkar and Joshi utilize elementary trees with con-
traction sets and coordinating auxiliary trees. The
elementary trees necessary to derive (1) are illus-
trated in Figure 1. Note that (αthe theory) is a
valid elementary tree conforming to Frank’s CETM,
as a noun can form an extended projection with
a DP, in line with the DP Hypothesis. Also, el-
ementary trees such as (βand dislikes{DP}) are in
accordance with CETM, as coordinators are func-
tional heads (Potter 2010). In each of (αlikes{DP})
and (βand dislikes{DP}), the object DP node is in
the contraction set, notated as a subscript in the
tree name and marked in the tree with a circle
around it, and represents a shared argument. When
(βand dislikes{DP}) adjoins to (αlikes{DP}), the
two trees will undergo contraction, sharing the node
in the contraction set. Effectively, in the derived tree,
the two nodes are identified, merging into one, and
in the derivation tree, a DP simultaneously substi-
tutes into the contraction nodes.

The derived and derivation structures are given
in Figure 2. In (δ1), (αthe theory) substitutes
into (αlikes{DP}) and (βand dislikes{DP}) simul-
taneously at the DP node, and in (γ1), the ob-
ject DPs are merged into one. These are thus di-
rected graphs: a single node is dominated by mul-
tiple nodes. Looking at (δ1) again, the elemen-
tary trees that are contracted are local to each other
derivationally: (αlikes{DP}) immediately domi-
nates (βand dislikes{DP}). It is this local relation-
ship that licenses contraction.

However, in instances of non-local RNR, this
local relationship does not obtain. The intended
derived structure for (3), for example, is given
in Figure 5, using the elementary trees in Fig-
ures 1 and 3.4 But the structure in Figure 5
cannot be generated with the given elementary
trees, as it would require an illicit derivation, de-

4Note that (αlikes) and (βand dislikes) trees are same as
(αlikes{DP}) and (βanddislikes{DP}), except that these do not
have contraction nodes.
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αjohn: DP

D

John

αtim: DP

D

Tim

αthe theory: DP

D

the

NP

N

theory

αlikes{DP}: TP

DPi↓ T′

T VP

DP

ti

V′

V

likes

DP

βand dislikes{DP}: TP

TP* ConjP

Conj

and

TP

DPi↓ T′

T VP

DP

ti

V′

V

dislikes

DP

Figure 1: Elementary trees forJohn likes and Tim dislikes the theory.

δ1: αlikes{DP}

αjohn

DPi

βand dislikes{DP}

TP

αtim

DPi

αthe theory

DP

γ1: TP

TP

DPi

D

John

T′

T VP

DP

ti

V′

V

likes

ConjP

Conj

and

TP

DPi

D

Tim

T′

T VP

DP

ti

V′

V

dislikes

DP

D

the

NP

N

theory

Figure 2: Derivation and derived structures forJohn likes and Tim dislikes the theory.

picted in Figure 4. Here, contraction must occur
between the two relative clause elementary trees
(βtaught{DP}) and (βdebunked{DP}). These rela-
tive clause trees though are not derivationally local
to each other: they must each adjoin to the DP trees
(αthe professor) and (αthe student) which in turn
must substitute into the object positions of (αlikes)
and (βand dislikes).

3 Derivation using Delayed Tree-Local
MC-TAG

To address this problem, we augment Sarkar and
Joshi’s analysis with delayed tree locality. As de-
fined in Chiang and Scheffler, delayed tree-local
multi-component (MC) TAG allows members of an

δ3: αlikes

αjohn

DPi

αthe professor
DP

βtaught{DP}

NP

αwho

DPi

αthe theory

DP

βand dislikes
TP

αthe student

DP

βdebunked{DP}

NP

αwho

DPi

αtim

DPi

Figure 4: Illegal derivation structure forJohn likes the
professor who taught and Tim dislikes the student who
debunked the theory using standard TAG
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αthe professor: DP

D

the

NP

N

professor

αthe student: DP

D

the

NP

N

student

αwho: DP

D

who

βtaught{DP}: NP

NP* CP

DPi↓ C′

C TP

DP

ti

T′

T VP

DP

ti

V′

V

taught

DP

βdebunked{DP} : NP

NP* CP

DPi↓ C′

C TP

DP

ti

T′

T VP

DP

ti

V′

V

debunked

DP

Figure 3: Elementary trees forJohn likes the professor who taught and Tim dislikes the student who debunked the
theory.

γ3: TP

TP

DPi

D

John

T′
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DP
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DP
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NP

N
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DPi

D
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C′

C TP
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T′
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DP

ti

V′

V
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Conj
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TP

DPi

D
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T′
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DP

ti

V′

V
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DP

D

the

NP

NP

N

student

CP

DPi

D

who

C′

C TP

DPi

ti

T′
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V′

V
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D

the

NP

N

theory

Figure 5: Derived structure forJohn likes the professor who taught and Tim dislikes the student who debunked the
theory.
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MC set to compose with different elementary trees
as long as the members eventually compose into the
same elementary tree. In the derivation structure, the
members of the MC set do not need to be immedi-
ately dominated by a single node, though there must
be a node that dominates all the members of the MC
set. The lowest such node is called thedestination
of an MC set. Thedelay of an MC set is the union
of the paths from the destination to each member of
the MC set, excluding the destination itself.

In deriving (3), we propose MC elementary tree
sets for relative clauses with shared nodes, as in Fig-
ure 6. We postulate a structural constraint between
the two trees in the MC set: the degenerate tree com-
ponent must dominate the relative clause tree com-
ponent in the derived structure.

In effect, with the addition of the MC tree sets
such as those in Figure 6, the specification of con-
traction sets is now divorced from the elementary
trees that compose through coordination. To accom-
modate this separation, we need to extend the licens-
ing condition for contraction. We take an elementary
tree participating in coordination and the immedi-
ately dominated degenerate tree with contraction set
as a derivational unit, and call it acontraction path.
We propose that contraction between two MC sets
A and B is licensed if A and B have corresponding
contraction sets, and the contraction path containing
the degenerate tree component of A either immedi-
ately dominates or is immediately dominated by the
contraction path containing the degenerate tree com-
ponent of B.

The delayed tree-local derivation for (3) is
depicted in the derivation structure in Figure
7, generating the derived structure in Figure 5.
(βtaught1{DP}) adjoins to (αthe professor), and
(βtaught2{DP}), a degenerate tree, adjoins to
the TP node of (αlikes). (βand dislikes) adjoins
to this TP, and (βdebunked2{DP}) adjoins to
the TP of (βand dislikes). (βdebunked1{DP})
adjoins to (αthe student) which substitutes into
(βand dislikes). The delay of the (taught{DP})
MC set is {(βtaught1{DP}), (βtaught2{DP}),
(αthe professor)} and the delay of the
(debunked{DP}) MC set is {(βdebunked1{DP}),
(βdebunked2{DP}), (αthe student)}. As no deriva-
tion node is a member of more than one delay, this
is a 1-delayed tree-local MC-TAG derivation. In this

δ3-dtl: αlikes

αjohn

DPi

αthe professor
DP

βtaught1{DP}

NP

αwho

DPi

αthe theory

DP

βtaught2{DP}

TP

βand dislikes

TP

αthe student

DP

βdebunked1{DP}

NP

αwho

DPi

αtim

DPi

βdebunked2{DP}

TP

Figure 7: Derivation structure forJohn likes the professor
who taught and Tim dislikes the student who debunked the
theory with delayed tree locality

derivation, (αlikes) and (βtaught2{DP}) form a con-
traction path, which immediately dominates another
contraction path, made up of (βand dislikes), a
coordinating auxiliary tree, and (βdebunked2{DP}),
a degenerate tree with a corresponding contrac-
tion set specification. As the two paths are local
to each other, contraction of the object DPs in
the relative clause trees, (βtaught1{DP}) and
(βdebunked1{DP}), is licensed.

The proposed analysis can rule out (7), where
RNR has taken place across a coordinating clause
without a shared argument.

(7) * [John likes the professor who taught]
and [Tim dislikes the student who took the
course] and [Sue hates the postdoc who de-
bunkedthe theory].

Due to the domination constraint between the
two trees in the MC set, the only plausible
derivation is as in Figure 8. But node con-
traction is not licensed in this derivation, as the
two contraction paths, one containing (αlikes)
and (βtaught2{DP}), and the other containing
(βand hates) and (βdebunked2{DP}), are separated
by (βand dislikes). As the two paths are not deriva-
tionally local to each other, contraction between the
relative clauses is not licensed.

Local RNR can also be accounted for in terms
of the proposed MC set with the contraction set
specification, and contraction paths. Returning to
(1), its derivation structure can be recast as in Fig-
ure 10, using the MC sets in Figure 9. In Chi-
ang and Scheffler’s definition of delayed tree-local
MC-TAG, one member of an MC set is allowed

Non-local Right Node Raising: an Analysis using Delayed Tree-Local MC-TAG
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{ βtaught1{DP}: NP

NP* CP

DPi↓ C′

C TP

DP

ti

T′

T VP

DP

ti

V′

V

taught

DP

βtaught2{DP}: TP* } { βdebunked1{DP} : NP

NP* CP

DPi↓ C′

C TP

DP

ti

T′

T VP

DP

ti

V′

V

debunked

DP

βdebunked2{DP} : TP* }

Figure 6: MC sets for relative clauses with contraction sets

δ7-dtl: αlikes

αjohn

DPi

αthe professor
DP

βtaught1{DP}

NP

αwho

DPi

αthe theory

DP

βtaught2{DP}

TP

βand dislikes

TP

αtim
DPi

αthe student

DP
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NP

αwho

DPi
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DP

βand hates

TP
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DP
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NP

αwho

DPi
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DPi

βdebunked2{DP}

TP

Figure 8: Illegal derivation structure for*John likes the professor who taught and Tim dislikes the student who took
the course and Sue hates the postdoc who debunked the theory

{ αlikes{DP}: TP

DPi↓ T′

T VP

DP

ti

V′

V

likes

DP

βlikes2{DP}: TP* } { βand dislikes{DP}: TP

TP* ConjP

Conj

and

TP

DPi↓ T′

T VP

DP

ti

V′

V

dislikes

DP

βand dislikes2{DP} : TP* }

Figure 9: MC sets forlikes andand dislikes with contrac-
tion sets

to adjoin into another. As such, in Figure 10,
(βlikes2{DP}) adjoins to (αlikes1{DP}), forming
one contraction path, and (βand dislikes2{DP}) ad-
joins to (βand dislikes1{DP}), forming another. The
two contraction paths are in immediate domination
relation, licensing the contraction of the object DPs.

δ1-dtl: αlikes1{DP}

αjohn

DPi

βlikes2{DP}

TP

βand dislikes1{DP}

TP

αtim

DPi

βand dislikes2{DP}

TP

αthe theory

DP

Figure 10: Delayed tree-local derivation forJohn likes
and Tim dislikes the theory

4 Derivation using Flexible Composition

We now attempt to augment Sarkar and Joshi’s anal-
ysis with tree-local MC-TAG with flexible compo-
sition. Flexible composition can be seen as reverse-
adjoining: instead ofβ adjoining ontoα at nodeη,
α splits atη and wraps aroundβ. By reversing the
adjoining this way, tree-locality can be preserved in
an otherwise non-local MC-TAG derivation.
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δ3-fc: αlikes

αjohn

DPi

βtaught1{DP}
DP

αwho

DPi

αthe theory
DP

αthe professor

rev@NP
βtaught2{DP}

TP

βand dislikes

TP

βdebunked1{DP}

DP

αthe student

rev@NP

αwho

DPi

βdebunked2{TP}
DP

αtim

DPi

Figure 11: Illegal derivation structure forJohn likes the
professor who taught and Tim dislikes the student who
debunked the theory with flexible composition

As depicted in the derivation structure in Fig-
ure 11, flexible composition seems to keep the
derivation tree-local: (αthe professor) reverse-
adjoins to (βtaught1{DP}) which in turn sub-
stitutes into (αlikes), and (βtaught2{DP}), the
other component of the (taught{DP}) MC set
adjoins to (αlikes). And (βand dislikes) ad-
joins to (βtaught2{DP}), (βdebunked2{DP})
adjoins to (βand dislikes), and (αthe student)
reverse-adjoins to (βdebunked1{DP}), which
allows (βdebunked1{DP}) to substitute into
(βand dislikes). The contraction path containing
(αlikes) and (βtaught2{DP}) and the one containing
(βand dislikes) and (βdebunked2{DP}) are local to
each other, and so contraction between the relative
clauses should in principle be possible.

But there is a problem with this derivation: it
substitutes (βtaught1{DP}) and (βdebunked1{DP})
into (αlikes) and (βand dislikes) respectively. This
is problematic because these substitutions are us-
ing new DP nodes created by the reverse-adjoining
of (αthe professor) to (βtaught1) and (αthe student)
to (βdebunked1). Though this composition is al-
lowed by the definition in Joshi et al. (2003), it is
not allowed by the definition in Chiang and Schef-
fler (2008), where it is speculated that allowing such
derivation may increase the weak generative capac-
ity beyond standard TAG.

This result provides further support for Chiang
and Scheffler’s (2008) observation that while any
derivation using flexible composition can alterna-
tively be expressed in a 2-delayed tree-local MC-
TAG, a derivation using a 1-delayed tree-local anal-
ysis may not be expressed in an MC-TAG with flex-
ible composition. To verify this observation, Chiang

and Scheffler used ECM construction where there
is a binding relationship between the matrix subject
and the ECM subject, as in (8).

(8) John believes himself to be a decent guy.
(Ryant and Scheffler, 2006)

They show that though there is a simple derivation
using a 1-delayed tree-local MC-TAG, the deriva-
tion with flexible composition originally proposed
for (8) by Ryant and Scheffler (2006) is actually il-
legal. There, a reverse-adjoining takes place at a site
that is created by a reverse-substitution. We have es-
sentially obtained the same results with the deriva-
tion of non-local RNR.

5 Noncoordinate RNR

Following Hudson (1976), Napoli (1983), Goodall
(1987), Postal (1994), and Phillips (2003), and as
illustrated in (9) and (10), RNR is possible in non-
coordinated structures.

(9) a. [David changed ] while [Angela dis-
tractedthe baby].

b. [I organize ] more than [I actually run
her life].

c. [I organize ] although [I don’t really run
her life].

(10) a. Of the people questioned, those [who
liked ] outnumbered by two to one those
[who disliked the way in which the de-
valuation of the pound had been han-
dled]. (Hudson, 1976)

b. Politicians [who have fought for ] may
well snub those [who have fought against
animal rights]. (Postal, 1994)

c. The professor [who taught] dislikes the
student [who debunkedthe theory].

Our proposed analysis of coordinate RNR can
straightforwardly be extended to the examples in (9).
In the derivation of each of the examples, the ele-
mentary tree representing the adjunct clause adjoins
to the matrix clause, just as the elementary tree rep-
resenting the coordinated clause did. These elemen-
tary trees thus form a natural class with coordinating
elementary trees, and as such, they can each form
a contraction path with the immediately dominated

Non-local Right Node Raising: an Analysis using Delayed Tree-Local MC-TAG
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δ10c: αdislikes

βtaught2{DP}

TP

αthe professor
DPi

βtaught1{DP}

NP

αwho

DPi

αthe theory

DP

αthe student
DP

βdebunked1{DP}

NP

αwho

DPi

βdebunked2{DP}

TP

Figure 12: Derivation structure forThe professor who
taught dislikes the student who debunked the theory

degenerate tree. And since the contraction path con-
taining the degenerate tree member representing the
matrix clause immediately dominates the one con-
taining the degenerate tree member of the adjunct
clause, contraction of the object DPs is licensed.

Unlike the cases of coordinate RNR and the ex-
amples in (9), in the examples in (10), the second
clause containing the shared argument is not adjoin-
ing onto the first clause with the shared argument.
Rather, they are relative clauses, each contained in
the subject DP and the object DP. (10c), for example,
can thus be given a 1-delayed tree-local derivation as
in Figure 12, using the elementary tree sets in Fig-
ure 6. Here, the degenerate trees, (βtaught2{DP})
and (βdebunked2{DP}), both adjoin to (αdislikes),
forming two contraction paths, one containing
(αdislikes) and (βtaught2{DP}) and the other con-
taining (αdislikes) and (βdebunked2{DP}). The
two paths are in sister relation, which is arguably
as local as immediate domination relation. It
thus follows that the contraction of the object DPs
in the relative clause trees, (βtaught1{DP}) and
(βdebunked1{DP}), is licensed.

6 Conclusion

In this paper, we have observed that non-local RNR
calls for a TAG derivation that is more descriptively
powerful than the one of standard TAG, and applied
two such variants of TAG to the problem, tree-local
MC-TAG with flexible composition and 1-delayed
tree-local MC-TAG. We have shown that the analy-
sis of local RNR proposed in Sarkar and Joshi can be
extended to non-local RNR if it is augmented with
delayed tree locality but not with flexible composi-
tion. We have seen that the proposed analysis is con-
straining as well, ruling out non-contiguous RNR,
and can also be extended to handle cases of nonco-
ordinate RNR.
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Féry, Caroline, and Katharina Hartmann. 2005. Fo-
cus and prosodic structures of German Gapping
and Right Node Raising.The Linguistic Review
22:67–114.

Goodall, Grant. 1987.Parallel structures in syntax.
Cambridge University Press.

Hartmann, Katharina. 2000.Right node raising and
gapping: Interface conditions on prosodic dele-
tion. John Benjamins Publishing Company.

Hudson, Richard A. 1976. Conjunction reduc-
tion, gapping, and right-node raising.Language
52:535–562.

Joshi, Aravind K., Laura Kallmeyer, and Maribel
Romero. 2003. Flexible composition in LTAG:
Quantifier scope and inverse linking. InProceed-
ings of IWCS-5, eds. Harry Bunt et. al., volume 5,
179–194. Tilburg, The Netherlands.

Napoli, Donna Jo. 1983. Comparative ellipsis:
A phrase structure analysis.Linguistic Inquiry
14:675–694.

Phillips, Colin. 2003. Linear order and constituency.
Linguistic Inquiry 34:37–90.

Postal, Paul. 1994. Parasitic and pseudoparasitic
gaps.Linguistic Inquiry 25:63–117.

Potter, David. 2010. A multiple dominance anal-
ysis of sharing coordination constructions using
Tree Adjoining Grammar. Master’s thesis, Simon
Fraser University.

Ross, John Robert. 1967. Constraints on variables
in syntax. Doctoral Dissertation, MIT.

Ryant, Neville, and Tatjana Scheffler. 2006. Binding
of anaphors in LTAG. InProceedings of TAG+ 8,
65–72. Sydney, Australia.

Sabbagh, Joseph. 2007. Ordering and linearizing
rightward movement.Natural Language and Lin-
guistic Theory 25:349–401.

Sarkar, Anoop, and Aravind Joshi. 1996. Coordi-
nation in Tree Adjoining Grammars: formaliza-
tion and implementation. InProceedings of COL-
ING’96, 610–615. Copenhagen.

Wexler, Kenneth, and Peter Culicover. 1980.Formal
principles of language acquisition. Cambridge,
MA: MIT Press.

Chung-Hye Han, David Potter, Dennis Ryan Storoshenko

16



Unifying Adjunct Islands and Freezing Effects in Minimalist Grammars

Tim Hunter
Department of Linguistics
University of Maryland

College Park, MD 20742, USA

Abstract

This paper presents a unified account of
two well-known conditions on extraction do-
mains: the “adjunct island” effect and “freez-
ing” effects. Descriptively speaking, ex-
traction is problematic out of adjoined con-
stituents and out of constituents that have
moved. I introduce a syntactic framework
from which it emerges naturally that adjoined
constituents are relevantly like constituents
that have moved, unifying the two descriptive
generalisations noted above.

1 Overview

Research into the nature of “island constraints”
(conditions on domains out of which extraction can
occur) is a prominent issue in mainstream syntac-
tic theory. There has been corresponding research
into the nature of these constraints in a more math-
ematically explicit setting within the TAG formal-
ism, aiming to show how island constraints, par-
ticularly adjunct islands and wh-islands (eg. Kroch,
1987, 1989; Frank, 1992), might emerge from other
independently-motivated properties of the grammar.
However within the MG formalism, developed by
Stabler (1997) as a precise formulation of the main
ideas underlying the most recent incarnation of
Chomskyan syntactic theory (Chomsky, 1995), there
has been relatively little investigation of the na-
ture of island constraints: to the extent that these
phenomena figure in the literature (eg. Gärtner and
Michaelis, 2005, 2007), familiar descriptive con-
straints are simply stipulated individually (eg. no ex-
traction from specifiers, no extraction from adjuncts)

for the purpose of investigating not the origin of
these constraints but their effects on generative ca-
pacity.

In this paper I propose that a particular variant of
the MG formalism, motivated by a number of in-
dependent considerations, permits a unified account
of two well-known island constraints, namely the
“adjunct island” effect and “freezing” effects: de-
scriptively speaking, extraction is generally prob-
lematic out of adjoined constituents (Cattell, 1976;
Huang, 1982) and out of constituents that have
moved (Wexler and Culicover, 1981). The crucial
ingredients of the formalism are two widely-held
intuitions: first, that movement is usefully thought
of as “re-merging” (Epstein et al., 1998; Chom-
sky, 2004), and second, that adjuncts are in some
sense more “loosely” attached than arguments are
(Chametzky, 1996; Hornstein and Nunes, 2008). A
grammatical formalism in which the re-merge con-
ception of movement is fleshed out explicitly makes
possible a natural implementation of the idea of ad-
juncts as loosely attached, which is otherwise dif-
ficult to make precise. From this point it emerges
that adjoined constituents and moving constituents
are, in a certain sense, the same kind of thing; thus
by adding a single constraint to our theory we cap-
ture at once both adjunct island effects and freezing
effects.

The rest of this paper is organised as follows. In
§2 I develop the syntactic formalism in which the
eventual unification can be stated, starting with the
formalism from Stabler (2006) and then introduc-
ing two additions/modifications concerning the im-
plementations of movement and adjunction. I begin
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§3 by focussing on the prohibition against extrac-
tion from adjuncts; having identified the particular
constraint that must be imposed on the formalism to
enforce this prohibition, I then show that this one
constraint also forbids extraction from moved con-
stituents without further stipulation.

2 Syntactic framework

2.1 Insertion and Re-merge: Stabler (2006)

I take as a starting point the variant of the MG for-
malism presented by Stabler (2006). This system
departs from the common conception of movement
as an operation which revises or rearranges some ex-
isting structure: instead of merging into positionA
and then moving (perhaps with the help of copying
and/or deletion operations) to positionB, an element
satisfies certain requirements associated with posi-
tion A while remaining structurally “disconnected”
from the rest of the sentence, and then is structurally
integrated only into positionB. As a result, if we al-
low new elements to be simply inserted into a deriva-
tion with this “disconnected” status, we need only
a single feature-checking operation (as opposed to
a merging operation which builds structure, and a
moving operation which builds structure in addition
to dismantling existing structure).1

Abstracting away from some details, a derivation
of the question ‘who did we see’ will proceed as
shown in Figure 1. Features of the form+f indicate
requirements, and features of the form-f indicate
properties. An element bearing-f can discharge an-
other element’s corresponding+f requirement, re-
sulting in these two features being “checked” or
deleted. Note that when a requirement is discharged,
the element bearing-f may be wholly integrated
into the structure (via string concatenation), never
to be further manipulated, as is case for the subject
and question requirements in Figure 1; or it may re-
main disconnected, as is the case for the object re-
quirement in Figure 1, since ‘who’ has a remain-
ing property that will discharge the question require-
ment later.

This conception of syntactic structure-building
can be seen as an explicit implementation of the
common intuition that movement might be thought

1For further discussion of how this system relates to better-
known variants of MGs, see Hunter (2010, ch.1).

of as merely re-merging: note the parallelism be-
tween the discharging of the subject requirement
(often thought of as a “merge step”) and that of the
question requirement (a “move step”). This unifica-
tion depends on the presence of an insertion opera-
tion that adds an element to the derivation without
checking any features. In the next subsection I will
propose that this insertion operation can also play a
role in insightful accounts of adjuncts; more specifi-
cally, that adjuncts are elements that are inserted into
the derivation but do not thereafter participate in the
discharging of any requirements.

This treatment of adjunction is one of two adjust-
ments that I make to the system of Stabler (2006):
I describe this first in§2.2, and then the second ad-
justment, concerning the derivational status of the
“disconnected” elements, in§2.3.

2.2 Adjunction as (Only) Insertion

First note that in the derivation in Figure 1, phono-
logical/string composition occurs only upon dis-
charging of requirements (though not conversely).
Adjuncts clearly must be phonologically composed
with other constituents; to make room for an ac-
count where they nonetheless do not participate in
any discharging of requirements, these two ideas
must be decoupled. The work done at requirement-
discharging steps in Figure 1 can be broken into two
operations,MRG (“merge”) and SPL (“spellout”).
The former discharges requirements without phono-
logical composition, and the latter composes a new
string from smaller pieces. The string produced by
SPL will of course depend on which requirements
have been discharged by what, soMRG must leave
some record of this forSPL to interpret.

With this division of labour betweenMRG and
SPL, the question arises of “how often”SPL applies
in the course of the derivation. IfSPL were applied
immediately aftereveryapplication ofMRG, the re-
sult would be effectively the same as in Figure 1.
Alternatively, if SPL were applied just once at the
end of the derivation, the result would be a system
where the abstract structural description of the en-
tire sentence is constructed and only then its string
yield computed; this is roughly the position adopted
in most works in transformational grammar, includ-
ing Chomsky (1995) and Stabler (1997). I adopt a
position in between these two extremes, incorporat-
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〈 see:: +d+d-V , {}〉
insert ‘who’−→〈 see:: +d+d-V , { who:: -d-wh }〉

discharge object requirement−→〈 see:: +d-V , { who:: -wh }〉
insert ‘we’−→〈 see:: +d-V , { who:: -wh , we:: -d }〉

discharge subject requirement−→〈 we see:: -V , { who:: -wh }〉
...

〈 did we see:: +wh , { who:: -wh }〉
discharge question requirement−→〈 who did we see , {}〉

Figure 1: Intuitive outline of a derivation in the frameworkof Stabler (2006).

ing the general idea of the “multiple spellout” pro-
posal from Uriagereka (1999).

Specifically, I propose thatSPL applies at the end
of each maximal projection. The effect is that the
record of discharged requirements left by applica-
tions of MRG to be interpreted bySPL (i.e. a partial
structural description) can take the simple form of a
list: the first element in the list represents the com-
plement of the current maximal projection, the sec-
ond element the first specifier, and so on.2 A deriva-
tion of the VP constituent of ‘we see the man’ is
shown in Figure 2. Abstracting away from some de-
tails which will change shortly: we call a string with
an associated list of features aunit, and anexpres-
sionconsists of a unit, a (possibly empty) sequence
of strings, and some additional “disconnected” units
(in Figure 2, a set of them, but this will change
shortly); MRG and SPL are unary functions on ex-
pressions, andINS (“insert”) is a binary function on
expressions. IfSPL applies to an expression of the
form e = 〈u, s, t, . . . 〉 whereu is a unit ands and
t are strings, then this expression is interpreted as
encoding a phrase headed byu, with a constituent
with yield s in its complement position and a con-
stituent with yieldt in its specifier position. Note
that SPL applies at the end of each maximal projec-
tion: once to “flatten” the DP structure encoded in
e2 to produce ‘the man’, and once to “flatten” the
VP structure encoded ine7 to produce ‘we see the
man’. These two steps are illustrated in Figure 3.

2I assume for simplicity that a phrase can have multiple
specifiers, although the examples in this paper will not make

For reasons of space I will not be able to jus-
tify here the particular choice of a maximal pro-
jection as the relevant “phase” or “cycle” of in-
terpretation. The motivation comes in large part
from consideration of a distinctive, independently-
motivated approach to the semantic composition of
neo-Davidsonian logical forms (Parsons, 1990; Piet-
roski, 2005), according to which complement and
specifier positions each take on a particular seman-
tic significance; see Hunter (2010) for extensive dis-
cussion. But to illustrate the basic idea, an argument
of roughly the same form can be made that maxi-
mal projections might constitute a significant phase
of interpretation even with respect to phonologi-
cal/string (rather than semantic) composition:SPL

must be sensitive to the distinction between com-
plements and specifiers since (in English) the for-
mer are linearised to the right and the latter to the
left, and by composing only at the end of each max-
imal projection we ensure that this distinction is en-
coded whenSPLapplies in Figure 2. In a system like
the one illustrated in Figure 1 where requirement-
discharging and composition are strictly coupled,
some other encoding of the complement/specifier
distinction must be added instead.3

With a VP consisting of just a head, complement
and specifier derived as shown in Figure 2, we now
have available an interesting analysis of adjunction.
I propose that in the derivation of a VP with an
additional adjunct, the adjunct is only inserted and

use of any more than one.
3Stabler (2006) distinguishes two different “types” of ex-

pressions, indicated by ‘:’ and ‘::’, for this purpose.
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e1 = INS(〈 the:: +n-d , {}〉 , 〈 man:: -n , {}〉) = 〈 the:: +n-d , { man:: -n }〉
e2 = MRG(e1) = 〈 the:: -d , man , {}〉
e3 = SPL(e2) = 〈 the man:: -d , {}〉
e4 = INS(〈 see:: +d+d-V , {}〉 , e3) = 〈 see:: +d+d-V , { the man:: -d }〉
e5 = MRG(e4) = 〈 see:: +d-V , the man , {}〉
e6 = INS(e5, 〈 we:: -d , {}〉) = 〈 see:: +d-V , the man , { we:: -d }〉
e7 = MRG(e6) = 〈 see:: -V , the man , we , {}〉
e8 = SPL(e7) = 〈 we see the man:: -V , {}〉

Figure 2: A derivation illustrating the division of labour betweenMRG andSPL.

<

the::-d man

SPL−−−→ the man::-d

>

we <

saw::-V the man

SPL−−−→ we saw the man::-V

Figure 3: An intuitive illustration of the effects ofSPL in Figure 2.

then immediately interpreted bySPL (as opposed
to playing a more distinguished role by being af-
fected byMRG). This is particularly plausible on
the semantically-motivated understanding of argu-
ment positions (Hornstein and Nunes, 2008; Hunter,
2010). A derivation of ‘we see the man today’ will
therefore proceed as in Figure 2 to the point where
e7 is constructed, and then continue as shown in Fig-
ure 4. The feature*V indicates a constituent that ad-
joins to a phrase whose head bears-V (i.e. adjoins
to a VP).

2.3 Structure Among Disconnected Elements

Intuitively, an expression consists of a central “con-
nected” component — originally a single head unit
in Figure 1 and in Stabler (2006), and as of the pre-
vious subsection a head unit along with a list of
argument-yield strings in Figure 2 and Figure 4 —
and some associated “disconnected” units. In an ex-
pressione = 〈C, {u1, u2, . . .}〉 let us say that the
disconnected unitsui aresubordinateto the central
componentC.

Consider now in more detail the derivation
sketched in Figure 1. Upon completion of the
VP constituent we derive the expressioneVP =

〈 we see:: -V , { who:: -wh }〉. Herewho is subor-
dinate, in the sense just defined, towe see. Sup-
pose the next maximal projection is a CP, the head
of which is pronounced ‘did’ and which selects
a VP complement and attracts a wh-word to its
specifier position. Then the derivation will con-
tinue by insertingeVP into an expression headed by
did:: +V+wh-c .

In the system of Stabler (2006), the disconnected
units in an expression are structured simply as a set,
so the result of this insertion step will be as fol-
lows, destroying the relationship of subordination
betweenwho andwe see.

INS
(
〈 did:: +V+wh-c , {}〉 , eVP

)

= 〈 did:: +V+wh-c , { we see:: -V , who:: -wh }〉

In order to maintain this relationship betweenwho
and we see when the derivation proceeds beyond
construction of the VP (which will be crucial for im-
posing conditions on extraction domains), we need
something more structured than simply a set of
units to store an expression’s disconnected pieces.
Roughly, we might suppose that in place of a set
of units we use a set ofexpressions; since this per-

Tim Hunter

20



e7 = 〈 see:: -V , the man , we , {}〉
e8 = INS(e7, 〈 today:: *V , {}〉) = 〈 see:: -V , the man , we , { today:: *V }〉
e9 = SPL(e8) = 〈 we see the man today:: -V , {}〉

Figure 4: The end of a derivation showing the adjunction of ‘today’ to the VP.

mits nesting of expressions, a tree notation is sensi-
ble. A tree withC at its root node andu1, u2, . . . as
the unordered daughters of this root node will corre-
spond to the expression〈C, {u1, u2, . . .}〉. The arcs
of these trees correspond straightforwardly to sub-
ordination relationships. A tree with further levels
of embedding encodes the more elaborate internal
structure now permitted, not corresponding to any
expression of the restricted form〈C, {u1, u2, . . .}〉

The expressioneVP discussed above will therefore
correspond to the tree in (1); when this expression is
inserted into an expression headed by the comple-
mentiser ‘did’ we keep its internal structure intact,
and the result is the tree in (2).

(1) we see:: -V

who:: -wh

(2) did:: +V+wh-c

we see:: -V

who:: -wh

The effect of inserting one treeτ into anotherτ ′

is to addτ as one of the daughters of the root node
of τ ′. The effect of applyingMRG to a tree whose
root node has as its first feature a requirement+f, is
to “look for” a unit u bearing a property-f some-
where else in the tree, and check these features; if
this -f is the only remaining feature onu, then we
furthermore record the yield ofu at the root node, to
be phonologically composed at the next application
of SPL, andu is removed from the tree, its daughters
inherited by the root node.

The two applications ofMRG and the one ofSPL

that complete the derivation of ‘who did we see’,
starting from the expression in (2), are shown in Fig-
ure 5. While all non-root nodes consist of just units,
the root node has a unit plus a (possibly empty) list
of strings, representing current argument yields as
introduced in Figure 2.

Let us say that a unitx is “n-subordinate” to an-

other unity (in a certain treeτ ) iff x can be reached
from y by a downward path of lengthn (in τ ). Note
that before the first application ofMRG in Figure 5,
the unit who:: -wh was 2-subordinate to the root
of the tree; but when the+V and -V features are
checked and we see is established as an argu-
ment, its daughter who:: -wh is inherited by the
root and is therefore only 1-subordinate to the root.

3 Constraining movement

We can now consider the difference, in our modified
syntactic formalism, between licit extraction from a
complement and illicit extraction from an adjunct.
Having done so we will then see that the property
that distinguishes adjuncts from complements also
distinguishes in-situ constituents from moved ones.
A single constraint can therefore be imposed upon
the system that unifies adjunct island effects and
freezing effects.

3.1 Prohibiting Extraction from Adjuncts

I take the two sentences in (3) and (4) as representa-
tive examples of licit extraction from a complement
and illicit extraction from an adjunct.

(3) Who do you think [that John saw ]?

(4) * Who do you sleep [because John saw]?

I assume that the bracketed constituent in (4) is ad-
joined to VP, though nothing significant hinges on
this choice of attachment site. The crucial difference
between the two sentences will therefore reside in
the construction of their respective matrix VPs: the
relevant partial derivations, up to the point where no
requirements remain to be discharged and we would
expectSPL to apply, are shown in Figure 6.

The two expressions with which the partial
derivations in Figure 6 begin represent the two sen-
tences’ respective bracketed constituents, extraction
from which we are investigating: a CP ‘that John
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did::+V+wh-c

we see::-V

who::-wh

MRG−−→ did::+wh-c , we see

who::-wh

MRG−−→ did::-c , we see, who SPL−−→ who did we see::-c

Figure 5: Final steps of the derivation of ‘who did we see’.

that John saw::-c

who::-wh

INS−−→ think::+c-V

that John saw::-c

who::-wh

MRG−−→ think::-V , that John saw

who::-wh

(3)

because John saw::*V

who::-wh

INS−−→ sleep::-V

because John saw::*V

who::-wh

(4)

Figure 6: Comparison of the construction of the matrix VP of the two sentences in (3) and (4).

saw’ with a subordinate disconnected ‘who’ waiting
to re-merge and check its-wh feature in the case of
(3), and a VP-adjunct ‘because John saw’, likewise
with a disconnected ‘who’, in the case of (4). Each
is inserted into an expression headed by the matrix
verb: ‘think’, which requires a CP complement, in
the case of (3), and ‘sleep’, with no such require-
ment, in the case of (4).

After this first step the two partial derivations cru-
cially diverge. For (3) aMRG step is required, to
check the+c and-c features, beforeSPL can apply,
and as a result who:: -wh is 1-subordinate to the
root when the VP is completed andSPL is due to ap-
ply. For (4), however, no suchMRG step is required:
the adjunct is ready to be interpreted as part of the
VP in its 1-subordinate position, just as ‘today’ was
in Figure 4, and soSPL is due to apply immediately
after the insertion step.

In order to encode the adjunct island constraint
we require that the possibility of extractingwho is
contingent upon the merging of its mother node in
these tree representations (here,that John saw), into
an argument position. We can do this by stipulat-
ing that SPL does not apply to expressions where
there exist units 2-subordinate to the root. The par-
tial derivation of (3) in Figure 6 can therefore con-

tinue with an application ofSPL, producing

think that John saw:: -V

who:: -wh

but the would-be derivation of (4) cannot.4

I should emphasise that I have not said anything
insightful so far about the nature of adjunct island
effects. This constraint on the expressions to which
SPLcan apply is simply a restatement of the fact that
extraction from adjuncts is prohibited. The attrac-
tion of it is that in combination with the implemen-
tation of movement that our formalism assumes, the
very same constraint simultaneously prohibits ex-
traction from moved constituents. This is what the
next subsection will illustrate.

3.2 Freezing effects follow

The adjunct island constraint, we have just seen,
amounts to a prohibition on applyingSPL to config-
urations in which a moving unitu is 1-subordinate
to a unitu′, which is itself adjoined to, and thus 1-
subordinate to, the expression’s root; in such con-

4Note that this constraint does not rule out multiple adjuncts
independently modifying a single phrase, as long as none of
these adjuncts themselves have subordinate parts waiting to re-
merge.
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figurationsu is 2-subordinate to the root. But the
general constraint — thatSPL may not apply to ex-
pressions where some unit is 2-subordinate to the
root — also prohibits applyingSPL to configurations
in which a moving unitu is 1-subordinate to a unit
u′, which has not yet reached its final position, and
is thus 1-subordinate to the root. This second kind
of configuration is exactly the one that characterises
freezing effects.

As a concrete example, I will suppose that (5) is
ruled out because ‘who’ has moved out of a larger
constituent which has itself moved: specifically, it
has moved out of the subject, which has moved for
Case/EPP reasons. I will show that this can be ruled
out by the same constraint onSPL that we arrived at
above to enforce adjunct islands.

(5) * Who did [a picture of ] fall (on the floor)?

First consider the derivation of a sentence involv-
ing the relevant movement of the subject, but not yet
with any additional wh-movement. The relevant part
of the derivation of (6) is shown in Figure 7.

(6) A picture of John fell (on the floor)

The steps in Figure 7 begin at the point where
the subject ‘a picture of John’ has been fully con-
structed, and it will need to merge into a theta po-
sition (-d) and Case position (-k). Note that since
its theta position is not its final destination, a unit
a picture of John:: -k remains as a daughter of
the root when the+d and-d features are checked
(analogous to ‘who’ remaining disconnected when
the object requirement was discharged in Figure 1).
This causes no problem in the derivation of (6)
where no movement out of the subject is required:
SPLapplies to the last expression shown in Figure 7,
since we have completed construction of the VP by
this point, and the subject ‘a picture of John’ re-
merges into its Case position when the opportunity
arises.

Now consider Figure 8, showing the attempted
derivation of (5), where ‘who’ must move out of
the subject. After the two steps shown there the+d

requirement of ‘fall’ has been discharged, soSPL

is due to apply. However, as observed above, the
unit a picture of:: -k remains 1-subordinate to
the root fall:: -V , and who:: -wh remains 1-
subordinate toa picture of:: -k ; therefore we have

a unit, who:: -wh , which is 2-subordinate to the
root fall:: -V and so our constraint from§3.1 pro-
hibits application ofSPL.

To see the similarity between adjunct island con-
figurations and freezing configurations, note the
similarity between the attempted derivation of (4) in
Figure 6, and that of (5) in Figure 8. In each case the
constituent out of whichwho:: -wh needs to move
remains 1-subordinate to the root — in the first case,
because because John saw:: *V is an adjunct,
and in the second case, becausea picture of:: -k
has not reached its final position. Contrast these in
particular with the part of the successful derivation
of (3) in Figure 6, where the constituent ‘that John
saw’ out of which who:: -wh needs to move is not
subordinate to the expression’s root. The proposed
constraint therefore makes a natural cut between (i)
adjoined constituents and moving constituents, out
of which movement is disallowed, and (ii) argument
constituents, out of which movement is allowed.

4 Conclusion

In this paper I have argued that two well-known gen-
eralisations concerning extraction domains can be
reduced to a single constraint: first, the generali-
sation that extraction from adjuncts is prohibited,
and second, the generalisation that extraction from
moved constituents is prohibited. I have presented
and integrated independently-motivated implemen-
tations of movement relations and adjunction, and
shown that it emerges from the resulting system that
adjoined constituents and moved constituents have a
certain shared status. This allows us to add a single
constraint to the theory to capture both the existing
generalisations.
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Abstract 
 
This paper considers gapping data through the 
lens of combinatory categorial grammar (CCG) 
as developed in Steedman (1990, 2000). It 
analyzes CCG’s predictive power in managing 
a wide variety of cross-clausal gapping data. 
CCG predicts the typing of the rightmost 
subject in cross-clausal gapping data as an 
object; evidence from Case supports this 
hypothesis. Reflexive binding in cross-clausal 
structures favors the Szabolcsi (1989) binding 
proposal, in which binding occurs at the level 
of the surface structure. Additionally, facts from 
Chinese buttress the CCG analysis, as its NP 
category-assignment offers a natural explanation 
for the ungrammaticality of gapping sentences 
containing non-quantified NP objects: they are 
unable to undergo type-shifting. 

1 Setting the stage 

Ross (1967) gave the name gapping to the 
following phenomenon: 

 (1) Harry eats beans, and Fred, potatoes. 
Since Ross (1967), gapping has received varied 
accounts; I will center the present discussion on 
the theoretical problems posed by attempting to 
describe the data in the context of combinatory 
categorial grammar (CCG) as developed in 
Steedman (1990, 2000). 

 The paper will proceed as follows. First, I 
review the basic facts for which any theory of 
gapping must provide an account. Next, I 
describe the basic mechanics of gapping in CCG. 
I continue on to discuss data that proves 
problematic for the CCG account of gapping; I 
focus on the means by which CCG is able to 
predict many of the initially problematic data, 
thereby lending support for an intermediate 
theory of gapping – one that combines a 
syntactic and a semantic account. Further 
support for the CCG analysis comes in the form 
of apparent instances of gapping in Chinese, as 
CCG offers a principled account of the 
alternations between sentences containing 
quantified and non-quantified NP objects. 

2 Gapping: preliminary facts 

To begin, let us define gapping as a construction 
involving (at least) two similar clauses that 
surface in a contrastive relationship. In (1), we 
see a contrast between the left conjunct Harry 
eats beans and the right one, Fred, potatoes. 
The two conjuncts are joined through 
coordination; many theories take coordination 
to be a foundational property of gapping, but the 
story is not so simple. English gapping, for 
example, also occurs in comparatives: 

(2) Harry eats more beans than Fred,    
   potatoes. 

It is clear from (2) that gapping is not limited to 
syntactic coordination. Even gapping sentences 
with coordination need not be marked through 
the presence of an overt coordinator: 

(3) Some ate natto; others, rice. 
Cases like (2-3) show that attempts to consider 
gapping as a uniquely syntactic phenomenon 
involving the overtly marked coordination of 
constituents will inevitably fall flat.  

Gapping generally involves only one gap, and 
the item that is “gapped” is at least the main 
verb, if not additional material: 

(4) Harry eats beans, and Fred (eats) potatoes. 
The content of the additional material may 
vary; in many cases, it is part of the verb phrase: 

(5) John bought a book at the store, and Bill,  
   online. 

The above example shows that not only is the 
main verb bought gapped, but the object a book 
is gapped, as well. In most cases, there may be 
only one gap – sentences containing multiple 
gaps are often ungrammatical: 

(6) *I gave Mary a flower yesterday, and you,  
   Bill, today. 

In the above example, there are two gaps: first, 
the main verb gave is deleted, followed by a 
second, discontinuous gap in which the object a 
flower is deleted. As shown in (5), it is possible 
for both a verb and an object to be deleted (or 
“gapped”), so the problem is not the fact that 
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both items are deleted, but that they are deleted 
discontinuously. One gap is composed of the 
main verb gave, and the other, discontinuous gap 
contains the NP a flower. The dative NP Bill 
intervenes between the two gaps, which results in 
ungrammaticality. Yet if the dative object 
surfaces in a prepositional phrase in a right 
peripheral position in the clause, the sentence is 
grammatical, and its meaning is preserved: 

(7) I gave a book to Mary yesterday, and  
you, to Bill, three weeks ago. 

The contrast between (6) and (7) points to a 
preference for placing focused material at 
peripheral positions within the clause. Thus, 
discontinuous gaps are not generally permitted 
either because they delete focused elements or 
they fail to delete non-focused material. 

The disparity in grammaticality of (6-7) hints 
at another general property of gapping: the 
items in the gapped conjunct must be tied to 
some material that is sufficiently salient in the 
discourse to deliver an apparent contrast 
between the two (or more) conjuncts. This 
property is represented below (with (1) reprinted 
as (8a)): 

(8) a. Harry eats beans, and Fred, potatoes. 
      b.  A eats B, and C, D. 

Schematically, we see the contrastive 
relationship set up between the pairs A,B and 
C,D, in which the one element of each pair is 
contrasted with the corresponding element of 
the other; that is, A contrasts with C, and B with 
D. This relationship must be made clear within 
the discourse, and sentences uttered in contexts 
in which such a contrast is absent will be 
ungrammatical. 

These facts are ones that any theory of 
gapping must be able to explain. What follows is 
a discussion of CCG’s ability to account for this 
data and for other, similar gapping phenomena.  

3 Gapping in CCG 

Gapping viewed through the lens of CCG offers 
an intermediate stage between strongly syntactic 
and strongly semantic accounts of gapping. The 
syntactic categories assigned to each lexical item 
reflect the notion of the gap, and a semantic 
focus constraint serves to limit gapping to 
sufficiently salient discourse contexts.  

In CCG, there is no underlying syntactic 
structure, or in fact any deleted structure at all. 
CCG carries a comparatively free notion of 
constituency, which allows for surface-level 

combination between string-adjacent elements 
into increasingly large, concatenated 
constituents. In some sense, CCG’s idea of 
constituency, which allows even (traditionally 
“discontinuous”) elements like Fred, potatoes to 
be considered constituents, resembles Ross’s 
(1970) proposal that gapping and VP-ellipsis 
target and then elide “context variables” that 
range over strings regardless of constituency. In 
CCG, the decomposition of elements in the left 
conjunct allows us to pick out the verb and 
identify a non-continuous string in the left 
conjunct, which may then combine with a non-
continuous string in the right conjunct to derive 
a licit sentence. The intuition that gapping 
targets strings of lexical items that in many 
cases are either discontinuous or non-standard 
constituents is one easily captured by CCG; its 
lexical category assignment, combined with its 
finite set of combinatory rules, permits the 
derivation of non-standard constituents without 
appealing to other levels of structure. Thus, 
even though Ross’s (1970) proposal deals with 
strings that are deleted – and CCG lacks any 
notion of underlying structure – the shared 
intuition is one of non-standard constituency, 
which may be targeted in instances of VP-ellipsis 
and (important for present purposes) gapping. 

Steedman’s (1990, 2000) CCG account of 
gapping relies on a notion of constituency that 
is fundamentally different from that of abstract 
approaches. In CCG, a constituent refers to any 
entity within the grammar that fulfills two 
criteria: it must be interpretable, and 
grammatical rules must be allowed to operate on 
it (see Steedman 1990 for further discussion). 
CCG assigns a category to each lexical item; a 
combinatory rule operates on a pair of string-
adjacent lexical items. The derivability of a 
sentence is determined by the categories of the 
lexical items and their (in)ability to combine 
according to CCG’s finite set of combinatory 
rules. One basic rule is function application: 

(9) Function Application (> or <) 
         a.   X/Y    Y     →   X 
          b.    Y    X\Y   →   X 

X and Y may be thought of as variables 
corresponding to categories; directionality of the 
function is indicated by the direction of the slash 
(a forward-slash is right-looking, and a backward-
slash is left-looking). Function application 
allows string-adjacent lexical items of the 
appropriate type to combine. Other rules are 
necessary for the derivation of sentences 
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containing non-traditional constituents (e.g. 
cooked and might eat). Function composition 
allows such combination: 

(10) Forward Composition (>B) 
      a.   X/Y   Y/Z →B  X/Z 

Without forward composition, the sentence I 
cooked, and might eat, the beans would be 
underivable as a complete sentence: 

(11) a. I             cooked,       and     might          eat,          the beans 
       NP           (S\NP)/NP  conj  (S\NP)/VP    VP/NP           NP 

                                                      --------------------> 
                         VP 
      -------------------------->        --------------------------> 
            S\NP                  S\NP 
               --------------------->&  
           [S\NP]& 

           --------------------------------> 
          S\NP 

 
   b.  I        cooked,        and      might          eat,          the beans 

       NP          (S\NP)/NP        conj  (S\NP)/VP     VP/NP           NP 
                                       ---------------------------->B 
                     (S\NP)/NP 
                           ----------------------------->& 
                         [(S\NP)/NP]& 
                  --------------------------------------------<& 
                     (S\NP)/NP 
                     -------------------------------------------------------------> 
                   S\NP 
        --------------------------------------------< 
           S 

In (11b) above, the non-traditional constituent 
might eat may be derived through forward 
composition. Similarly, in CCG any item – word, 
phrase or non-canonical combination of words – 
may rightly be considered a constituent. Thus, as 
Steedman notes, a string like Mary might is as 
much a constituent as the predicate eat the cake 
would be in many abstract accounts. This relaxed 
notion of constituency is articulated in CCG’s 
rules, which allow the concatenation of words 
into such “non-standard” constituents – 
including, crucially, the subject/object pairs found 
in the derivation of gapping sentences (whose 
analysis is outlined below). Because the second 
conjunct in gapping sentences is a constituent, 
coordination may apply to it. Steedman’s 
formulation of CCG thus maintains the idea that 
gapping respects constituency, by loosening 
constituency’s requirements. 

Three additional rules – type-raising, forward 
mixing composition and decomposition – make 
possible the derivation of gapping sentences. I 
will offer a brief treatment of each, though the 
reader is directed to Steedman (1990, 2000) for 
a fuller discussion.  

Type-raising, along with forward mixing 
composition, is necessary in order to combine 
the subject/object remnants in the right conjunct 
of gapping sentences. Type-raising turns 
arguments of functions into functions-over-

such-functions-over-arguments (e.g. one 
normally thinks of nouns as arguments of verbs; 
in CCG, a type-raised noun becomes a function 
taking a verb as its argument). A general type-
raising schema is shown below: 

(12) Type-Raising: 
A →T  B/(B\A) or B\(B/A) 

When applied to subject NPs, type-raising is 
instantiated as follows: 

 (13) Subject Type-Raising (>T) 
         NP →T  S/(S\NP) 

As NP objects of a transitive verb, the type-
raised category for English objects is that of a 
function taking a transitive verb as its input and 
returning a one-argument verb: 

 (14) Object Type-Raising (<T) 
  NP →T  (S\NP)\((S\NP)/NP) 

Type-raising, like other rules in CCG, allows for 
greater combinatory possibilities and is necessary 
for the derivation of gapping sentences (among 
other phenomena). Taking our simple gapping 
sentence, type-raising gives us the following: 

(15) …Fred,                potatoes. 
            NP                       NP 
          --------->T   -----------------------<T 
         S/(S\NP)        (S\NP)\((S\NP)/NP) 
       ----------------------------------------------* 

After undergoing type-raising, Fred receives the 
designation S/(S\NP) – namely, that of a lexical 
item looking to its right for a verb seeking a 
subject to its left. In effect, Fred becomes a 
function over a one-argument verb. Similarly, 
potatoes receives the typing of an object looking 
to its left for a two-argument verb seeking an 
object to its right. However, combination of the 
two items is still blocked without the rule of 
forward mixing composition, which is shown 
below: 

 (16) Forward Mixing Composition  (>Bx) 
         [X/Y]&   Y\Z →B  [X\Z]& 
         where Y = S\NP 

Given this rule, the subject and object in the 
right conjunct may now combine to form a 
category of the type S\((S\NP)/NP): 

(17)   Fred,            potatoes. 
  NP                       NP 

       --------->T   -----------------------<T 
       S/(S\NP)      (S\NP)\((S\NP)/NP) 
       ------------------------------------>Bx 
                    S\((S\NP)/NP) 

(Note: Marking the subject NP Fred for 
conjunction, which would have occurred prior to 
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(17), is not represented in the derivation.1) 
Yet again, however, the derivation is blocked; 
with the category S on one side of the derivation 
– Harry eats beans – and the category 
S\((S\NP)/NP) on the other, there is no means 
by which the two conjuncts may combine 
(assuming the right conjunct is marked for 
coordination). In order to allow such 
combination, and in order to take into account 
semantic constraints on gapping, Steedman 
(1990) posits a rule of decomposition: 

(18) Decomposition (<decompose)  
        X  Y X\Y 

where X = S 
        and Y = given(X) 

Decomposition requires that the category of the 
decomposed element be S, and that the other be 
provided in the discourse. This semantic 
discourse-sensitivity helps to limit the Y 
category in (18) to one that is relevant to a 
particular context. Without the decomposition 
rule, gapping sentences would be otherwise 
underivable in CCG; with the rule, we may finally 
derive the entire gapping sentence: 

(19) Harry eats beans,                and     Fred,           potatoes. 
          ----------------------                  conj     NP                 NP 

       S                   --------->T  -----------------------<T 
    S/(S\NP)    (S\NP)\((S\NP)/NP)  

   -------------------->& 
      [S/(S\NP)]& 
     ----------------------------------------------->Bx 

                                    [S\((S\NP)/NP)]& 
         =================<decompose 
         (S\NP)/NP S\((S\NP)/NP) 
                         -------------------------------------------------------------<& 

                   S\((S\NP)/NP) 
          ---------------------------------------------------------< 
           S 

When decomposition of the left conjunct 
occurs, the verb is separated out from the subject 
and object (or, as I will show, the embedded 
subject). The decomposition rule applied to the 
left conjunct of a canonical gapping sentence 
(e.g. Harry eats beans) splits that conjunct into 
two constituents (S\NP)/NP and S\((S\NP)/NP). 

                                                
1 The rule shown in (17) requires that coordination apply only 
to the lexical item to its right – and not to the composed Fred, 
potatoes constituent – in order to prevent the derivation of 
ungrammatical forms like the following, as noted by Steedman 
(1990): 

i. *Eats   Fred,            potatoes.               
((S\NP)/NP)   NP                       NP            

--------->T   -----------------------<T 
         S/(S\NP)      (S\NP)\((S\NP)/NP) 
         -------------------------------------->Bx 

                             S\((S\NP)/NP) 
 ---------------------------------------------< 
      S    

The second of these constituents can be 
conjoined with the right conjunct since it is of 
identical type to produce another constituent of 
the same type. Finally, the result of 
coordination serves as the argument to the first 
of the decomposed constituents. The CCG 
analysis of gapping thus reflects the intuition 
that the verb (i.e., the (S\NP)/NP derived using 
decomposition) takes scope over both conjuncts. 

4 Cross-clausal gapping 

I will now consider data that pose a potential 
problem for most existing theories of gapping. 
Most of the data involves instances of what I 
term cross-clausal gapping, in which a gap ranges 
across an embedded clause, targeting the matrix 
and embedded verbs and leaving the subjects of 
both clauses as remnants. The relation in such 
gaps is thus one of subject/subject, rather than 
the typical subject/object relationship found in 
canonical instances of gapping. Two typical 
examples are produced below: 

(20) a. John hopes the Bills win, and Fred,  
   the Colts. 
b. Robin knows a lot of reasons why dogs  

are good pets, and Leslie, cats. (C&J 
2005:273) 

We see, in both cases, that the sentence-final 
remnant is a subject – the Colts in (20a), and cats 
in (20b) – rather than an object, which causes 
the CCG derivation to break down. If the phrases 
in the second conjunct receive the typing of a 
traditional subject, namely, NP or, when type-
raised, S/(S\NP), we are left with no means of 
saving the derivation. If we type both subjects in 
the right conjunct with nominative Case (i.e. 
with the typical type-raised subject category), 
then the derivation fails as shown in (21): 

(21) John hopes the Bills win,   and         Fred,             the Colts. 
      ------------------------------           conj         NP                   NP 

     S                     --------->T        -------------<T 
                          S/(S\NP)         S/(S\NP) 

                        -------------------->& 
                           [S/(S\NP)]& 

                 --------------------------------------------* 
The pair of string-adjacent subjects in the right 
conjunct cannot combine: even though the 
subjects have identical typing, and the subject 
Fred is marked for coordination, Steedman’s 
coordination rule cannot save the derivation. As 
the forward coordination rule has already applied 
to mark Fred for coordination, the left-looking 
backward coordination rule must then apply; if 
both subjects in the right conjunct are typed with 
nominative Case, the derivation fails. 
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However, CCG’s machinery is fully capable of 
describing the data if we allow one crucial 
assumption: that the cross-clausal, sentence-final 
constituent in the second conjunct is typed as an 
object – just as CCG would predict for the 
sentence to be derived successfully.  

Though this assumption may initially seem 
somewhat ad hoc, evidence from Case lends 
support for this view. In English gapping 
sentences, there is a tendency to favor 
accusative pronominals in the second conjunct. 
Take the following data: 

(22) a. John thinks (that) Mary will win, and  
    Fredi, himj/*hej/me/*I.2 

        b. I hope (that) Mary wins, and you,  
    him/me. 

        c. John delivered a speech on why the  
   Giants will win, and Fred, the Bills. 

In (22a-b), the rightmost element in the right 
conjunct may only surface as a pronoun marked 
for accusative Case – the Case of a traditional 
object in English. To account for the possibility 
of subject extraction when that is not present in 
such examples, Steedman suggests that subjects 
can in some cases be analyzed as objects of the 
higher predicate. One might be tempted, 
therefore, to treat (22a) in this fashion, with the 
embedded subject in the left conjunct Mary 
analyzed as an object of thinks. There is reason 
to doubt this, however: In example (22c) the 
embedded subject cannot, in fact, be plausibly 
analyzed as the object of the higher verb. I 
follow Steedman in assuming that type raising is 
a reflection of case marking. When one type-
raises a subject, for example, the resulting 
category is an S/(S\NP), which effectively shifts 
the subject from being the argument of a verb 
phrase to instead being a function over a 
function over the argument of a verb phrase – 
that is, the subject becomes a function that takes 
a left-looking verb phrase as its own argument.  

I posit that the typing of the sentence-final 
subject as an object points to a requirement that 
it bear accusative Case. The grammar permits 
the combination of a type-raised subject and 
object in CCG; we see quite clearly via empirical 
gapping data that such an allowance is necessary, 
both in English and in e.g. German (see 
Steedman 2000 for further discussion). A sample 
derivation, parallel to those of canonical English 
gapping sentences, is shown below: 
                                                
2 Where him refers to another discourse-given individual. 
Example (22b) makes this relationship more apparent. 

(23) John thinks that Mary will win,   and Fred,            him. 
           ---------------------------------------------   conj  NP                NP 

         S            --------->T  -----------------------<T 
      S/(S\NP)    (S\NP)\((S\NP)/NP) 
---------------->& 

                  [S/(S\NP)]& 
         ------------------------------------------->Bx 

[S\((S\NP)/NP)]& 
       ====================<decompose 

                (S\NP)/NP S\((S\NP)/NP) 
     ------------------------------------------------------------<& 

         S\((S\NP)/NP) 
       --------------------------------------------------------< 

S 
The syntactic apparatus of CCG predicts that 
the rightmost element in an instance of cross-
clausal subject/subject gapping must be typed as 
an object for the derivation to proceed. Thus, it 
should not be surprising for us to find the 
rightmost NP to surface with accusative Case – a 
surface representation of the fact that the 
rightmost element should receive object typing.   

The account seems more plausible when one 
considers other, clearly ungrammatical cross-
clausal gapping constructions. Oftentimes, the 
accusative-Case pronoun is required:  

(24) a. John hopes (that) you win, and Fred,  
   me/*I/him/her/*he/*she. 

      b. John delivered a speech on why Fred  
resigned, and Bill, 
me/I*/him/her/*he/she*. 

In each of the examples above, the sentence-
final remnant – interpreted in (24a) as the 
subject of the string ____ win(s), and in (24b) as 
the subject of ____ resigned – may only appear 
in accusative Case.  

One might argue that the appearance of 
accusative Case is simply due to the general 
unlikelihood of finding sentence-final subjects in 
English. Much past research (e.g. Schutze 2001) 
has commented on the status of accusative Case 
as default Case in English, and some would 
thereby conclude that this fact renders the 
analysis moot – that is, that the final subject 
defaults to accusative Case in the absence of an 
overt nominative Case assigner.3 However, I 
contend that even if the default Case of English 
is accusative, or even if English favors 
accusative Case for sentence-final NPs, the 
analysis still follows: the tendency of English to 

                                                
3 An additional object of study would be the presence (or lack 
therof) of cross-clausal gapping in languages that necessarily 
mark nominative Case overtly, particularly in languages in 
which default Case is not accusative; if the analysis for 
English translates crosslinguistically, one would expect that 
the sentence-final subjects surface in accusative Case, both in 
instances of pronominals and in non-pronominal NPs. 
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favor accusative Case sentence-finally receives a 
surface manifestation via CCG typing. 

5 Binding in cross-clausal gapping 

Cross-clausal gapping sentences show an 
interesting property with respect to reflexive 
binding. Typically, a matrix subject cannot bind 
an embedded reflexive. However, cross-clausal 
gapping sentences like (25a-b) demonstrate the 
necessity of long-distance reflexive binding:  

(25) a. *Johni thinks that Mary is in love with  
himselfi. 

b. Johni thinks that Maryj is in love with  
Fredk, and Billl, with  
himself??i/??k/l//herself?j/him*l/her*j.   

As shown in (25a), in normal (non-gapping) 
circumstances, the matrix subject cannot bind 
the embedded reflexive. The most salient reading 
of sentence (25b) is the one in which Bill thinks 
that Mary loves him.4 Under this cross-clausal 
reading, only the reflexive himself, referring to 
Bill, is completely acceptable. The use of her to 
refer to Mary is also ungrammatical. In the 
surface structure, there are no clause boundaries 
separating Mary from her – it is a Condition B 
violation. With CCG, there is no underlying 
syntactic structure or representation. The CCG 
notion of surface structure is essentially, ‘what 
you see is what you get,’ and the syntax builds up 
canonically non-standard constituents alongside 
a corresponding semantic interpretation. Even if 
the surface structure does not reflect the 
iteration of Mary that one would expect to be 
present underlyingly in an abstract account (i.e. 
in the second conjunct, as part of the deleted 
material), the presence of Mary in the first 
conjunct, together with the lack of a surface-
level clause boundary, causes the non-reflexive 
her to be ungrammatical.  

Thus, not only is long-distance reflexive 
binding available, it is in fact a necessity, as the 
unavailability of co-reference between Bill and 
him in (25b) indicates. Additional data provide 
further support for this picture: 

(26) a. Fred thinks (that) Mary will win, and  
   John, himselfi/??himi/*hei.    

        b. Fred believes (that) Mary loves John,  
    and Billi, himselfi/*himi. 

                                                
4 Example (25b) requires some prosodic contrast (in which 
John and Fred receive emphasis, then Bill and himself) to 
make the cross-clausal reading completely clear, but the same 
is true for most gapping sentences. 

       c. Mary said (that) the stone had fallen  
    on Sue, and Billi, on himselfi/*himi. 

Examples (26a-c) provide a different sort of 
evidence. As discussed previously, the rightmost 
element receives accusative case. We see that if 
this element is interpreted as coreferential with 
the leftmost element in the gapped constituent, 
the former must be a reflexive and not a 
pronoun. This is in contrast to what one would 
expect if the gapped material were 
reconstructed. Taking (26c) as an example, if 
binding occurs at the semantics, then some level 
of reconstruction of the gapped clause should be 
possible – and the reflexive should be 
dispreferred, because of the presence of a clause 
boundary intervening between Fred and 
him/himself. Yet, because the reflexive reading is 
not only available, but is in fact required, we 
receive evidence that the binding occurs at the 
level of the surface syntax, where Fred and 
him/himself are string-adjacent and fall within 
the same binding domain. 

In practice, how might one represent binding 
in the syntax? Steedman (1996) treats binding at 
the level of predicate-argument structure. He 
assumes that bound anaphors receive a treatment 
that is syntactically identical to other NPs; the 
only difference is that they are marked with a 
+ANA feature. At the level of interpretation, 
which is built up simultaneously with the 
syntactic structure, reflexives are interpreted as 
a function of the type self' – the representation 
of himself is shown below: 

(27) himself := NP+ANA,3SM : self' 
The Steedman approach is similar to the account 
of reflexives provided by Reinhart and Reuland 
(1993), in which the reflexive-marking is 
reflected on the verb. Given the above definition 
of the -self anaphor, the reflexivization of a 
transitive verb is thus represented with the 
following rule (from Steedman 1996): 

(28) (S\NPagr)/NP : f → (S\NPagr)/NP+ANA,agr : λg.λy.g f (ana'y)y 
In such a rule, the resulting predicate-argument 
structure is the function gf(ana'y)y, in which the 
variable g takes as its range the anaphoric 
interpretation of self'. It should be fairly plain to 
see how syntactic combination of verb and 
anaphor occurs derivationally – it proceeds as 
expected. In the interpretation structure, the 
semantic construction builds up parallel to its 
syntactic counterpart. This process restricts 
anaphoric binding to local domains, but it 
disallows the application of the λ-calculus to an 
already-composed constituent.  
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Normally, this would not pose a problem – 
except in cases like those shown above, in which 
the cross-clausal gapping sentences demonstrate 
long-distance reflexive binding. Examples like 
(26a) require that binding occur at the level of 
the surface structure, which the Steedman 
account does not allow. Steedman’s rule (28) 
could account for the cross-clausal cases, if it 
were able to apply following application of the 
decomposition rule (18) in the left conjunct; 
however, the rule (28) is strictly a lexical one 
and thus cannot apply following decomposition. 
Counterproposals exist that feature a different 
sort of reflexive binding – namely, one in which 
the reflexive is itself marked (rather than the 
verb) as a λ-operator that turns a two-argument 
function into a one-argument function, in effect 
reversing the normal function/argument 
structure. In such proposals, e.g. Szabolcsi 
(1989), the reflexive W is essentially a type-
raised NP that causes an identity relation 
between arguments of a verb; this process is 
shown below (adapted from Szabolcsi 1989): 

(29) W =λf.λx.fxx 
(30) Assuming a transitive verb with  

interpretation λy.λz.f (yz), 
  λf.λx.[fxx](λy.λz.g [yz]) = λx[gxx] 

This account differs crucially from the Steedman 
one in that it is the reflexive itself, and not the 
verb, on which reflexivization is marked. When 
building up cross-clausal gapping structures that 
contain long-distance reflexive binding, the 
Szabolcsi proposal would allow us to derive the 
proper binding facts for cross-clausal gapping 
structures; the result of combining the λ-terms 
for John, himself is a function that if given a 
transitive verb, will return a verb applied to both 
John and himself – precisely the intuitive 
reading of (26a).  

Unfortunately, the Szabolcsi proposal runs 
into problems of its own. Given that it allows for 
long-distance reflexive binding, the Szabolcsi 
account overgenerates and permits the 
derivation of ungrammatical English sentences. 
If we type reflexives in the same way as other 
NPs in the syntax, then the proposal derives 
ungrammatical forms like the following: 

(31) *Johni thinks that Mary likes himselfi. 
The Szabolcsi proposal allows reflexive binding 
to apply the λ-calculus to composed 
constituents; without restrictions on the 
application of binding to composed constituents, 
examples like (31) are predicted to be 

grammatical. Thus, although a proposal like the 
Szabolcsi one is necessary to account for the 
facts of cross-clausal gapping, it predicts that 
other long-distance binding will be grammatical, 
as well. As such, although the Szabolcsi theory is 
better able to capture the cross-clausal facts than 
the Steedman one, it fails to earn an unqualified 
endorsement as a preferred proposal overall. 

6 Chinese type-raising 

The previous discussion has centered almost 
exclusively on gapping in English. In the 
following section, the discussion shifts to a range 
of data in Chinese that can bring something to 
bear on the present analysis of gapping.  

Wu (2002) adduces a class of gapping-like 
constructions in Chinese that display interesting 
behavior. Specifically, Wu shows that instances 
of gapping in Chinese are restricted to NP 
objects that carry some form of quantificational 
force, generally as part of a classifier phrase (a 
phenomenon also discussed in Li 1988 and Paul 
1999). The alternation in grammaticality 
between quantified NP objects and bare nouns is 
shown below: 

(32)a. Zhangsan chi-le san-ge pingguo, Lisi chi-le si-ge   juzi.  
           Zhangsan  ate  three-CL  apple     Lisi ate  four-CL orange  

        ‘Zhangsan ate three apples and Lisi four oranges.’   
(Li 1988:41) 

         b. Zhangsan xihuan pingguo, Lisi *(xihuan) juzi.  
         Zhangsan like      apple      Lisi    like        orange  

           ‘Zhangsan likes apples and Lisi oranges.’ (Wu 2002:3) 
I take this restriction to demonstrate that type-
raising in Chinese is restricted to a specific set of 
words and phrases, i.e. those carrying 
quantificational force. Throughout the 
development of CCG, type-raising has been 
accepted to occur relatively freely; however, I 
contend that the alternations in grammaticality 
in Chinese, and the impermissibility of gapping 
in sentences where the object lacks 
quantificational force, support the conclusion 
that type-raising in Chinese is in fact restricted. 
Given such a restriction, the facts of gapping in 
Chinese fall out naturally. Looking to (32a), we 
see that the object juzi “orange” is preceded by 
si-ge “four,” also marked as a classifier phrase. 
The alternation in grammaticality between 
(32a), with a quantified object, and (32b), which 
contains the bare NP object juzi, is striking, and 
it provides a minimal pair for the analysis. 
Simply, when the object is not preceded by a 
quantificational element – in this case, a 
classifier phrase – gapping is unavailable. 
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 Representing this fact in CCG is simple. 
Lexical items are assigned specific categories, 
and the derivation of gapping sentences requires 
a highly specific category assignment that allows 
for the combination of subject and object in the 
right conjunct via forward crossing composition. 
In order for the subject and object to combine, 
each item must be type-shifted from an 
argument to a function-over-functions-over-
arguments. A parametric constraint on the type-
shifting of bare NP objects means that in 
examples like (32b), the subject and object 
cannot combine, and the derivation crashes. 
This derivational crash is shown below5: 

(33) *Zhangsan xihuan pingguo,         Lisi          juzi. 
              Zhangsan   like       apple              Lisi          orange 
          --------------------------------- (conj) NP            NP 

            S                                     --------->T  --------* 
     S/(S\NP)  

The method for deriving the licit Chinese 
example (32a) should by now be equally 
apparent (shown on the next page): 

(34) Zhangsan chi-le san-ge     pingguo, Lisi    chi-le  si-ge        juzi.  
          Zhangsan ate     three-CL apple        Lisi     ate     four-CL  orange 
          -----------------------------------------  (conj)   NP                           NP 

      S          --------->T    -----------------------<T 
              S/(S\NP)     (S\NP)\((S\NP)/NP) 

              ------------------>& 
     [S/(S\NP)]& 
     ----------------------------------------------->Bx 

      =================<decompose    [S\((S\NP)/NP)]& 
         (S\NP)/NP   S\((S\NP)/NP) 

     --------------------------------------------------------------<& 
S\((S\NP)/NP) 

         ---------------------------------------------------------< 
      S 

Due to the presence of the classifier phrase, the 
NP object juzi may type-shift. It combines with 
the subject Lisi to produce a subject-object 
constituent, which subsequently combines with 
the result of the decomposition in the left 
conjunct. The decomposition separates out the 
verb from the subject-object constituent, which 
is then coordinated with the analogous subject-
object constituent in the right conjunct. Finally, 
the coordinated subject-object constituent 
combines with the transitive verb through 
function application, and the result is a well-
formed sentence. Gapping in Chinese thus 
depends on the expression of the NP object and 
its (in)ability to type-shift. 

The notion of crosslinguistic variation in the 
range of NP interpretations is not a new one; 

                                                
5 I assume the presence of coordination on some (perhaps 
syntactic) level; similar examples, in which a coordinator fails 
to surface overtly, are also found in English (see example (3)). 
Such examples have long been noted (see Sag 1976), and I see 
them as posing no real threat to the CCG analysis of gapping. 

Chierchia (1998) established a system for 
defining languages in terms of the availability of 
mass and count nouns, and the expression of 
each. Chierchia described two features – 
±argument and ±predicate – to define the 
expression of nouns. In some instances, all 
nouns are arguments (meaning that bare nouns 
occur freely, as in Chinese); in others, all nouns 
are predicates (bare nouns are practically, if not 
totally, excluded, as in French); finally, in still 
other instances nouns may be either predicates 
or arguments. This final category (which 
includes English) allows for greater freedom in 
type-shifting of phrasal projections. Chierchia 
applies this expression of type-shifting 
specifically to mass/count noun distinctions, but 
the same principle informs our conception of 
type-shifting in CCG – some languages, like 
English, do allow type-shifting to occur freely. 
In others, e.g. Chinese, type-shifting is 
restricted; simply, bare NPs cannot type-shift. 

Chinese allows type-raising only in case there 
is some quantificational force inherent in the 
DP; with this single observation, we see that the 
facts of gapping in Chinese, and the 
environments in which it is permissible, follow 
as a natural consequence of the CCG theory.  

7 Conclusion 

In this paper, I have outlined a number of facts 
that any theory of gapping must analyze. The 
CCG proposal of Steedman (1990, 2000), carries 
a high degree of predictive power in managing 
the wide variety of cross-clausal gapping data 
contained herein. CCG predicts the typing of the 
rightmost subject in cross-clausal gapping data as 
an object; evidence from Case supports this 
hypothesis. Reflexive binding in cross-clausal 
structures favors the Szabolcsi (1989) proposal, 
in which binding occurs at the level of the 
surface structure. Additionally, facts from 
Chinese buttress the CCG analysis, as its NP 
category-assignment delivers a straightforward 
explanation for the ungrammaticality of gapping 
sentences containing non-quantified NP objects: 
simply, they are unable to undergo type-shifting. 
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Abstract

Well-nested word languages have been adver-
tised as adequate formalizations of the notion
of mild context-sensitivity. The main result of
this paper is a characterization of well-nested
tree languages in terms of simple attributed
tree transducers.

1 Introduction

The intuitive notion of mild context-sensitivity has
led to two competing candidates claiming to be an
exact formal rendering of the intentions Joshi (1985)
was trying to capture when introducing this con-
cept. On the one hand multiple context-free gram-
mars and their equivalents exhibiting a variety of
wildly different specifications provide impressive
evidence that this precise counterpart of the infor-
mal description of mild context-sensitivity consti-
tutes a natural class. On the other hand the well-
nested subclass of the multiple context-free gram-
mars has recently been advertised as a formalization
more in accordance with Joshi’s original intentions
((Kanazawa, 2009), (Kuhlmann, 2007)). Both can-
didates have counterparts in the realm of tree lan-
guages and it is in this context that they are eas-
ily recognized as mathematically precise charac-
terizations of two leading linguistic models, min-
imalist syntax and tree adjoining grammars (cf.
(Harkema, 2001), (Michaelis, 2001), (Kepser and
Rogers, 2007), (Mönnich, 1997), (Mönnich, 2007)).

The tree languages in question are the multi-
ple regular tree languages ((Raoult, 1997)) and
the simple context-free tree languages ((Engelfriet

and Maneth, 2000)). Both language families are
proper subfamilies of the tree languages generated
by context-free hyperedge-replacement graph gram-
mars and the latter family is identical with the output
languages of logical tree-to-tree transductions ap-
plied to regular tree languages. The obvious ques-
tion that poses itself is whether the two restricted
rule formats or their corresponding tree transducers,
finite-copying top-down tree transducers and simple
macro tree transducers (MTT ), respectively, can
be given an equivalent logical characterization in
terms of restrictions on the logical formulae defin-
ing the relations in the target structures of logical
transductions. This is indeed the case. From re-
sults presented in (Bloem and Engelfriet, 2000) and
in (Engelfriet and Maneth, 1999) it follows that the
tree languages which are the output of finite-copying
top-down tree transducers applied to regular tree lan-
guages are exactly the output tree languages of logi-
cal tree transducers which are direction preserving
in the sense that edges in the output trees corre-
spond to directed paths in the input trees. As a pre-
liminary step towards an analogous result for lan-
guages generated by simple context-free tree gram-
mars (CFTsp) we’ll show in this paper that they are
equivalent to the output languages of a highly re-
stricted form of attributed tree transducers (ATT ).
As emphasized by (Bloem and Engelfriet, 2000),
attribute grammars are to be regarded as a specifi-
cation language and, as such, they are much closer
to logical specifications than context-free tree gram-
mars.

In previous work Duske et al. (1977) have char-
acterized the inside-out macro languages due to
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(Fischer, 1968) as the output string languages of
attribute grammars with one synthesized attribute
only. In a nutshell, we lift their result to the tree level
and restrict it to the case of well-nested tree lan-
guages, which are immune to differences of deriva-
tion mode ((Kepser and Mönnich, 2006)) and, a for-
tiori, are inside-out. In their paper mentioned above
Engelfriet and Maneth (2000) point out that well-
nested tree grammars can be regarded as a notational
variant of simple MTTs. Our result could accord-
ingly be interpreted as showing the equivalence be-
tween simple ATTs and simple MTTs. We be-
lieve that our construction that avoids the detour via
MTTs has the advantage of establishing a direct
link between a procedural and a declarative formal-
ization of well-nestedness.

After these introductory remarks we will recall
some basic concepts from the theory of tree lan-
guages and the theory of attributed tree transduc-
ers. The following section is an attempt at reviewing
briefly the notion of mild context-sensitivity from
the perspective of context-free graph languages. We
will then proceed to prove the equivalence ofCFTsp
and simple ATTs with one attribute only (1S −
ATTss,si). We shall close with some remarks re-
garding the problems to be solved for a logical char-
acterization of CFTsp.

2 Preliminaries

For any set A, A∗ is the set of all strings over A.
ε is the empty string, |w| is the length of a string
w. N denotes the set {0, 1, 2, 3, . . .} of nonnegative
integers.

Let S be a finite set of sorts. An S-signature is a
set Σ given with two mappings ar : Σ → S∗ (the
arity mapping) and so : Σ → S (the sort mapping).
The length of ar(σ) is called the rank of σ, and is
denoted by rank(σ). The type of σ (σ ∈ Σ) is the
pair 〈ar(σ), so(σ)〉. The elements of Σε,s are also
called constants (of sort s).

In case S is a singleton set {s}, i.e. in case Σ
is a single-sorted or ranked alphabet (over sort s),
we usually write Σ(n) to denote the (unique) set of
operators of rank n ∈ N ; we also write σ(n) to in-
dicate that rank(σ) = n. In this case, which is of
particular interest to us, the set of trees TΣ is de-
fined recursively as follows. Each constant of Σ,

i.e., each symbol of rank 0, is a tree. If σ is of
rank k and t1, . . . , tk are trees, then σ(t1, . . . , tk)
is a tree. A tree language L ⊆ TΣ over Σ is a
subset of TΣ. With each tree t ∈ TΣ we can as-
sociate a string s ∈ Σ∗0 by reading the leaves of
t from left to right. This string is called the yield
of t, denoted by yd(t). More formally, yd(t) = t
if t ∈ Σ0, and yd(t) = yd(t1) · · · yd(tk) when-
ever t = σ(t1, . . . , tk) with k ≥ 1. The yield
of tree language L is defined straightforwardly as
yd(L) = {yd(t)|t ∈ L}.

If A is a set (of symbols) disjoint from Σ, then
TΣ(A) (alternatively T (Σ, A)) denotes the set of
trees TΣ∪A where all elements of A are taken
as constants. Let X = {x1, x2, x3, . . .} be a
fixed denumerable set of input variables and Y =
{y1, y2, y3, . . .} be a fixed denumerable set of pa-
rameters. Let X0 = Y0 = ∅ and, for k ≥ 1, Xk =
{x1, . . . , xk} ⊂ X , and Yk = {y1, . . . , yk} ⊂ Y .
For k ≥ 0,m ≥ 0, t ∈ TΣ(Xk), and t1, . . . , tk ∈
TΣ(Xm), we denote by t[t1, . . . , tk] the result of
substituting ti for xi in t. Note that t[t1, . . . , tk] is in
TΣ(Xm). Note also that for k = 0, t[t1, . . . , tk] = t.

Definition 1 A context-free tree (CFT ) grammar is
a tupleG = (F ,Ω, S, P ) whereF and Ω are ranked
alphabets of non-terminals and terminals, respec-
tively, S ∈ F (0) is the start symbol and P is a finite
set of productions of the form

F (y1, . . . , ym)→ ξ

where F ∈ F and ξ is a tree over F , Ω and Ym.

If for every F ∈ F (m) each y ∈ Ym occurs ex-
actly once on the right-hand side of the correspond-
ing rule then the context-free tree grammar is called
simple in the parameters (sp). The family of tree
languages which is generated by context-free tree
grammars which are simple in their parameters is
designated as CFTsp.

A grammar G = F ,Ω, S, P ) is called a regular
tree (REGT) grammar if F = F (0), i.e., if all non-
terminals are of rank 0.

Attributed tree transducers are a variant of at-
tribute grammars in which all attribute values are
trees. Besides meaning names which transmit infor-
mation in a top-down manner, attributed tree trans-
ducers contain explicit context names which allow
information to be passed up from a node to its
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mother. Consequently, arbitrary tree walks can be
realized by attributed tree transducers.

Definition 2 An attributed tree transducer (ATT ) is
a tuple

A = (Syn, Inh,Σ,Ω, αm, R),

where Syn and Inh are disjoint alphabets of syn-
thesized and inherited attributes, respectively, Σ and
Ω are ranked alphabets of input and output symbols,
respectively, αm is a synthesized attribute, and R is
a finite set of rules of the following form: For every
σ ∈ Σ(m), for every (γ, ρ) ∈ insσ (the set of inside
attributes of σ), there is exactly one rule in Rσ:

(γ, ρ)→ ξ

where ξ ∈ TΩ∪outσ and outσ is the set of outside
attributes of σ.

Definition 3 For every σ ∈ Σ(m), the set of inside
attributes is the set insσ = {(α, π)|α ∈ Syn} ∪
{(β, πi)|β ∈ Inh, i ≤ m} and the set of outside
attributes is the set outσ = {(β, π)|β ∈ Inh} ∪
{(α, πi)|α ∈ Syn, i ≤ m}. π and ρ are path vari-
ables ranging over node occurrences in the input
tree.

ATTs with rules Rσ at an input symbol σ in
which each outside attribute occurs exactly once are
called simple attributed tree transducers. We de-
note this class by ATTss,si on the model of macro
tree transducers that are simple, i.e., linear and non-
deleting, both in their input variables and in their
parameters (MTTsi,sp).

The dependencies between attribute occurrences
in an input tree s can be represented with the help
of Rσ. An instance of an attribute occurrence (α, π)
depends on another occurrence (α′, π′) if σ labels
node u in s, Rσ contains the rule (α′, π′) → ξ and
(α, π) labels one of the leaves in ξ.

The dependency graph D(s) of an input tree s ∈
TΣ consists of the set of attribute occurrences to-
gether with the dependencies according to the rules
in R. Reversing the direction of these dependencies
leads to the notion of a semantic graph S(s) of an
input tree s ∈ TΣ.

An attributed tree transducer is noncircular if the
paths of attribute dependencies are noncircular. It is

well known that noncircularATT s have unique dec-
orations dec, functions which assign each attribute
occurrence a tree over Ω ∪ outσ in accordance with
the productions Rσ.

Definition 4 The transduction realized by a noncir-
cular attributed tree transducer A is the function

τA = {(s, t)|s ∈ Tσ, t ∈ TΩ, t = decs(αm, ε)}

Remark 1 ATT s which have synthesized attributes
only are very close to top-down tree tranducers.
Their rules

(γ, ρ)→ ξ in Rσ

correspond to tree transducer rules

α(σ(x1, . . . , xm))→ ξ′

where σ ∈ Σ(m) and ξ′ is obtained from ξ by substi-
tuting every (α, πi) by α(xi).

3 Mild Context-Sensitivity

Even though the list of characteristic properties
Joshi (1985) has suggested as characteristic features
of a linguistically adequate extension of context-
freeness can hardly be considered as a formally ex-
plicit definition it has become accepted as an in-
formal description of a precise counterpart that has
turned out to be remarkably stable with respect to
a variety of wildly different specifications. This
stability provides impressive evidence that the pre-
cise counterpart of the informal description of mild
context-sensitivity constitutes a natural class. Over
the last couple of years the formal characterizations
assembled in Tabel 1, which all satisfy the crite-
ria for membership in the class of mildly context-
sensitive languages, have turned out to be weakly
equivalent.

Besides this group of attempts at providing a
formal explication for a framework adapted to the
level of complexity found in natural language syn-
tax another proposal for an exact definition of
mild context-sensitivity is currently the focus of
attention among linguists. We referred above to
Kanazawa’s claim that the so-called well-nested
multiple context-free word grammars constitute a
more faithful approximation of Joshi’s original ideas
than the multiple context-free grammars that were
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MCFL =languages generated by multiple context-free grammars
MCTAL =languages generated by multi-component tree adjoining grammars
LCFRL =languages generated by linear context-free rewriting systems
LUSCL =languages generated by local unordered scattered context grammars

STR(HR) =languages generated by string generating hyperedge replacement grammars
OUT (DTWT ) =output languages of deterministic tree-walking tree-to-string transducers

ydDTfc(REGT ) =yields of images of regular tree languages
under deterministic finite-copying top-down tree transduction

PGRPT =languages defined by pregroups with tupling

Table 1: Classes of mildly context-sensitive word languages

the most prominent member of the first mathe-
matically precise rendering of the notion of mild
context-sensitivity. Well-nested multiple context-
free string grammars satisfy the additional condi-
tion of a matching-like or well-nested rearrangement
of the arguments of non-terminals on the right-hand
sides of possible rules allowed by this type of gram-
mar. Furthermore, it is obvious that well-nested
multiple context-free languages are included in the
multiple context-free languages in general. Besides
this formal characterization in terms of well-nested
multiple context-free languages, a number of further
precise representatives of this second version of mild
context-sensitivity have been found. This group as-
sembled in Table 2 may not be as impressive as the
long list of equivalent formalizations that was listed
in connection with the first proposal for a formal ren-
dering of mild context-sensitivity. Still, the equiv-
alence of such wildly different systems as abstract
categorial grammars and (subclasses of) macro tree
transducers cannot be a pure coincidence, but has to
be accepted as a sign of an underlying conceptual
coherence.

The Table 2 contains besides examples of well-
nestedness on the level of word languages two spec-
imens of well-nested tree languages. Needless to
say, the derived tree structures are well-nested in
both alternatives suggested as formal renderings of
mild-context-sensitivity. The well-nestedness con-
dition concerns exclusively the rule format. In
sharp contrast with the situation on the word level
the multiple regular tree languages and the sim-
ple context-free languages mentioned in the intro-
duction as candidate formalizations of minimalist
syntax and tree adjoining grammars, respectively,
are proper subfamilies of the tree languages gen-

MSOTT (REGT ) = TR(HR)

MREGT =

MSOTTdir(REGT ) =

Tfc(REGT )

CFTsp =

? =

MTTsi,sp(REGT )

Figure 1: Classes of mildly context-sensitive tree lan-
guages

erated by context-free hyperedge-replacement graph
grammars (TR(HR)) and the latter family is iden-
tical with the output languages of logical tree-
to-tree transductions applied to regular tree lan-
guages (MSOTT (REGT )). Both mildly context-
sensitive subfamilies of tree languages can be given
descriptions in terms of grammatical systems and
syntax-directed tree transducers. To repeat their
formal characterizations, the multiple regular tree
languages are exactly the output tree languages
of finite-copying top-down tree transducers (Tfc)
which, in turn, are the same as the output tree lan-
guages of direction preserving logical transductions
(MSOTTdir). The simple context-free tree lan-
guages, analogously, are exactly the output tree lan-
guages of simple macro tree transducers which, in
turn, are the same as the output tree languages of
simple attributed tree transducers with one synthe-
sized attribute only, as shown in this paper. Their
logical characterization is still open. Figure 1 sum-
marizes the overview of the previous discussion con-
cerning the inclusion relation among mildly context-
sensitive tree languages.

Given the incomparability of the two families of
mildly context-sensitive tree languages, the investi-
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MCFLwn = well-nested multiple context-free languages
MACsp = simple macro languages

ydCFTsp = yields of context-free tree languages
ydMTTsi,sp(REGT ) = yields of output languages of tree transductions realized

by simple macro tree transducers taking regular tree languages as input
CFTsp = simple context-free tree languages

ACG(2,3) = abstract categorial languages with abstract vocabulary
of order at most 2 and lexical images of atomic types of order at most 3

Table 2: Classes of well-nested mildly context-sensitive word and tree languages

gation of their formal properties is of obvious inter-
est for the evaluation of the corresponding linguistic
frameworks. Should it turn out that ill-nested struc-
tures are needed for an adequate representation of
structures exemplified in natural syntax the theory
of ”mildly context-sensitive” graph languages might
still be the framework of choice as long as these
structures are more tree- than graph-like.

Trees can be uniquely characterised by specifying
their hierarchical structure, they can be enumerated
by means of a production system and they can be fed
into an abstract automaton. For graphs no suitable
notion of finite automaton has been proposed. Sim-
ilarly, Graph grammars, on the other hand, do not
generate their output in a way that is patterned by
an independently given hierarchical structure which
would be intrinsic to this data type.

In spite of this difference of the two data struc-
tures, the fact that certain linguistic phenomena are
graphs does not as such preclude the possibility of
an approach which sees them as the result of a logi-
cally defined tree transduction. Bauderon and Cour-
celle (1987) present an approach to graphs by defin-
ing a (generally infinite) set of graph operations such
that every finite graph can be constructed by finitely
many applications of these graph operations. For the
particular licensing theory, head-driven phrase struc-
ture grammar (HPSG), we have shown ((Kepser
and Mönnich, 2003)) that the classes of finite graphs
defined by a finite HPSG signature and grammar
are indeed such that they cannot be generated by a
finite set of graph operations. But this purely meta-
theoretic limitation of HPSG in general is not sup-
ported by the amount of tree-likeness retained in
concrete analysis structures proposed for grammati-
cal phenomena in languages like Serbo-Croatian. It
is thus not excluded that the general approach in

terms of syntax-directed morphisms by means of
tree-to-tree or tree-to-(tree-like) graph transducers
can also be applied to a conceptual framework in
which ill-nested derived structures enjoy full citizen-
ship.

4 Main Result

In this section we will present our main result. The
proof requires two constructions that reduce sim-
ple context-free tree grammars (CFGsp) to simple
attributed tree transducers with one synthesized at-
tribute only (1S −ATTss,si) and vice versa.

4.1 From CFTsp to 1S −ATTss,si
Before showing that for every CFGspG an 1S −
ATTss,siAG can be constructed with the same out-
put language we first regularize G by translating its
rules into terms over a new signature that is obtained
from the original one by a so-called lifting process
(cf. (Maibaum, 1974)). It would have been possible
to reduce a given CFGsp directly into an equiva-
lent 1S − ATTss,si. We have opted for the indirect
approach, because the lifting technique is closely re-
lated to a decomposition result for MTTs to the ef-
fect that the transformation performed by this family
of tree transducers can be split into a symbolic re-
placement and a second-order substitution (cf. (En-
gelfriet and Vogler, 1985)). We shall see in the
last section that the recourse to context attributes in
coping with the second-order substitution cannot be
avoided, destroying the prospect of a characteriza-
tion of well-nestedness by means of straightforward
tree homomorphisms.

Definition 5 (LIFT) Let Σ be a ranked alphabet
andX a finite set of variables. The derivedN -sorted
alphabet Σ′ is defined as follows: For each n ≥ 0,
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Figure 2: Derivation of aabccd.

Σ′ε,n = {f ′ | f ∈ Σn} is a new set of symbols of
type 〈ε, n〉; for each n ≥ 1 and each i, 1 ≤ i ≤ n,
πni is a new symbol, the ith projection symbol of type
〈ε, n〉; for each n, k ≥ 0 the new symbol c(n,k) is the
(n, k)th composition symbol of type 〈nk1 · · · kn, k〉
with k1 = . . . = kn = k.

For k ≥ 0, LIFTΣ
k : T (Σ, Xk) → T (Σ′, k) is

defined as follows:

LIFTΣ
k (xi) = πki

LIFTΣ
k (f) = c0,k(f

′) for f ∈ Σ0

LIFTΣ
k (f(t1, . . . , tn)) =

cn,k(f
′, LIFTΣ

k (t1), . . . , LIFTΣ
k (tn)) for f ∈ Σn ,

n ≥ 1

By way of example, we consider the effect of
the lifting transformation on a CFTsp G that gen-
erates the language L(G) = {anbmcndm}, where
we have omitted the concatenation symbols. The
grammar consists of the terminal alphabet Ω =
{ε(0), a(0), b(0), c(0), d(0), •(2)}, the non-terminal al-
phabet F = {S(0), F (4)}and the following group P
of rules:

S → ε

S → F (a, ε, c, ε)

S → F (ε, b, ε, d)

F (x1, x2, x3, x4) → F (•(a, x1), x2, •(c, x3), x4))

F (x1, x2, x3, x4) → F (x1, •(b, x2), x3, •(d, x4))

F (x1, x2, x3, x4) → •(•(•(x1, x2), x3), x4)

Figure 2 illustrates a derivation of the string
aabccd with explicit concatenation.

Figure 3: Dervation of lifted aabccd.

The process of applying the lifting transformation
to the grammar G given above returns a regular tree
grammar G′ with the following group of rules P ′:

S ′ → ε
S ′ → c(F ′, a′, ε, c′, ε)
S ′ → c(F ′, ε, b′, ε, d′)
F ′ → c(F ′, c(•′, a′, π4

1), π4
2, c(•′, c′, π4

3), π4
4)

F ′ → c(F ′, π4
1, c(•′, b′, π4

2), π4
3, c(•′, d′, π4

4))
F ′ → c(•′, c(•′, c(•′, π4

1, π
4
2), π4

3), π4
4)

We parallel the derivation of the example string
aabccd with the corresponding derivation in the
lifted grammar G′ in Figure 3.

The terminal tree in Fig 3 over the lifted signature
is yet to be translated into the structures generated by
the CFTsp G. These latter structures are coded into
the lifted trees and are easily retrieved by unraveling
the information contained in the projection and com-
position symbols. Algebraically speaking, the step
from the lifted to the intended structures is nothing
but the value of the unique homomorphism from the
free term algebra into the substitution algebra over
the lifted signature. This homomorphism is simu-
lated by the attributed tree transducer which consti-
tutes the core of the proof of the crucial lemma.

Lemma 1 For every CFTsp G, there is an 1S −
ATTss,si AG that outputs the same language when
applied to the lifted derivation trees of G′.
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Proof For a given CFGsp G = (F ,Ω, S, P ) an
1S −ATTss,si = (Syn, Inh,Σ,Ω, αm, R)AG that
outputs the same language is defined from the com-
ponents of Gs lifted version in the following way.

• Syn = {α} with α = αm at the root node

• Inh = {βj |1 ≤ j ≤ m} with m the maximal
sort of a lifted non-terminal F ′

• Every symbol in the derivation trees is assigned
one synthesized attribute.

• Every projection symbol is assigned one inher-
ited attribute

• Every lifted terminal symbol f ′ of sort n is as-
signed n inherited attributes.

• The function assinh assigning inherited sym-
bols to composition symbols c is defined by
structural induction on the trees on the rhs of
P ′:

assinh(t) = proj(assinh(t1)

where t = c(t1, . . . , tn) and where proj
deletes all inherited attributes of t1 that have no
counterparts in assinh(ti) (2 ≤ i).

• Each Rπni contains the rule

απ → βiπ

• Each Rf ′ contains the rule

απ → f(β1, . . . , βn)

where n is the sort of f ′.

• Each Rc contains the rules

απ → απ1

βiπ1 → απi+ 1

βiπj → βiπ

provided that the inherited attributes belong to
the outside attributes of the composition sym-
bol c.

The correctness of the construction follows from
an easy rule induction.

Remark 2 In the proof of Lemma 1 we have slightly
departed from the official definition of an ATT by
assigning inherited attributes to composition sym-
bols in a context-dependent way. This could be
repaired by labeling composition symbols with the
non-terminals on the lhs of P.

By way of example, consider the slightly sim-
plified lifted tree in Figure 4 which is decorated
with both the synthesized and inherited attributes
and their values. Evaluating the meaning attribute
αm by traveling along the semantic graph results in
the output tree •(•(•(•(a, a), ε), •(c, c)), ε).

4.2 From 1S −ATTss,si to CFGsp
It was mentioned above that attributed tree trans-
ducers are attribute grammars with all their attribute
values restricted to trees and their semantic func-
tions to substitution of trees for dependent leaves.
Second–order substitution for internal nodes of trees
is achieved through the upward information trans-
port that is made possible by the inherited attributes.
Integrating this information transfer with the leaf
substitution leads to the kind of substitution or ad-
junction, for that matter, characteristic of context-
free grammars.

Lemma 2 For every 1S − ATTss,siA, there exists
an equivalent CFGspGA.

Proof Let A = (Syn, Inh,Σ,Ω, αm, R) be an
attributed tree transducer with one synthesized at-
tribute only such that each outside attribute at an in-
put symbol σ occurs exactly once in Rσ. An equiva-
lent simple context-free tree grammar GA is defined
as follows:

• F = Σ where the arity of non-terminals is
given by the number of interited attributes as-
signed to them in the input tree.

• Ω = Ω

• S = {σ(0)} with σ ∈ Σ labeling the root of an
input tree.

• For every σ ∈ Σ we construct a rule

σ(x1, . . . , xn)→ t

where t = COMP (ξ) and ξ is the right-hand
side of the only synthesized attribute α in Rσ.
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c(0)αm(α1)

β(α2)c(1)α(α11)

β(α12)c(11)α(α111)

. . .β(β11) •′ •′′ •′′′ (111)α(•′(•′′(•′′′(β111), . . .)))

β(β1)c(12)α(α121)

β′(α123) •′ (121)α(•′(β121,β′121)) a′(122) β(β12)π1(123)α(β123)

π2(13) c(14) π4(15)

a′(2)α(a′) ε(3) c′(4) ε(5)

Figure 4: Evaluation of lifted sample tree

The right-hand sides of rules in Rσ are desig-
nated by rhs(γπ, σ) in the following:

(i) If ξ = απi then

COMP (ξ) = ρ(t1, . . . , tm)

where ρ labels the ith daughter of σ, m is the
arity of ρ and

tj = COMP (rhs(βjπi, σ))

(ii) If ξ = βjπ then

COMP (ξ) = xi

(iii) If ξ = f(ξ1, . . . , ξr) for f ∈ Ω(r)

COMP (ξ) = f(COMP (ξ1), . . . , COMP (ξr))

By a routine inspection it is easy to verify that the
resulting grammar GA is indeed simple and that it
generates exactly the output language of A.

Remark 3 The construction in the preceding lemma
is inspired by the proofs of Lemma 6.1 in (Engelfriet
and Maneth, 1999) and of Lemma 5.11 in (Fülöp
and Vogler, 1998). In these references it was shown
how to turn an ATT into an equivalent MTT .
MTTs can be regarded as tree grammars in which
the generation process is controlled by the input
trees. In the present case these input structures as-
sume the role of derivation trees. This leads to a cer-
tain amount of proliferation in the rule component of
the resulting grammar. It is not difficult to prove that
this rule proliferation is of no consequence for the
derived tree language, i.e., the derived structures.

By Lemmas 1 and 2 we obtain our main result.

Theorem 1 The well-nested tree languages are ex-
actly the output languages of simple attributed tree
transducers with one synthesized attribute only ap-
plied to regular tree languages.

5 Envoi

Bloem and Engelfriet (2000) have shown that the
output language of single use attributed tree trans-
ducers applied to regular tree languages are equal to
the translations definable by monadic second-order
logic. By the result presented in this paper this
could be extended to a logical description of simple
context-free tree languages. The question, though,
of how to give a logical characterization for this fam-
ily of tree languages is still open. The same question
regarding the special case of monadic context-free
tree languages was answered in (Mönnich, 2008).
The main theorem of that talk states that the edge
definitions of a logical characterization with respect
to these languages are either direction preserving or
direction reversing. This characterization depends
crucially on the possibility of proving a Greibach
normal form for monadic simple context-free gram-
mars, a result that would require a completely differ-
ent proof in the case of non-monadic alphabets.

An alternative way out by means of a bimorphic
characterization is not open, either. Bimorphisms
were introduced by Nivat (1968) for word languages
and later extended to trees by Arnold and Dauchet
(1982). A bimorphism is a triple B = (φ,L, ψ)
where L is a regular language and φ and ψ are ho-
momorphisms. A bimorphism induces a relation B
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defined as B = {(φ(t), ψ(t) | t ∈ L}. It is interest-
ing to note that the relations specified by tree trans-
ducers are captured by bimorphisms in which ψ is
unrestricted and φ is a relabeling. Shieber (2004)
has shown that the relations defined by synchronous
tree-substitution grammars correspond exactly to bi-
morphism relations in which both homomorphisms
are linear and non-deleting. An analogous result is
not possible for simple context-free tree grammars.
Take the familiar example of a simple context-free
tree grammar G over a monadic alphabet that gen-
erates the language L = {an(bn(e))}. According
to a well-known theorem due to Rounds (1970) ev-
ery monadic output tree language of a tree trans-
ducer applied to a regular language is regular. Con-
sequently, there is no hope of giving a characteri-
zation of context-free tree languages without having
recourse to context attributes enabling an upward in-
formation transport in the controlling input tree.
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1 Introduction

The calculus of Lambek (1958) did not make
much impact until the 1980s, but for more than
twenty years now it has constituted the foun-
dation of type logical categorial grammar. It
has occupied such a central position because of
its good logical properties, but it has also been
clear, even from the start of its renaissance, that
the Lambek calculus suffers from fundamental
shortcomings, which we shall mention below.

Certainly it seems that the way ahead in log-
ical categorial grammar is to enrich the Lam-
bek calculus with additional connectives. Thus
it was proposed to add intersection and union
as far back as Lambek (1961), and such exten-
sion is what is meant by type logical categorial
grammar. Particular inspiration came from lin-
ear logic. Propositional linear connectives di-
vide into additives, multiplicatives, and expo-
nentials. Technically, the Lambek connectives
are (noncommutative) linear multiplicatives, so
it is natural to consider enrichment of Lambek
calculus with (noncommutative) additives and
exponentials as well. Quantifiers may also be
added (Morrill, 1994, ch. 6) and unary modali-
ties (Morrill 1990, 1992; Moortgat 1995).

However, none of these extensions address
the essential limitation of the Lambek basis,
which is as follows. The Lambek calculus is
a sequence logic of concatenation. This is all
well and good in that words are arranged se-
quentially, however natural language exhibits
action at a distance: dependencies which are
discontinuous. The Lambek calculus can cap-
ture some discontinuous dependencies, namely
those in which the discontinuous dependency

∗The research reported in the present paper was
supported by DGICYT project SESAAME-BAR
(TIN2008-06582-C03-01).

is peripheral. But it cannot capture the same
kinds of dependencies when they are nonperiph-
eral, i.e. medial. In this respect the foundation
provided by the Lambek calculus is fundamen-
tally imperfect.

A major proposal to refound categorial gram-
mar was made in Moortgat (1997). Observing
that the binary Lambek connectives form resid-
uated triples, and unary modalities residuated
pairs, Moortgat proposed to multiply such con-
nective families, defining each family with re-
spect to a different primitive mode of compo-
sition represented in the metalinguistic sequent
punctuation in the inference rules for the con-
nectives of the family. In such multimodal type
logical grammar the modes are interrelated by
structural rules defining equations and inclu-
sions on the sequent configurations formed by
their composition. This constitutes a power-
ful methodology and has been the inspiration
of type logical grammar for a generation, but
the addition of structural rules makes deriva-
tion laborious to hand and eye, and creates a
problematic search space computationally. No
single calculus developed according to these de-
sign principles particularly stands out for the
breadth and elegance of its empirical applica-
tion. Indeed, it might be remarked that the
motto of substructural logic is to drop struc-
tural rules, not to introduce more of them.

It is in this context that Morrill and Valent́ın
(2010) offers the displacement calculus. Sure
enough this multiplies residuated triple con-
nective families, as in multimodal type logical
grammar, but it has a unique primitive mode
of composition, concatenation, like the Lam-
bek calculus, and it has a unimodal sequent
calculus, like the Lambek calculus. Thus, im-
portantly, it is entirely free of structural rules,
and apparently preserves all the other good
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proof-theoretic properties of the Lambek calcu-
lus. Linguistically, and as illustrated in Morrill
and Valent́ın (2010), it is the generalization of
the Lambek calculus which has the widest and
most economical coverage that we are aware of.
The present paper enters into technical consid-
eration of the displacement calculus given this
state of affairs. We define this generalization of
the Lambek calculus and consider some of the
non-context free properties it characterizes.

2 Displacement calculus

The Lambek calculus (Lambek 1958) forms the
basis of type logical categorial grammar (Mor-
rill 1994, Moortgat 1997, Morrill forthcoming).
It is a sequence logic without structural rules
which enjoys Cut-elimination, the subformula
property, and decidability. It is intuitionistic,
and so supports the standard Curry-Howard
type-logical categorial semantics. In this con-
nection it has the finite reading property. But
as a logic of concatenation, the Lambek calcu-
lus can only analyse displacement when the de-
pendencies happen to be peripheral. As a con-
sequence it cannot account for the syntax and
semantics of:

(1) • Discontinuous idioms (Mary gave the
man the cold shoulder).

• Quantification (John gave every book
to Mary ; Mary thinks someone left ;
Everyone loves someone).

• VP ellipsis (John slept before Mary
did ; John slept and Mary did too).

• Medial extraction (dog that Mary saw
today).

• Pied-piping (mountain the painting
of which by Cezanne John sold for
$10,000,000.

• Appositive relativization (John, who
jogs, sneezed).

• Parentheticals (Fortunately, John has
perseverance; John, fortunately, has
perseverance; John has, fortunately,
perseverance; John has perseverance,
fortunately).

• Gapping (John studies logic, and
Charles, phonetics).

• Comparative subdeletion (John ate
more donuts than Mary bought bagels).

• Reflexivization (John sent himself
flowers).

Furthermore, the Lambek calculus is context-
free in generative power (Pentus 1992) and so
cannot generate cross-serial dependencies as in
Dutch and Swiss-German (Sheiber 1985).

The calculus of displacement, like the Lam-
bek calculus, is a sequence logic without struc-
tural rules which enjoys Cut-elimination, the
subformula property, and decidability (Morrill
and Valent́ın 2010). Moreover, like the Lambek
calculus it is intuitionistic, and so supports the
standard categorial Curry-Howard type-logical
semantics. In this relation it has the finite read-
ing property. It is a logic not only of concatena-
tion but also of intercalation and provides ba-
sic analyses of all of the phenomena itemized in
(1) (Morrill and Valent́ın 2010). Furthermore
it analyses verb raising and cross-serial depen-
dencies (Morrill, Valent́ın and Fadda 2009).

The types of the calculus of displacement D
classify strings over a vocabulary including a
distinguished placeholder 1 called the separator.
The sort i ∈ N of a (discontinuous) string is
the number of separators it contains and these
punctuate it into i + 1 continuous substrings.
The types of D are sorted into types Fi of sort
i as follows:

(2)
Fj := Fi\Fi+j under
Fi := Fi+j/Fj over

Fi+j := Fi·Fj product
F0 := I product unit
Fj := Fi+1↓kFi+j , 1 ≤ k ≤ i+1 infix

Fi+1 := Fi+j↑kFj , 1 ≤ k ≤ i+1 extract
Fi+j := Fi+1�kFj , 1 ≤ k ≤ i+1 disc. product
F1 := J disc. prod. unit

Where A is a type we call its sort sA. We
present the calculus using a special kind of se-
quent calculus which we call hypersequent cal-
culus. The set O of hyperconfigurations is de-
fined as follows, where Λ is the empty string
and [ ] is the metalinguistic separator:

(3) O ::= Λ | [ ] | F0 | Fi+1{O : . . . : O︸ ︷︷ ︸
i+1 O′s

} | O,O

Note that the hyperconfigurations are of a new
kind in which some type formulas, namely
the type formulas of sort greater than one,
label mother nodes rather than leaves, and
have a number of immediate subhypercon-
figurations equal to their sort. This signi-
fies a discontinuous type intercalated by these
subhyperconfigurations. Thus A{∆1 : . . . :
∆n} interpreted syntactically is formed by
strings α0+β1+α1+ · · ·+αn−1+βn+αn where
α0+1+α1+ · · ·+αn−1+1+αn ∈ A and β1 ∈
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∆1, . . . , βn ∈ ∆n. We call these types
hyperleaves since in multimodal calculus they
would be leaves. The sort of a hyperconfigura-
tion is the number of separators it contains. A
hypersequent Γ ⇒ A comprises an antecedent
hyperconfiguration Γ of sort i and a succedent
type A of sort i. The vector

−→
A of a type A is

defined by:

(4)
−→
A =





A if sA = 0
A{[ ] : . . . : [ ]︸ ︷︷ ︸

sA [ ]
′
s

} if sA > 0

Where Γ1 is a hyperconfiguration of sort at least
k and Γ2 is a hyperconfiguration, Γ1|kΓ2 sig-
nifies the hyperconfiguration which is the re-
sult of replacing by Γ2 the kth separator in
Γ1. Where Γ is a hyperconfiguration of sort
i and Φ1, . . . ,Φi are hyperconfigurations, the
generalized wrap Γ ⊗ 〈Φ1, . . . ,Φi〉 is the result
of simultaneously replacing the successive sep-
arators in Γ by Φ1, . . . ,Φi respectively. In the
hypersequent calculus the discontinuous distin-
guished hyperoccurrence notation ∆〈Γ〉 refers
to a hyperconfiguration ∆ and continuous sub-
hyperconfigurations ∆1, . . . ,∆i and a discon-
tinuous subhyperconfiguration Γ of sort i such
that Γ⊗〈∆1, . . . ,∆i〉 is a continuous subhyper-
configuration. Technically, whereas the usual
distinguished occurrence notation ∆(Γ) refers
to a context containing a hole which is a leaf,
in hypersequent calculus the distinguished hy-
peroccurrence notation ∆〈Γ〉 refers to a context
containing a hole which may be a hyperleaf, a
hyperhole. The hypersequent calculus for the
calculus of displacement is given in Figure 1.

3 Displacement grammars

We now turn to D-grammars and the languages
they generate.

Given a vocabulary V = Σ∪{1} a lexical as-
signment α: A comprises a type A and a string
α ∈ V + − {1 + · · ·+ 1︸ ︷︷ ︸

n

: n > 0} of sort sA. A

lexicon is a finite set of lexical assignments.

We define a labelling σ of a hyperconfigu-
ration ∆ as a mapping sending each type oc-
currence A in ∆ to a string of sort sA. A
labelled hyperconfiguration ∆σ comprises a hy-
perconfiguration ∆ and a labelling σ of ∆. We
define the yield of a labelled hyperconfiguration
∆σ as follows:

id
−→
A ⇒ A

Γ ⇒ A ∆〈−→A〉 ⇒ B

Cut

∆〈Γ〉 ⇒ B

Γ ⇒ A ∆〈−→C 〉 ⇒ D

\L
∆〈Γ,−−→A\C〉 ⇒ D

−→
A,Γ ⇒ C

\R
Γ ⇒ A\C

Γ ⇒ B ∆〈−→C 〉 ⇒ D

/L

∆〈−−→C/B,Γ〉 ⇒ D

Γ,
−→
B ⇒ C

/R

Γ ⇒ C/B

∆〈−→A,−→B 〉 ⇒ D

·L
∆〈−−→A·B〉 ⇒ D

Γ1 ⇒ A Γ2 ⇒ B

·R
Γ1,Γ2 ⇒ A·B

∆〈Λ〉 ⇒ A

IL

∆〈−→I 〉 ⇒ A

IR

Λ ⇒ I

Γ ⇒ A ∆〈−→C 〉 ⇒ D

↓kL
∆〈Γ|k−−−−→A↓kC〉 ⇒ D

−→
A |kΓ ⇒ C

↓kR
Γ ⇒ A↓kC

Γ ⇒ B ∆〈−→C 〉 ⇒ D

↑kL
∆〈−−−−→C↑kB|kΓ〉 ⇒ D

Γ|k−→B ⇒ C

↑kR
Γ ⇒ C↑kB

∆〈−→A |k−→B 〉 ⇒ D

�kL

∆〈−−−−→A�kB〉 ⇒ D

Γ1 ⇒ A Γ2 ⇒ B

�kR

Γ1|kΓ2 ⇒ A�kB

∆〈[ ]〉 ⇒ A

JL

∆〈−→J 〉 ⇒ A

JR

[ ] ⇒ J

Figure 1: Calculus of displacement D

(5) yield(Λσ) = Λ
yield([ ]σ) = 1
yield((∆,Γ)σ) = yield(∆σ) + yield(Γσ)
yield(Aσ) = σ(A) for A of sort0
yield((A{∆1 : · · · : ∆sA})σ) =
a1 + yield(∆σ

1 ) + a2 + yield(∆σ
2 ) + · · ·+

asA−1 + yield(∆σ
sA) + asA

where in the last line of the definition A is of
sort greater than 0 and σ(A) is a1 + 1 + a2 +
· · ·+ asA−1 + 1 + asA.

A labelling σ of a hyperconfiguation ∆ is
compatible with a lexicon Lex if and only if
σ(A): A ∈ Lex for every A in ∆. The language
L(Lex, A) generated from lexicon Lex for type
A is defined as follows:

(6) L(Lex, A) = {yield(∆σ)| such that
∆ ⇒ A is a theorem of D and σ is com-
patible with Lex}

Theorem 1 The problem of recognition in the
class of D-grammars is decidable.

Proof. Since for every labelling σ compatible
with a lexicon for every type A, σ(A) contains
at least one symbol different from 1, the set
of labelled hyperconfigurations such that their
yield equals a given α is finite. Now as theorem-
hood in the D is decidable we have then that
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the problem of recognition is decidable since it
reduces to a finite number of tests of theorem-
hood. �

A Prolog parser/theorem-prover for the cal-
culus of displacement has been implemented. It
operates by Cut-free backward-chaining hyper-
sequent proof search.

4 Some non-context free
D-languages

Computer-generated output for the lexicon and
analyses of Dutch verb raising and cross-serial
dependencies are given in Appendix A. (We ab-
breviate ↓1, �1 and ↑1 as ↓, � and ↑; only dis-
continuities with a single separator are consid-
ered in this paper.)

The non-context free language {anbncn| n >
0} is generated by the following assignments
where sA = sB = sC = 1 and the distinguished
type is A�I.

(7) b: J\B, J\(A↓B)
c: B\C
a: A/C

The assignment b: J\B generates 1+b: B.
Then combination with the assignment for c
generates 1+b+c: C and combination of this
with the assignment for a gives a+1+b+c: A.
Wrapping this around the product unit
gives a+b+c: A�I; alternatively b: J\(A↓B)
which gives 1+b: A↓B can infix to form
a+1+b+b+c: B which combines with c and a
again, and so on.

The non-context free copy lan-
guage {ww| w ∈ {a, b}+} is generated by the
following assignments where sA = sB = 0 and
sS = 1 and the distinguished type is S�I.

(8) a: J\(A\S), J\(S↓(A\S)), A
b: J\(B\S), J\(S↓(B\S)), B

Let G be a rewrite grammar containing pro-
ductions of the form A→ a and B → cD | Dc.
Replacing the former by a: A and the lat-
ter by c: (D↑I)↓B gives a displacement gram-
mar which generates the permutation closure
of L(G). It follows that there is a displacement
grammar for every language Mixn of strings
with equal numbers of symbols a1, . . . , an.
In particular, the non context-free language
Mix = {w ∈ {a, b, c}| |w|a = |w|b = |w|c > 0}
is generated by the following assignments:

(9) a: a, (S↑I)↓a
b: (a↑I)↓b
c: (b↑I)↓S

Here sA = sB = sC = 0 and the distin-
guished type is S. Appendix B contains a sam-
ple derivation of this displacement grammar for
Mix.

5 A lower bound on the
recognizing power of
D-grammars

In this section we prove that D-grammars rec-
ognize the permutation closures of context-free
languages.

This result is obtained using a restricted
fragment of the calculus. We define
the set T = {A| A is an atomic type} ∪
{(A↑I)↓B| A and B are atomic types}. A
T-hypersequent is a hypersequent such that the
types of the antecedent belong to T and the
succedent is an atomic type.

Lemma 2 (Rearrangement lemma) Let
∆ ⇒ S be a provable T-hypersequent. Then,
where D is a derivation of ∆ ⇒ S, D can be
rearranged into a new derivation D? of ∆ ⇒ S
in such a way that the height of D is preserved,
and the last rule of D? has an axiom S ⇒ S as
the right premise, i.e.:

D `
...

↓L
∆ ⇒ S

; D? `
Γ([ ]) ⇒ ˇA S ⇒ S

↓L
∆ ⇒ S

where ∆ = Γ(ˇA↓S) for some atomic type A.

Proof.

Γ([ ]) ⇒ ˇP

∆(Q; [ ]) ⇒ ˇR S ⇒ S
↓L

∆(Q; ˇR↓S) ⇒ S
↓L

∆(Γ(ˇP↓Q); ˇR↓S) ⇒ S

;

Γ([ ]) ⇒ ˇP ∆(Q; [ ]) ⇒ ˇR
↓L

∆(Γ(ˇP↓Q); [ ]) ⇒ ˇR S ⇒ S
↓L

∆(Γ(ˇP↓Q); ˇR↓S) ⇒ S
�

Lemma 3 (Fronting lemma) Let
∆(A) ⇒ S be a provable T -hypersequent with
a distinguished occurrence of type A. Then:

` A,∆(Λ) ⇒ S
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Proof. We proceed by induction on the
length of hypersequents. We shall write
A1, · · · , Aj , · · · , An ⇒ S for ∆(A) where we
consider Aj as the distinguished occurrence
we want to be displaced to the left of
the antecedent. By the previous lemma,
A1, · · · , Aj , · · · , An ⇒ S has a derivation with
last rule:1

A1, · · · , Ai−1, [ ], Ai+1 · · · , Aj , · · · , An ⇒ R↑I S ⇒ S
↓L

A1, · · · , Ai−1, (R↑I)↓S,Ai+1 · · · , Aj , · · · , An ⇒ S

Two cases are considered:
• Case Aj 6= (R↑I)↓S:

We have (R↑I)�I ⇒ R is provable. By ap-
plying the Cut rule to the left premise of the
last rule, we derive:

A1, · · · , Ai−1,Λ, Ai+1 · · · , Aj , · · · , An ⇒ R

Hence by induction hypothesis:

` Aj , A1, · · · , Ai−1,Λ, Ai+1 · · · ,Λ, · · · , An ⇒ R

We apply now the ↑ right rule after the intro-
duction of the unit I:

Aj , A1, · · · , Ai−1, I, Ai+1 · · · ,Λ, · · · , An ⇒ R
↑R

Aj , A1, · · · , Ai−1, [ ], Ai+1 · · · ,Λ, · · · , An ⇒ R↑I

By the ↓ left rule:

Aj , A1, · · · , Ai−1, [ ], Ai+1 · · · ,Λ, · · · , An ⇒ R↑I S ⇒ S

↓L
Aj , A1, · · · , Ai−1, (R↑I)↓S,Ai+1 · · · ,Λ, · · · , An ⇒ S↑I

In this case, we have proved the fronting lemma.
• Case Aj = (R↑I)↓S:

As before we have the following provable hy-
persequent:

A1, · · · , Ai−1,Λ, Ai+1, · · · , An ⇒ R

By the right ↑ rule after the introduction of I,
we derive:

[ ], A1, · · · , Ai−1,Λ, Ai+1 · · · , Aj , · · · , An ⇒ R↑I

By the left ↓ rule:

[ ], A1, · · · , Ai−1,Λ, Ai+1, · · · , An ⇒ R↑I S ⇒ S
↓L

(R↑I)↓S,A1, · · · , Ai−1,Λ, Ai+1, · · · , An ⇒ S

We have proved the fronting lemma in case
Aj = (R↑I)↓S. In both cases then, the lemma
is proved. �

1Without loss of generality we write Aj to the
right of (R↑I)↓S.

We now show how the permutation closure
of any regular language (excluding the empty
string) can be recognized by a D-grammar. Let
G = (N,Σ, P, S) be a regular grammar. Sup-
pose G is right-linear. We define a D-grammar
comprising a lexicon LexG with atomic types
the nonterminals N of G. The vocabulary of
LexG is Σ ∪ {1}. For every production of the
form A→ c with A nonterminal and c ∈ Σ, we
stipulate that c: A ∈ LexG. And for every pro-
duction of the form B → cA (with A,B ∈ N
and c ∈ Σ), we stipulate c: (A↑I)↓B ∈ LexG.
We want to prove that the language recognized
by LexG with distinguished symbol S is the
permutation closure of the language generated
by G: L(LexG, S) = Perm(L(G,S)). The fol-
lowing lemmas prove the equation.

Lemma 4 L(G,S) ⊆ L(LexG, S).

The proof of this lemma proceeds by a sim-
ple induction on the length of the derivations
of G. The base case is obvious. For the in-
ductive case, suppose we have the derivation
whose rewritten string is a1 · · · anA such that
A → cB ∈ P . Then by induction hypoth-
esis a1 + · · · + an ∈ L(G,B) ⊆ L(LexG, B).
Hence there exists a labeled hyperconfiguration
∆σ whose types belong to the types of LG,
` ∆ ⇒ B and the yield of ∆σ is a1 + · · ·+ an;
after the introduction of the unit:

I,∆ ⇒ B
↑R

[ ],∆ ⇒ B↑I A ⇒ A
↓L

(B↑I)↓A,∆ ⇒ A

Now, c: (B↑I)↓A ∈ LexG. Hence c+a1 + · · ·+
an ∈ L(LexG,A).

Lemma 5 Perm(L(G,S)) ⊆ L(LexG, S)

Proof. Let ∆ ⇒ S be a provable hyperse-
quent with a compatible labelling such that the
yield of ∆ is w ∈ L(G,S) and the types occur-
ring in ∆ belong to the set of types of LexG:

a1 : A1, · · · , an : An ⇒ S, w = a1 + · · ·+ an

By the fronting lemma, any type Ai can be
fronted, i.e.: ` ai : Ai, a1 : A1, · · · , ai−1 :
Ai−1,Λ, ai+1 : Ai+1, · · · , an : An ⇒ S. By re-
peating this process via the fronting lemma, any
permutation of the initial w can be obtained.
�

Lemma 6 L(LexG, S) ⊆ Perm(L(G,S))
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Proof. We prove that for every atomic
type A ∈ N , L(LexG, A) ⊆ Perm(L(G,A)).
This entails in particular L(LexG, S) ⊆
Perm(L(G,S)) where S ∈ N is the distin-
guished nonterminal symbol. The proof goes by
induction on the height of derivations of hyper-
sequents ∆ ⇒ A such that the types of ∆ be-
long to the types of LexG. Case that the height
is 0: let A ∈ N be such that A→ a is a produc-
tion of G and a ∈ V . Then a : A ∈ Lex. Case
that the height is greater than 0: suppose we
have a LexG-derivation of ∆ ⇒ A with height
n+1. By the rearrangement lemma, the deriva-
tion of ∆ ⇒ A can modified in such a way that
the height of the derivation is preserved and one
of the premises is an axiom:

∆([ ]) ⇒ A↑I S ⇒ S
↓L

∆((A↑I)↓S) ⇒ S

By a simple reasoning we have ∆(Λ) ⇒ A
with height lesser or equal than the height of
∆([ ]) ⇒ A↑I. Since the types of ∆(Λ) be-
long to the types of LexG we can apply the
induction hypothesis, and then we have that
L(LexG, A) ⊆ Perm(L(G,A)). Now, every
w ∈ L(LexG, A) is the permutation of some
w̃ ∈ L(G,A). If we apply the rule S → cA we
get c+ w̃ ∈ L(G,S). But c: (A↑I)↓S. Hence, if
we insert c in w we get a permutation of c+ w̃.
�

Theorem 7 For every regular grammar G we
have L(LexG, S) = Perm(L(G,S))

Corollary 8 For every context-free language
L, the permutation closure of L Perm(L) is rec-
ognized by a D-grammar.

Proof. By an argument invoking properties of
semi-linear sets,2 we know that any permuta-
tion closure of a context-free language is equal
to the permutation closure of some regular lan-
guage. This reduces the proof of this corollary
to the class of regular languages. The previous
theorem proves it. �

2See van Benthem (1991).

Appendix A. Computer-generated
output for Dutch verb raising and
cross-serial dependencies
boeken : N : books
cecilia : N : c
de : N/CN : ι
jan : N : j
helpen : J\((N\Si)↓(N\(N\Si))) : λAλBλCλD((help D) (B C))
henk : N : h
kan : (N\Si)↓(N\S) : λAλB((isable B) (A B))
kunnen : J\((N\Si)↓(N\Si)) : λAλBλC((beable C) (B C))
las : N\(N\S) : reads
lezen : J\(N\(N\Si)) : λAread
nijlpaarden : CN : hippos
voeren : J\(N\(N\Si)) : λAfeed
wil : (N\Si)↓(N\S) : λAλB((wants B) (A B))
zag : (N\Si)↓(N\(N\S)) : λAλBλC((saw C) (A B))

(1) jan+boeken+las : S

N : j , N : books, N\(N\S) : reads ⇒ S

N ⇒ N

N ⇒ N S ⇒ S

\L
N,N\S ⇒ S

\L
N,N,N\(N\S) ⇒ S

((reads books) j)

(2) jan+boeken+kan+lezen : S

N : j , N : books, (N\Si)↓(N\S) :
λAλB((isable B) (A B)), J\(N\(N\Si)) : λAread ⇒ S

J
R

[
]
⇒

J

N
⇒

N

N
⇒

N
S
i{

[
]}
⇒

S
i

\
L

N
,
N
\
S
i{

[
]}
⇒

S
i

\
L

N
,
N
,
N
\
(N
\
S
i){

[
]}
⇒

S
i

\
L

N
,
N
,
[

],
J\

(N
\
(N
\
S
i))
⇒

S
i

\
R

N
,
[

],
J\

(N
\
(N
\
S
i))
⇒

N
\
S
i

N
⇒

N
S
⇒

S

\
L

N
,
N
\
S
⇒

S

↓
L

N
,
N
,
(N
\
S
i)↓

(N
\
S

),
J\

(N
\
(N
\
S
i))
⇒

S

((isable j) ((read books) j))

(3) jan+boeken+wil+kunnen+lezen : S

N : j , N : books, (N\Si)↓(N\S) :
λAλB((wants B) (A B)), J\((N\Si)↓(N\Si)) :
λAλBλC((beable C) (B C)), J\(N\(N\Si)) : λAread ⇒ S
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JR
[ ] ⇒ J

JR
[ ] ⇒ J

N ⇒ N

N ⇒ N Si{[ ]} ⇒ Si
\L

N,N\Si{[ ]} ⇒ Si
\L

N,N,N\(N\Si){[ ]} ⇒ Si
\L

N,N, [ ], J\(N\(N\Si)) ⇒ Si
\R

N, [ ], J\(N\(N\Si)) ⇒ N\Si

N ⇒ N Si{[ ]} ⇒ Si
\L

N,N\Si{[ ]} ⇒ Si
↓L

N,N, (N\Si)↓(N\Si){[ ]}, J\(N\(N\Si)) ⇒ Si
\L

N,N, [ ], J\((N\Si)↓(N\Si)), J\(N\(N\Si)) ⇒ Si
\R

N, [ ], J\((N\Si)↓(N\Si)), J\(N\(N\Si)) ⇒ N\Si

N ⇒ N S ⇒ S
\L

N,N\S ⇒ S
↓L

N,N, (N\Si)↓(N\S), J\((N\Si)↓(N\Si)), J\(N\(N\Si)) ⇒ S

((wants j) ((beable j) ((read books) j)))

(4) jan+cecilia+henk+de+nijlpaarden+zag+helpen+voeren : S

N : j , N : c, N : h, N/CN : ι,CN : hippos, (N\Si)↓(N\(N\S)) : λAλBλC((saw C) (A B)), J\((N\Si)↓(N\(N\Si))) :
λAλBλCλD((help D) (B C)), J\(N\(N\Si)) : λAfeed ⇒ S

CN ⇒ CN

JR

[ ] ⇒ J

JR

[ ] ⇒ J

N ⇒ N

N ⇒ N Si{[ ]} ⇒ Si

\L
N,N\Si{[ ]} ⇒ Si

\L
N,N,N\(N\Si){[ ]} ⇒ Si

\L
N,N, [ ], J\(N\(N\Si)) ⇒ Si

\R
N, [ ], J\(N\(N\Si)) ⇒ N\Si

N ⇒ N

N ⇒ N Si{[ ]} ⇒ Si

\L
N,N\Si{[ ]} ⇒ Si

\L
N,N,N\(N\Si){[ ]} ⇒ Si

↓L
N,N,N, (N\Si)↓(N\(N\Si)){[ ]}, J\(N\(N\Si)) ⇒ Si

\L
N,N,N, [ ], J\((N\Si)↓(N\(N\Si))), J\(N\(N\Si)) ⇒ Si

/L

N,N,N/CN ,CN , [ ], J\((N\Si)↓(N\(N\Si))), J\(N\(N\Si)) ⇒ Si

\R
N,N/CN ,CN , [ ], J\((N\Si)↓(N\(N\Si))), J\(N\(N\Si)) ⇒ N\Si

N ⇒ N

N ⇒ N S ⇒ S

\L
N,N\S ⇒ S

\L
N,N,N\(N\S) ⇒ S

↓L
N,N,N,N/CN ,CN , (N\Si)↓(N\(N\S)), J\((N\Si)↓(N\(N\Si))), J\(N\(N\Si)) ⇒ S

((saw j) ((help c) ((feed (ι hippos)) h)))

Appendix B. Computer generated derivation of accbab in Mix

a ⇒ a
IL

a, I ⇒ a
IL

a, I, I ⇒ a
IL

a, I, I, I ⇒ a
↑R

a, I, I, [ ] ⇒ a↑I b ⇒ b
↓L

a, I, I, (a↑I)↓b ⇒ b
↑R

a, I, [ ], (a↑I)↓b ⇒ b↑I

S ⇒ S
IL

S, I ⇒ S
↑R

S, [ ] ⇒ S↑I

a ⇒ a
IL

a, I ⇒ a
↑R

a, [ ] ⇒ a↑I b ⇒ b
↓L

a, (a↑I)↓b ⇒ b
↓L

S, (S↑I)↓a, (a↑I)↓b ⇒ b
↓L

a, I, (b↑I)↓S, (a↑I)↓b, (S↑I)↓a, (a↑I)↓b ⇒ b
↑R

a, [ ], (b↑I)↓S, (a↑I)↓b, (S↑I)↓a, (a↑I)↓b ⇒ b↑I S ⇒ S
↓L

a, (b↑I)↓S, (b↑I)↓S, (a↑I)↓b, (S↑I)↓a, (a↑I)↓b ⇒ S
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Abstract 

Within generative approaches to grammar, char-
acterizing the complexity of natural language 
has traditionally been couched in terms of formal 
language theory. Recently, Kuhlmann (2007) 
and collaborators have shown how derivations of 
generative grammars can be alternately repre-
sented as dependency graphs. The properties of 
such structures provide a new perspective of 
grammar formalisms and different metric of 
complexity. The question of complexity of natu-
ral language can be recast in dependency struc-
ture terms. Ill-nested structures have been as-
signed to some examples in the literature (Bos-
ton et al, 2009, Maier and Lichte, 2009), but the 
availability of well-nested alternatives prevents 
the use of these examples to claim that ill-
nestedness is an unavoidable linguistic reality. 
This paper claims that two examples, one Ger-
man and one Czech, are unavoidably ill-nested, 
indicating that ill-nestedness is indeed unavoid-
able in natural language. We conclude that for-
malisms that generate only well-nested struc-
tures, such as TAGs, are not quite powerful 
enough. However, the tree-local multi-
component extension to TAG does generate ill-
nested structures, providing just the appropriate 
amount of complexity in dependency structure 
terms for characterizing natural language. 

1 Introduction 

Within generative approaches to human grammar, 
characterizing the complexity of natural language 
has traditionally been couched in terms of formal 

language theory. For some time, it appeared that 
the weak generative capacity of context free 
grammars might be adequate for capturing natural 
language. After the linguistic patterns reported by 
Shieber (1985) and Culy (1985) indicated that this 
was not so, Joshi (1985) proposed that a grammar 
that adequately described natural languages should 
have four particular properties, dubbing the class 
of such grammars as mildly context-sensitive. A 
number of independently developed grammar for-
malisms not only had these properties but turned 
out to be weakly equivalent (Joshi et al., 1991). 

Recently, Kuhlmann (2007) and collaborators 
have connected the generative grammar approach 
with the dependency grammar approach, where 
linguistic analysis is based on word-to-word rela-
tionships. In particular, two properties that are 
naturally defined over dependency structures, gap 
degree (a measure of discontinuity) and well- vs. 
ill-nestedness (whether interleaving substructures 
are permitted) carve out classes of structures that 
are systematically related to the derivations of gen-
erative grammars. For example, derivations in 
CFGs correspond to well-nested, gap degree zero 
dependency structures while derivations in lexical-
ized Tree Adjoining Grammars (LTAGs) corre-
spond to well-nested, gap degree ≤ 1 dependency 
structures (Bodirsky et al., 2005). 

These properties of associated dependency 
structures provide a new perspective of generative 
grammars and a different metric of complexity. 
The question of the complexity of natural language 
can be recast in dependency structure terms. It 
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turns out that more than 99.5% of the structures in 
both the Prague Dependency Treebank (PDT) (Ha-
jič et al., 2001) and Danish Dependency Treebank 
(DDT) (Kromann. 2003) are well-nested and gap 
degree ≤ 1 (Kuhlmann and Nivre, 2006). However, 
it is not obvious what to conclude regarding the 
gap degree and ill/well-nestedness of natural lan-
guage from the small number of remaining data. 
While ill-nested structures have been assigned to 
some examples in the literature (Boston et al, 2009, 
Maier and Lichte, 2009), a closer look at these ex-
amples shows that reasonable alternative analyses 
result in structures that are no longer ill-nested. 
Specifically, when the auxiliary is assumed to be a 
dependent of the main verb instead of vice versa, 
the examples become well-nested. This precludes 
us from using these examples to make the kind of 
strong claim we would like to: that ill-nestedness is 
an unavoidable linguistic reality. Our first contri-
bution is the articulation of two empirically verifi-
able questions of theoretical interest: Does natural 
language include structures that are unavoidably 
ill-nested and/or gap degree > 1?  Our second con-
tribution is the submission of two examples, a 
German construction that involves both extraposi-
tion and a split quantifier, and a Czech compara-
tive, which we claim are unavoidably ill-nested. 
Based on these, we conclude that ill-nestedness is 
indeed unavoidable in natural language and gram-
mars that generate only well-nested structures 
(such as LTAG) are not quite powerful enough. 

Unlike LTAG, its Tree Local Multi-component 
extension (TL-MCTAG) does have the capacity to 
induce structures that are ill-nested (Kuhlmann and 
Möhl, 2006) and also to accommodate the two ex-
amples we present. This aligns well with what we 
know about TAG and TL-MCTAG in traditional 
terms: Although TL-MCTAGs are weakly equiva-
lent to TAGs, they are more powerful than TAGs 
in terms of strong generative capacity, i.e., they 
permit the derivation of structures not derivable in 
TAGs, and thus have been argued to be a necessary 
extension to TAGs on linguistic grounds. 

The paper is structured as follows. Section 2 re-
views the notions of gap degree and well-/ill-
nestedness. Section 3 uses LTAG to illustrate how 
a derivation of a generative grammar can be alter-
nately represented as a dependency graph and re-
views how the class of LTAG derivations corre-
sponds to the class of well-nested and gap degree ≤ 
1 dependency structures. Section 4 turns to linguis-

tic data. We show how plausible alternate reanaly-
ses can lead to well-nestedness for some previous 
examples, and discuss the two examples for which 
we argue that ill-nestedness is unavoidable. Sec-
tion 5 shows how an analysis for our German ex-
ample is available in the TL-MCTAG extension, 
which permits derivations associated with ill-
nested dependency structures. Section 6 compares 
and contrasts dependency structures induced by 
TAGs with those induced by Combinatorial Cate-
gorial Grammars (Koller and Kuhlmann, 2009) 
and Minimalist Grammars (Boston et al, 2009). 
Section 7 summarizes and concludes the paper. 

2 Discontinuity in Dependency Structures 

The dependency structures we refer to in this paper 
are 3-tuples: a set of nodes, a dominance relation, 
and a (total) precedence relation. Dominance is 
encoded via a directed edge and precedence is en-
coded via left to right position on the page.  Here, 
we review two measures of discontinuity defined 
on dependency structures. Expanded explanation 
can be found in (Kuhlmann and Nivre, 2006). 

 
 
 
 

 
Figure 1. An example dependency structure 

2.1 Gap Degree 

It will be useful to first define the term projection.   
Definition: The projection of a node x is the set of 
nodes dominated by x (including x). 
Definition: A gap is a discontinuity with respect to 
precedence in the projection of a node in the de-
pendency structure.  (E.g. in Figure (1), the node c 
is the gap preventing b and d from forming a con-
tiguous interval.) 
Definition: The gap degree of a node is the num-
ber of gaps in its projection. 
Definition: The gap degree of a dependency struc-
ture is the max among the gap degrees of its nodes.  

2.2 Well-/Ill-nestedness 

Definition: If the roots of two subtrees in the de-
pendency structure are not in a dominance relation, 
then the trees are disjoint. 
Definition: If nodes x1, x2 belong to tree X, nodes 
y1, y2 belong to tree Y, precedence orders these 

a b c d e
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nodes: x1 > y1 > x2 > y2, and X and Y are disjoint, 
then trees X and Y interleave. (E.g, in Figure (1), b 
and d belong to the subtree rooted in b, while c and 
e belong to the subtree rooted in c.  These two sub-
trees are disjoint. Since the nodes are ordered b > c 
> d > e, the two trees interleave.) 

A dependency graph with interleaving subtrees 
is ill-nested, as in (1).  A dependency graph with 
no interleaving is well-nested, (e.g Fig. (2d)). 

3 LTAG Derivations as Dependency 
Structures  

The LTAG induced dependency structures detailed 
by Bodirsky et al. (2005) provide an example of 
how a derivation of a generative grammar can be 
translated into a dependency graph, retaining in-
formation from both the derivation itself and its 
final phrase structure. We illustrate using a deriva-
tion based on the cross-serial dependencies seen in 
Dutch subordinate clauses, shown in Figure 2. (2a) 
shows a set of four LTAG elementary trees. (2c) is 
the derivation structure showing how these four 
trees combine to yield the derived phrase structure 
in (2b). (2d) shows the dependency structure that 
corresponds to this derivation.  

 

   
 

 
 
    
  

 
 
 

 
 

 

Figure 2. Grammar, phrase structure, and derivation  
for Jan de kinderen zag zwemmen and  

corresponding graph drawing 
 
First, the set of nodes in the dependency struc-

ture corresponds to the set of lexical anchors of the 
elementary trees. For example, Jan anchors an NP 
tree in (2a). Thus, Jan will be a node label in any 
dependency structure induced by an LTAG deriva-
tion involving this tree. Second, the directed edges 
between the nodes in the dependency structure 

mirror the immediate dominance relation in the 
derivation tree.1 E.g. Just as the zwemmen node has 
the zag and de kinderen nodes as its two children 
in (2c), so does the zwemmen node have zag and de 
kinderen as dependents in (2d). Lastly, the order-
ing of the nodes in the dependency structure is ex-
actly the ordering of the terminals in the derived 
phrase structure. 

3.1 The Source of Gaps in LTAG 

In TAG-induced dependency structures, a gap 
arises from an interruption of the dependencies in 
an auxiliary tree. The lexical anchor of an auxiliary 
tree and the pronounced material that is combined 
into that tree will be part of the same projection in 
the induced dependency structure. Pronounced ma-
terial below the foot of the auxiliary tree, however, 
will belong to the tree “hosting” the auxiliary tree, 
and will not be part of the same projection.2 If Tree 
B is adjoined into Tree A, the gap is the material in 
A that is below the foot node of B. E.g. in the deri-
vation in Figure 2, de kinderen is substituted into 
the zwemmen tree below the node into which the 
zag tree adjoins into the zwemmen tree. Thus, de 
kinderen interrupts the pronounced material on the 
left of the zag tree’s foot node, Jan, from the pro-
nounced material on the right of the foot node, zag. 
Since standard TAG auxiliary trees have only one 
foot, each projection in a TAG-induced depend-
ency structures can have at most one gap. 

3.2 Well-nestedness in LTAG 

LTAG-induced dependency structures are all well-
nested.  Recall that the sole source for gaps is pro-
nounced material in the “host” tree below the foot 
of an auxiliary tree.  Suppose an LTAG derivation 
did have a corresponding ill-nested dependency 
structure.  I.e. suppose Tree A and Tree B are dis-
joint subtrees in the dependency structure, nodes 
from Tree A interrupt nodes from Tree B, and 
nodes from Tree B interrupt nodes from Tree A.  If 
the nodes of Tree A interrupt the nodes of Tree B, 
this implies that in the derivation, Tree B is an aux-

                                                 
1 Whereas in standard dependency graphs, adjunction of t2 to 
t1 generally corresponds to a dependency directed from t2 to 
t1, in a TAG-induced dependency graph, adjoining t2 to t1 
corresponds to the reverse dependency. 
2 Since each node of an LTAG-induced dependency structure 
is associated with the lexical anchor of an LTAG tree, we have 
assumed dependency structure nodes to be associated only 
with pronounced material. 
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iliary tree that adjoins into Tree A.  However, if the 
nodes of Tree B likewise interrupt the nodes of 
Tree A, this implies that Tree A is also an auxiliary 
tree and that it adjoins into Tree B.  It is not possi-
ble that an LTAG derivation should include Tree A 
and Tree B adjoining into one another. 

4 Linguistic Examples of Ill-nestedness  

4.1 Nestedness and Alternative Analyses 

It is clear that a linguistic example that requires ill-
nestedness will involve at least two discontinuous 
constituents.  However, this is a necessary condi-
tion, not a sufficient one. Apparent ill-nestedness 
can sometimes be avoided via a plausible alternate 
reanalysis. For example, a number of ill-nested 
German examples from a dependency version of 
the TIGER (a phrase structure based treebank to 
which a conversion algorithm has been applied) 
are ill-nested only when the auxiliary is assumed to 
be the root and the main verb and subject are 
daughters of the auxiliary. When the main verb is 
assumed to be the root instead, and the subject and 
auxiliary verb are assumed to be dependents of the 
main verb, the dependency structure becomes well-
nested.3 This is the case with examples in Maier 
and Lichte (2009) (examples from converted de-
pendency treebanks) and also the double extraposi-
tion example in English in Boston et al (2009) (au-
thors’ original example). Because the ill-
nestedness depends on choosing the auxiliary verb 
as the root, we cannot use these examples to make 
the kind of strong claim we would like to: that ill-
nestedness is an unavoidable linguistic reality. 

4.2 Ill-nestedness in German 

Our example from German involves two disconti-
nuities, extraposition from an NP and a split quan-
tifier.  In example (1b) below, the relative clause 
der am meisten Geld hatt ‘who had the most 
money’ has been extraposed away from the NP der 
Student ‘the student,’ and the NP Bücher ‘books’ is 
separated from its quantifier drei ‘three.’  The ca-
nonical order is given in (1a).4 
                                                 
3 Thanks to Marco Kuhlmann for making the TIGER exam-
ples available and to Tatjana Scheffler for this observation. 
4 Appropriate context and intonation will, of course, make this 
reading easier. The example has contrastive stress and a con-
trastive reading and is felicitous in a context such as the one 
below. Tatjana Scheffler is gratefully acknowledged for pro-
viding this example and context. 

(1) a. [Der Student [der  am meisten Geld  
  the student,  who  the  most  money  
  hatte]] hat   [drei  [Bücher]]  gekauft. 
 had  has  three books   bought 
 b. Bücher  hat DER Student drei  gekauft,  
     Books has that student  three  bought 
 der  am  MEIsten Geld  hatte. 
 who  the most  money  had 
 

The ill-nested part of the structure involves the 
sub-structures rooted in Bücher ‘books’ and hatte 
‘had.’  Note that these two root nodes are not in 
any dominance relation and are therefore disjoint.  
The projection of the former includes Bücher and 
drei ‘three.’  The projection of the latter includes 
der Student, der, am moisten Geld, and hatte.  As 
the figure shows, the projection of Bücher is inter-
rupted by der Student, and the projection of hatte is 
interrupted by drei. 

 
 
 
 
 
 

Figure 3. Dependency structure 1 for (1b):  
aux dominates main verb 

 
Interestingly, this German construction remains 

ill-nested when we suppose instead that the main 
verb is the root, reversing the dependency between 
the main verb and the auxiliary.  As can be seen in 
the dependency structure in Fig. 4, the ill-nested 
substructures are unaffected. This alternate analy-
sis lends itself well to a TAG based analysis, which 
would typically assume the main verb to be the 
root (allowing verbs and substitution nodes for 
their arguments to be elementary tree local). 

 
 
 
 
 
 

Figure 4. Dependency structure 2 for (1b):  
main verb dominates aux 

                                                                             
A: Every student bought multiple items in the store. Some 
bought three magazines, some bought two calendars, some 
bought two books, and the oldest student bought three books. 
B: No, hat DER Student drei gekauft, der am meisten Geld 
hatte. 
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4.3 Ill-nestedness in Czech 

Boston et al. (2009) note that ill-nested structures 
have been assigned to Czech comparatives. Their 
example, sentence number Ln94209_45.a/18 from 
the PDT 2.0, can be glossed as “A strong individ-
ual will obviously withstand a high risk better than 
a weak individual” and is given in Fig. 5. It is of 
particular interest because, like our German exam-
ple, the ill-nestedness here involves two constitu-
ents between which it would be difficult to justify 
a dependency. This suggests that the substructures 
corresponding to the two constituents will remain 
disjoint under reasonable analyses, and thus, the 
dependency structures will remain ill-nested. 

 
 
 
 
 
 
 
Figure 5. Ill-nested Czech comparative from PDT5 

5 TL-MCTAG Induced Dependency 
Structures 

MCTAG (Weir 1988) is one of the most widely 
used extensions for handling linguistic cases that 
are difficult for classic TAG. Whereas TAG takes 
the basic unit to be a single elementary tree, 
MCTAGs extend the domain of locality to encom-
pass a set of trees. The tree-local MC-extension, in 
which all members of an multi-component set must 
combine into the same “host” tree, allows for lin-
guistically satisfying accounts for a number of at-
tested phenomena, such as: English extraposition 
(Kroch and Joshi 1990), subj-aux inversion in 
combination with raising verbs (Frank 2002), ana-
phoric binding (Ryant and Scheffler 2006), quanti-
fier scope ambiguity (Joshi et al. 2003). 

We have assumed here that each MC-set is lexi-
calized and that the set of nodes in MCTAG-
induced dependency structures corresponds to the 
set of lexical anchors, just as we assumed for 
LTAG-induced dependency structures. Silent ele-
ments, such as traces, do not anchor an elementary 
tree, and so do not correspond to a node in the de-

                                                 
5 The non-lexical root node and punctuation node are removed 
for simplicity.  Thanks is due to Marisa Ferrara Boston for 
making this PDT structure available. 

pendency structure.  Kuhlmann and Möhl (2006) 
show that dependency structures induced from 
tree-local MCTAG derivations in this way include 
structures that are ill-nested and/or gap degree > 1. 

5.1 Additional Source of Gaps in MC-TAGs 

In 3.1, we noted that the source of every gap in an 
LTAG induced dependency structures is an inter-
ruption of the dependencies of an auxiliary tree. 
Thus, a MC-set comprised of two auxiliary trees 
allows the potential for at least two gaps in 
MCTAG induced dependency structures, one asso-
ciated with each foot. There is a second source of 
gaps in MCTAG: a gap may arise as a result of any 
pronounced material between two components.  
Thus, the maximum gap degree = 2n – 1, where n 
is the maximum number of components in any 
elementary tree set. 

5.2 Ill-nestedness in MC-TAG 

Because material between the nodes where two 
components of a MC-set compose into a host tree 
can also create a gap, even a tree-local MCTAG 
that allows only substitution can induce an ill-
nested dependency structure.  Ill-nestedness arises 
when two MC-sets combine into the same host tree 
and the nodes into which each set combines inter-
leave. This will be illustrated below by the TL-
MCTAG derivation for our German example. 

5.3 The Adequacy of TL-MCTAG 

The MC-TAG derivation for (1b) will require a 
tree headed by gekauft ‘bought’ (shown in 6h) into 
which two MC-sets combine, one for Bücher 
‘books’ and its trace (shown in 6b) and a second 
for hatte (and the rest of the relative clause) and its 
trace (shown in 6a). The singleton sets involved 
are also shown in Fig 6c-6h. To derive (1b), drei 
(6f) adjoins into the β component of (6b), which 
substitutes into the lower NP of the gekauft tree, 
(6h). The α component of (6b) adjoins to the root 
of (6h). To accomplish extraposition, we make use 
of flexible composition, the mirror operation of 
adjoining: If tree A adjoins into tree B, the combi-
nation can be alternatively viewed as tree B “flexi-
bly” composing with tree A (Joshi et al. 2003, 
Kallmeyer and Joshi 2003).6By enriching MCTAG  
                                                 
6 A TL-MCTAG with flexible composition can also be viewed 
as an MCTAG allowing delayed tree-locality (Chiang and 
Scheffler, 2008). 
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Figure 6. MC-set for extraposition of a relative clause, 
MC-set for split quantifier, and  

singleton sets for deriving example (1b)7 
 
 
 
 
 
 
 
 
 

 
Figure 7. Phrase structure for example (1b) 

 
with this perspective of adjoining, some deriva-
tional steps which appear to permit components 
from the same MC-set to combine into different-
trees can be recast as abiding by tree-locality. Der 
Student, (6c), flexibly composes into the αcompo-
nent of the set in (6a), while der, (6d), and am 
meisten Geld, (6e), substitute into the β compo-
nent. The (derived) α component of (6a) adjoins 
into the highest NP node in (6h), while β, the ex-
traposed relative, adjoins into the root of (6h).  
Additionally, (6g), the auxiliary verb, substitutes 

                                                 
7 The V2 requirement in German can be handled with an 
obligatory adjoining constraint (denoted OA) on the S node of 
the tree for the main verb. The particular implementation of 
the V2 requirement is not relevant to our main argument. See 
(Kinyon et. al. 2006) for a TAG approach to V2. 

into the T node of (6h) the gekauft tree. This deri-
vation yields the phrase structure in Fig. 7 and cor-
responds to the dependency structure in Fig. 4.We 
have not fully committed to the direction of the 
dependency for flexible composition. If flexible 
composition is to be truly viewed as an alternate 
conception of adjoining, then perhaps the direction 
of the dependency when A flexibly composes into 
B should be identical to that of the dependency 
when B adjoins into A.  Whatever the outcome, the 
ill-nestedness of our German example remains, as 
can be seen in the alternate dependency structure in 
Fig. 8. The ill-nestedness involves the same nodes, 
but the roots of the disjoint substructures are now 
Bücher and der Student.8 

 
 
 
 
 
 

Figure 8. Dependency structure 3 for (1b):  
Der student governs hatte 

6 Dependency Structures Across Genera-
tive Frameworks 

6.1 CCGs and Dependency Structures 

Koller and Kuhlmann (2009) show how deriva-
tions in (a fragment of) Combinatory Categorial 
Grammars (CCG) (Steedman, 2001) can be viewed 
as dependency structures. The source of gaps ap-
pears to correspond to alternating application of 
the CCG operations forward and backwards com-
position, making it difficult to state a bound on gap 
degree. As the authors show, it follows that TAG 
(which induces gap degree ≤ 1 structures) does not 
generate the same class of dependency structures 
as CCG. It is unclear, however, whether or not ill-
nested structures are permitted. 

6.2 MGs and Dependency Structures 

Boston et al (2009) approach Minimalist Gram-
mars (MG) (Stabler, 1997) from a dependency 
                                                 
8 Thus, there is some room to accommodate Candito and Ka-
hane’s (1998) arguments that the direction of the dependency 
for adjoining is the reverse of that for substitution. Note fur-
ther that in the MCTAG case, a non-uniform interpretation of 
derivation tree arcs raises the issue of the direction of the de-
pendency in the case where one component adjoins into a host 
tree while a second component combines via substitution. 
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structure perspective, showing that ill-nested struc-
tures are derivable and showing how gaps arise. In 
MG induced dependency structures, every gap 
is associated with movement (although not every 
movement corresponds to a gap).  In MGs, every 
movement involves a liscensor and licensee pair, 
both of which are lexical entries.  At first blush, it 
appears that the unlimited number of movements 
(i.e. uses of these entries) permitted during an MG 
derivation also permits an unbounded number of 
gaps. It turns out, however, that the gap degree for 
the class of dependency structures associated with 
a particular MG is bound by the number of licen-
sees in that MG’s lexicon due to two linguistic 
considerations.  First, each licensee features de-
pends on a linguistically motivated functional 
category. Thus, the number of features permitting 
movement is finite.  Second, the ShortestMove-
mentConstraint, which has been incorporated into 
the MG definition, prohibits subsequent uses of the 
same licensee feature from interacting with the 
first use.  The subderivations are, in the relevant 
sense, independent, generating substructures whose 
gap degree is bound by the number of licensee fea-
tures.  The result is that even as an MG derivation 
grows, the gap degree does not increase beyond the 
number of licensee features. (Boston, Hale, p.c.) 

6.3 Comparison with TL-MCTAG 

The most obvious difference across formalisms is 
the source of gaps and, consequently, the ease with 
which a bound on gap degree can be stated. For 
TL-MCTAG, a bound is straightforwardly stated 
via the maximum number of components permitted 
in an elementary set. Though TL-MCTAG as a 
formal system allows any number of components 
in an MC-set, TL-MCTAG as used in linguistic 
analyses typically uses only two components 
(Chen-Main and Joshi, 2007). In a sense, TL-
MCTAG with two components arises naturally 
from standard TAG, particularly when adjoining is 
viewed as reversible. In the case where tree A ad-
joins into a tree internal node x in B, reversing the 
composition can be recast as  follows: B is split 
into a two-component set at node x with one com-
ponent adjoining into the root of tree A and the 
second component substituting into the foot of A. 
Motivating three-component sets is more difficult. 

A question that remains is whether or not there 
constructions that are unavoidably gap degree 2 or 
more. We are aware of one gap degree 2 example 

from a Hindi dependency treebank that is being 
developed with the annotation scheme detailed in 
(Begum et al, 2008) (Mannem, p.c.), though we 
have not yet investigated whether other plausible 
analyses will retain the gap degree 2 property. 

7 Summary 

This paper raises the question of whether or not 
natural language includes structures that are un-
avoidably ill-nested and/or gap degree > 1, and 
motivates this issue as part of understanding the 
complexity of natural language in dependency 
structure terms. Based on one German linguistic 
example and one Czech example from the PDT, 
we conclude that the answer to the first question is 
affirmative and that a grammar formalism on the 
right track for characterizing human language 
should be able to induce ill-nested structures. TL-
MCTAG’s ability to cover ill-nested structures 
bolsters its candidacy as a good model of natural 
language, but, as yet, it is unclear whether its abil-
ity to also induce dependency structures that are 
gap degree > 1 is linguistically useful or not. The 
next step is to find examples that are unavoidably 
gap degree >1. 

These issues are relevant not only for TL-
MCTAG but also for other generative approaches 
that induce ill-nested, gap degree > 1 dependency 
structures, such as Minimalist Grammars (Boston 
et. al. 2009). Moreover, we predict that other for-
malisms which are equivalent in traditional terms 
will also induce such structures, mirroring the con-
vergence noted in (Joshi et al., 1991).  However, 
because these formalisms employ different formal 
objects and operations, we also expect more nu-
anced differences, such as the source of gaps, or 
the ease with which one can state a bound on gap 
degree in each framework. 
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Abstract

This paper shows how domain-specific gram-
mars can be automatically generated from a
declarative model of the lexicon-ontology in-
terface and how those grammars can be used
for question answering. We show a spe-
cific implementation of the approach using
Lexicalized Tree Adjoining Grammars. The
main characteristic of the generated elemen-
tary trees is that they constitute domains of lo-
cality that span lexicalizations of ontological
concepts rather than being based on require-
ments of single lexical heads.

1 Introduction

Many approaches to the interpretation of natural lan-
guage represent meanings as generic logical forms.
However, some domain-specific applications require
semantic representations that are aligned to a spe-
cific ontology and thus cannot be provided by a
generic, ontology-independent semantic construc-
tion. To illustrate this, consider the example of a
geographical ontology that contains a data property1

population relating states to their number of inhab-
itants. When constructing a natural language inter-
face to this ontology, it has to be taken into account
that population can be expressed in different ways
– directly as in 1, or with related vocabulary as in 2
and 3.

1. The population of Hawaii is 1 300 000.

1Ontologies distinguish two kinds of relations: object prop-
erties, that link individuals to individuals, and data properties,
that link individuals to data values (e.g. strings or integers).

2. Hawaii has 1 300 000 inhabitants.

3. 1 300 000 people live in Hawaii.

For these sentences, Boxer (Bos, 2008) generates
generic Discourse Representation Structures (DRSs)
that can roughly be represented as in 4 (for the sen-
tence in 1) and 5 (for the sentences in 2 and 3).

4.
x0 x1
hawaii(x0)
population(x1)
of(x1, x0)
| x1 | ≥ 74 000 000

5.
x0 x1 x2
hawaii(x0)
inhabitant(x1)
have(x2)
agent(x2, x0)
patient(x2, x1)
| x1 | ≥ 74 000 000

x0 x1 x2
hawaii(x0)
people(x1)
live(x2)
agent(x2, x1)
in(x2, x0)
| x1 | ≥ 74 000 000

Note that while the predicate population can be
taken to directly correspond to the concept popu-
lation in the ontology, the predicates live and in-
habitant, for example, would yield an empty exten-
sion if evaluated with respect to the ontology. We
would need additional meaning postulates that re-
late these predicates to population, or, alternatively,
some postprocessing that transforms generic forms
like in 5 into a more specific form equivalent to 4.

An arguably more elegant and useful solution is
to let the semantic vocabulary follow the vocabu-
lary of the ontology in the first place, i.e. to right
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away construct the specifc logical form 4 also for the
sentences in 2 and 3. This, however, raises another
problem. In order to arrive at the meaning in 4, the
semantic contributions of the lexical items have to be
adjusted. In the case of 3, for example, the predicate
population can be assumed to be the semantic con-
tribution of the noun phrase inhabitants, while the
verb have is semantically empty. In 2, on the other
hand, the predicate population might be contributed
by the verb live, while the noun people is seman-
tically empty. Although this does not seem prob-
lematic in this case, there might not exist a general
way to assign meanings to lexical items consistently.
Imagine, for example, the ontology also contains a
concept people, which plays a role in a different con-
text. Then the noun people needs a non-empty se-
mantic interpretation – possibly one which clashes
with its use in 3.

The challenging goal thus is to construct an inter-
pretation for sentences that uses the vocabulary of
the ontology and therefore might deviate from the
surface structure of the sentence. We propose to
meet this challenge by determining basic semantic
units with respect to an ontology. Assuming a tight
connection between syntactic and semantic units,
then also basic syntactic units turn out to depend on
a particular ontology, and hence the whole syntax-
semantics interface becomes ontology-specific.

We show an implementation of this approach us-
ing Lexicalized Tree Adjoining Grammars. They
are particularly well-suited for the task of compo-
sitional ontology-specific interpretation due to their
extended domain of locality and their tight connec-
tion between syntax and semantics. The general pro-
cedure we follow consists of two steps. First, the
ontology is connected to a lexicon model that spec-
ifies how concepts in the ontology can be realized
(e.g. the concept borders can be realized as the tran-
sitive verb to border or as a noun with a preposi-
tional phrase, border of). And second, this lexicon
model is used to automatically construct grammar
entries that are aligned to the underlying ontology.
Both steps will be described in the next section.

2 Generating ontology-specific grammars

We assume a grammar to be composed of two
parts: an ontology-specific part and an ontology-

independent part. The ontology-specific part con-
tains lexical entries that refer to individuals, con-
cepts and properties in the underlying ontology. It
is generated automatically from an ontology-lexicon
interface model, as described below. The ontology-
independent part comprises domain-independent ex-
pressions like determiners and auxiliary verbs. It
needs to be specified by hand, but can be reused
across domains.

We assume grammar entries to be pairs of a syn-
tactic and a semantic representation. As syntac-
tic representation we take trees from Lexicalized
Tree Adjoining Grammar (Schabes 1990), LTAG for
short. LTAG is very well-suited for ontology-based
grammar generation, mainly because it allows for
flexible basic units; we will demonstrate the impor-
tance of this below. As semantic representations
we take DUDEs (Cimiano, 2009) – representations
similar to Underspecified Discourse Representation
Structures (UDRSs) (Reyle, 1993) augmented with
information that facilitate a flexible semantic com-
position. This semantic flexibility nicely matches
the syntactic flexibility provided by LTAG.

The first step in generating the domain-specific
part of a grammar is to enrich the underlying ontol-
ogy with linguistic information. The framework we
use for this is LexInfo (Buitelaar et al., 2009). Lex-
Info offers a general frame for creating a declarative
specification of the lexicon-ontology interface by
connecting concepts of the ontology to information
about their linguistic realization, in particular word
forms, morphological information, subcategorizia-
tion frames and mappings between syntactic and se-
mantic arguments. For example, the LexInfo entry
for the verb to border looks as depicted in Figure
1. It comprises the verb’s lemma together with other
written forms (in principle all inflected forms, gener-
ated by a separate morphology module), and its syn-
tactic behaviour. The syntactic behaviour specifies
the syntactic arguments on the one hand, here sim-
ply called subject and object, and the semantic argu-
ments on the other hand. The semantic arguments
correspond to domain and range of a predicate that
refers to the concept borders in the ontology (in our
case a relation between two states). The predicative
representation also specifies mappings between the
syntactic and semantic arguments, more specifically
between the subject of the verb and the domain of
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border:TransitiveVP

Lemma
hasWrittenForm:“border”

WrittenForm
hasWrittenForm:“borders”

SyntacticProperty
SynPropName:“person”
SynPropValue:“3SG”

SyntacticBehaviourSubcatFrame

Object

Subject

PredicativeRepresentation

Domain

Range

SynSemCorrespondence

SynSemArgMap

SynSemArgMap

PropertyPredicate

borders:ObjectProperty

Figure 1: LexInfo entry for to border

the denoted relation, as well as the object of the verb
and the range of the relation.

Analogously, LexInfo provides general structures
for specifying the syntactic and semantic properties
of other categories such as intransitive verbs, noun
phrases, nouns with prepositional arguments, and so
on. An example of a noun with a prepositional ar-
gument is border of; the according LexInfo entry is
given in Figure 2. Its structure is very similar to the
transitive verb entry, the main difference being the
additional specification of the preposition required
by the noun.

Associating concepts of the ontology with such
LexInfo structures is a one-to-many mapping, since
most concepts can have different lexicalizations. For
the relation borders, for example, we would spec-
ify the TransitiveVP entry in Figure 1 as well as the
NounPP entry in Figure 2. Note that both denote a
predicate that is related to the same relation borders
in the ontology.

The process of specifying all possible lexicaliza-
tion alternatives is, up to now, done by hand. How-
ever it can in principle be automatized if the ontol-
ogy labels are chosen in a way such that they can be
processed by a part-of-speech tagger and related to
possible realizations, e.g. with the help of a corpus.

Once a LexInfo model of the ontology is spec-
ified, the next step is to generate grammar entries
from it. To this end, the lexical entries specified in
the LexInfo model are input to a general mechanism

that automatically generates corresponding pairs of
syntactic and semantic representations. For the tran-
sitive verb entry of to border in Figure 1, for exam-
ple, a number of elementary LTAG trees are gener-
ated – two of them are given in 6 and 7. Both trees
are paired with the DUDE in 8.

6. S

DP1 ↓ VP

V
borders

DP2 ↓

7. S

DP2 ↓ VP

AUX
is VP

V
bordered PP

P
by

DP1 ↓

8.
e, l1

l1 :
e

e : geobase#border (x, y)

〈DP1, x, l1〉, 〈DP2, y, l1〉
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border:NounPP

Lemma
hasWrittenForm:“border”

WrittenForm
hasWrittenForm:“borders”

SyntacticProperty
SynPropName:“number”
SynPropValue:“PL”

SyntacticBehaviourSubcatFrame

PObject

Preposition
hasWrittenForm:“of”

Subject

PredicativeRepresentation

Domain

Range

SynSemCorrespondence

SynSemArgMap

SynSemArgMap

PropertyPredicate

borders:ObjectProperty

Figure 2: LexInfo entry for border of

This semantic representation contains a
DRS labeled l1, which provides the predicate
geobase#border corresponding to the intended
concept in the ontology. This correspondence is
ensured by using the vocabulary of the ontology, i.e.
by using the URI of the concept instead of a more
generic predicate. The prefix geobase# is short for
http://www.geobase.org/ and specifies the
namespace of the Geobase ontology, which we use
(more on this in the next section). Furthermore, the
semantic representation contains information about
which substitution nodes in the syntactic structure
provide the semantic arguments x and y. That is, the
semantic referent provided by the meaning of the
tree substituted for DP1 corresponds to the domain
of the semantic predicate, while the semantic refer-
ent provided by the meaning of the tree substituted
for DP2 corresponds to the predicate’s range. Note
that the order of the substitution nodes is reversed
in the passive tree structure in 7.

Additional grammar entries generated from the
LexInfo model in Figure 1 are adjunction trees for
relative clauses and the gerund bordering, together
with a semantic representation similar to 8. In all
these cases the syntactic structure encoded in the el-
ementary trees captures the lexical material that is
needed for verbalizing the concept borders. This
is the reason why the generated syntactic structures
slightly differ from what one would expect from an

LTAG elementary tree. Elementary trees are com-
monly assumed to constitute extended projections
of lexical items, comprising their syntactic and se-
mantic arguments, cf. (Frank, 1992). In our gen-
erated grammar, however, elementary trees do not
build around lexical items but rather around lexical-
izations of concepts from the ontology. That is, not
only the semantic primitives but also the syntactic
domain of locality are imposed by the underlying
ontology. In many cases, this domain does not ex-
tend beyond the familiar lexical projections (recall
the tree in 6), however it might contain more lexical
material. For example, for the population example
from the beginning we would need a tree like in 9.

9. S

DP↓ VP

V
has DP

DET↓ NP
inhabitants

Also, for a concept such as highest point, that relates
states and locations, we would want to generate a
tree like in 10.
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10.
NP

ADJ
highest NP

N
point PP

P
of

DP↓

As one of the reviewers points out, an alterna-
tive approach to dealing with such cases would be
to generate derivation trees that are composed of
a more conventional set of elementary trees. Al-
though this is doubtlessly a reasonable and elegant
idea, we confined ourselves to generating grammar
entries solely from the ontology, i.e. without refer-
ence to an additional, given set of basic structures.

Yet another example worth considering is the case
of adjectives. Figure 3 shows the LexInfo entry for
the adjective high in its attributive use. Semanti-
cally, it refers to a data property height in the ontol-
ogy, that maps mountains to integers. The domain
of this property corresponds to the syntactic argu-
ment which the adjective requires (namely the noun
that it modifies), and it is also linked to the ontology
via a selectional restriction that specifies to which
class the domain must belong, in this case mountain.
When building a grammar entry, this selectional re-
striction is encoded in the DUDE’s argument re-
quirements. Additionally, the PredicativePresenta-
tion contains information about the polarity of high
(which provides the ≥ in the adjective’s semantics)
and the value from which on something counts as
high. So a generated grammar entry for high would
contain the following LTAG tree and DUDE:

NP

ADJ
high

NP↓

x, l1

l1 : geobase#height (x) ≥ 1000

〈NP, x,mountain, l1〉

From the same LexInfo model, grammar entries
for the comparative and the superlative case are gen-
erated. The written form of the adjective in these
cases is determined by the morphology module ac-

cording to the MorphologicalPattern.2

The methods for generating grammar entries from
the LexInfo model run automatically. They build
on templates that are defined for every LexInfo type
(or syntactic category, if you want), i.e. for intran-
sitive and transitive verbs, for nouns with preposi-
tional complements, for adjectives, and so on. They
use the subcategorization frame of a lexical entry in
LexInfo in order to build an appropriate LTAG tree,
and they use the mapping between syntactic and se-
mantic arguments to connect substitution nodes in
the tree with argument requirements in the semantic
representation.

Although the templates that guide the generation
of grammar entries have to be specified by hand for
each language one wants to cover, they are com-
pletely general in the sense that they are not tied to a
particular LexInfo model. Therefore they need to be
built only once and can be reused when other Lex-
Info models are built for other ontologies. Up to now
we provide extensive templates for English and ba-
sic ones for German. However there is no principled
restriction to certain languages since LexInfo is de-
signed in a largely language-independent way.

In the following section we demonstrate our ap-
proach with a particular application, a question an-
swering system, and point out the amount of work
that is needed for lexicalizing an ontology.

3 Applying the approach to question
answering on Geobase

We deployed the approach sketched in the previous
section in the context of a question answering sys-
tem on Raymond Mooney’s Geobase dataset, which
comprises geographical information about the US.
Our OWL version of it contains 10 classes (such as
city, state, river, mountain), 692 individuals instan-
tiating them, 9 object properties (such as borders,
capital, flows through) and another 9 data properties
(such as population and height).

The LexInfo model constructed for this ontology
contains 762 lexical entries. 692 of them correspond
to common nouns representing individuals, which
are constructed automatically. The remaining 70 en-
tries were built by hand, using the API that LexInfo

2For more details on adjectives in LexInfo see (Buitelaar et
al., 2009).
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high:Adjective

Lemma
hasWrittenForm:“high”

MorphologicalPattern
RegularEnglishAdjectivePattern

SyntacticBehaviourSubcatFrame

Mod

PredicativeRepresentation

Domain

mountain:Class

Polarity
positive

DataValue
1000

SynSemCorrespondence

SynSemArgMap

PropertyPredicate

height:DataProperty

Figure 3: LexInfo entry for high

provides. If we generously assume an effort of 5
minutes for building one such entry, the amount of
work needed for lexicalizing the ontology amounts
to approximately 6 hours. Then from those Lex-
Info entries, 2785 grammar entries (i.e. pairs of
LTAG trees and DUDEs) were automatically gener-
ated according to the templates we specified. In ad-
dition, we manually specified 149 grammar entries
for domain-independent elements such as determin-
ers, wh-words, auxiliary verbs, and so on.

The complete set of grammar entries finally
constitutes a domain-specific grammar that can be
used for parsing and interpretation. We demonstrate
this by feeding it into our question answering
system Pythia. (For the Geobase dataset, the
LexInfo model, the grammar files and a demo check
http://sc.cit-ec.uni-bielefeld/pythia).
Its architecture is depicted in Figure 4. First, the
input is handed to a parser that works along the
lines of the Earley-type parser devised by Schabes
& Joshi (Schabes & Joshi, 1988). It constructs
an LTAG derivation tree, considering only the
syntactic components of the lexical entries involved.
Next, syntactic and semantic composition rules
apply in tandem in order to construct a derived tree
together with an according DUDE. The syntactic
composition rules are TAG’s familiar substitution
and adjoin operation, and the semantic composi-
tion rules are parallel operations on DUDEs: an
argument saturating operation (much like function
application) that interprets substitution, and a union

operation that interprets adjoin. Once all argument
slots are filled, the constructed DUDE corresponds
to an equivalent UDRS, which is then subject to
scope resolution, resulting in a set of disambiguated
Discourse Representation Structures. Those can
subsequently be translated into a query language.

As an example, consider the input question
Which states border Hawaii?. The parser pro-
duces the following derivation tree:

S

DP↓ VP

V
border

DP↓
DP

DET
which

NP↓

NP
states

DP
Hawaii

Applying all substitutions yields the derived tree:

S

DP

DET
which

NP
states

VP

V
border

DP
Hawaii

Parallel to this, a semantic representation is built
which resolves to the following DRS:
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Input

Parser
ontology-independent grammar entries

ontology-specific grammar entries

LTAG derivation tree

syntactic construction

LTAG derived tree

semantic construction

DUDE

DRS

Query

Figure 4: Architecture of Pythia

?x y
geobase#state(x)
y = geobase#hawaii
geobase#border(x, y)

Subsequently, this DRS is translated into the fol-
lowing FLogic query (Kifer & Lausen, 1989):

FORALL X Y <- X:geobase#state

AND equal(Y,geobase#hawaii)

AND X[geobase#border -> Y].

orderedby X

The query is then evaluated with respect to the on-
tology using the OntoBroker Engine (Decker et al.,
1999). Since there are no states bordering Hawaii,
the returned result is empty.

4 Related work

Our work bears strong resemblance to semantic
grammars (Burton, 1976; Hendrix, 1977), for their
motivation was very similar to ours: Since some
syntactic constituents contribute little or nothing to
meaning, and since meaning components may be
distributed across parse trees, grammar rules should
not be syntax-driven but tailored to a particular se-
mantic domain. Burton and Hendrix therefore speci-
fied phrase-structure grammars that rely on semantic
classes instead of syntactic categories. The main dis-
advantage, however, are its limited possibilities for
reuse. A semantic grammar is tailored to one spe-
cific domain and cannot easily be ported to another
one. Although our approach also yields a grammar

which is aligned to a given ontology, it builds on a
principled syntactic and semantic theory and there-
fore bears enough linguistic generality to be easily
portable to new domains.

Our approach is also related to the Ontological Se-
mantics framework of Nirenburg & Raskin (Niren-
burg & Raskin, 2004), which attempts to construct
ontological representations as well. However, in
their case the ontology is assumed to be fixed and
cannot be exchanged. The strength of our approach
is that it can be adapted to different domains by the
fact that the grammar is directly generated from an
abstract specification of the lexicon-ontology inter-
face.

Our approach is also close to recent work by
Bobrow and others (Bobrow et al., 2009). The
main difference, however, is that they rely on
rewriting steps while we directly construct an
ontology-specific underspecified semantic represen-
tation. Thus, in our case the syntax-semantics inter-
face itself is ontology-specific. This is an advantage,
in our view, as the ontology can be used at construc-
tion time for disambiguation, for example. But it is
still up to future research to show whether rewriting
or direct mapping approaches are more suitable to
ontology-specific interpretation.

5 Conclusion

A range of applications, such as question answer-
ing with respect to a particular domain, require a
domain-specific interpretation of natural language
expressions. We argued that building generic log-
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ical forms is often not suitable for this task. We
therefore proposed an approach that relies on gen-
erating grammars from an underlying ontology. We
took grammar entries to consist of semantic repre-
sentations with a vocabulary that is aligned to that of
the ontology, and syntactic representations that com-
prise all lexical material needed for verbalizing the
ontology concepts.

We demonstrated that Tree Adjoining Grammars
fit such an approach very nicely, mainly because of
their extended domain of locality, the resulting flexi-
bility regarding basic syntactic units, and due to their
tight syntax-semantics interface.

Although the grammars we generate are aligned
to one specific ontology, the mechanism that gen-
erates them is completely general and works inde-
pendent of the underlying ontology. This is because
it does not generate grammar entries from the on-
tology itself but rather relies on a mediating lexicon
model that contains all relevant linguistic informa-
tion. Whenever we want to port our question an-
swering system, for example, to a different domain,
only the lexicon model would need to be replaced.

We illustrated that the lexicalization of an ontol-
ogy requires only a reasonable amount of manual
engineering. However, it does not easily scale to
very large ontologies. It will therefore be subject
of future research to automatize this process.

Another area for further work is the amount of
LTAG trees that are generated. Up to now, they
comprise all possible alternations; for example, for a
transitive verb, the basic transitive structure is gen-
erated, together with corresponding wh-movement
trees, passive trees, relative clause trees, and so on.
This leads to redundancies in the grammar genera-
tion mechanism and misses important linguistic gen-
eralizations. A more principled approach would in-
volve general rules that derive those additional trees
from the basic transitive structure.
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Abstract

This paper provides an account for inverse
scope restrictions with nominal quantifiers
using synchronous tree adjoining grammar.
It aims to provide an alternative account to
Beghelli & Stowell’s (1997) work on similar
data.

1 Introduction

Recent work in the study of the syntax-semantics in-
terface [Nesson and Shieber, 2006, 2007, 2008] us-
ing synchronous tree-adjoining grammars (STAGs)
has attempted to cover a broad range of empirical
issues with respect to scopal interactions (control
verbs, relative clauses, inverse linking). The major-
ity of this work has attempted to relax the locality
restrictions enough to be able to derive possible in-
terpretations while remaining as restricted as possi-
ble.

These analyses however are unable to account
for asymmetries in the scopal interaction of nomi-
nal quantifiers (see§2). This paper aims to explain
these asymmetries through two novel mechanisms:
(1) Operations on an elementary tree must proceed
in the opposite order of the prominence ordering of
the nodes on the tree (to be explained in§3). (2)
Different classes of quantifiers, represented as multi-
component sets, differ in their derivation procedure,
where some classes must combine simultaneously in
an elementary tree while other classes’ scopal tree is
able to adjoin later in the derivation.

This paper gives an alternative analysis to
Beghelli and Stowell’s (henceforth B&S) (1997)

analysis of quantifier scope in English. In partic-
ular this paper examines the restriction on inverse
scope readings in English when the object quantifier
is a count quantifier as compared to the the ability
to have inverse scope readings when the quantifier is
a universal quantifier. Additionally, these same re-
strictions will be shown to hold in the double object
constructions in English.

This paper will then extend this analysis to quanti-
fier scope puzzles in Mandarin Chinese and Hungar-
ian. Quantifier scope in both Mandarin and Hungar-
ian is said to correspond to the hierarchical positions
of the nominal quantifiers, allowing no scopal ambi-
guities. Yet it has been observed that there are cer-
tain constructions in both languages where there are
scopal ambiguities. Mandarin “passive” sentences
and Hungarian sentences where both quantifiers fol-
low the verb are known to allow inverse scope read-
ings as well as surface scope readings. Previous
analyses of these phenomena in conjunction with the
constraints proposed in this paper derive the ambi-
guity in these constructions while keeping the other
constructions unambiguous in their scope readings.

The organization of the paper will be as fol-
lows: §2 will describe the restrictions on inverse
scope reading in English sentences with two nom-
inal quantifiers.§3 will explain the derivational con-
straints utilized for the English analysis.§4 will
show how these constraints derive the right scope
readings in the examples described in§2. §5 will
describe and analyze the Mandarin and Hungarian
extensions to the analysis.§6 will conclude the pa-
per, offering some further areas for exploration.
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2 Data

2.1 English Nominal Quantifiers

As discussed in Beghelli and Stowell [1997], cer-
tain classes of nominal quantifiers are able to scope
over quantificational subjects when in object posi-
tion, while other classes may not. This is exempli-
fied in (1) and (2).

(1) Every student read 2 papers. (∀ > 2, 2> ∀)

(2) Every student read more than 2 papers.
(∀ > 2+, 2+ ≯ ∀)

The examples in (1) and (2) show that quanti-
fiers like2 (called group-denoting quantifier phrases
(GQPs) by B&S) can take wide scope while in
object position while quantifiers likemore than 2
(called count quantifier phrases (CQPs) by B&S)
cannot. Universal quantifiers (DQPs) also pattern
with GQPs by being able to scope over the deno-
tation of the subject NP, as shown in (3).

(3) 2 students read every book. (∀ > 2, 2> ∀)

2.2 English Double Object Construction

Double object constructions in English also seem to
follow the same pattern where DQPs seem to be able
to take scope over other quantifiers when in a hi-
erarchically lower position, while CQPs are unable
to (as in (4)1. The pattern of scope rigidity versus
scope ambiguity is exhibited in both double object
and prepositional dative constructions in (4) and (5).

(4) a. John assigned more than 2 students every
paper on the syllabus. (∀ > 2+, 2+> ∀)

b. John assigned every student more than 2 pa-
pers on the syllabus. (∀ > 2+)

(5) a. John assigned more than 2 papers on the
syllabus to every student. (∀ > 2+, 2+> ∀)

b. John assigned every paper on the syllabus to
more than 2 students. (∀ > 2+)

1Some speakers consider this construction to be unambigu-
ous. An analysis of this dialectal difference is outside thescope
of this paper and awaits future work.

3 Restricting Inverse Scope

3.1 Inverse Scope in STAG

Common to many STAG analyses is the use of
multiple adjunction [Schabes and Shieber, 1994] to
get inverse scope. With multiple adjunction, the sco-
pal part of all QPs are able to adjoin at the same node
in the course of the derivation. A further convention
states that the later combined tree adjoins above the
earlier combined tree. Inverse scope is derived be-
cause either quantifier is able to adjoin first. This
type of analysis runs into problems accounting for
the data in§2 because the only restriction on scopal
parts of two clausemate quantifiers is that they both
appear within the semantic tree associated with the
verb of which they are both arguments. As a result, it
fails to distinguish among different classes of quan-
tifiers and also between the scopal possibilities when
the quantifiers are in subject and object position.

3.2 Beghelli & Stowell

B&S obtain the differences in scope possibilities
(developed within the minimalist framework) by
positing a series of functional projections above VP.
They argue that different sets of quantifiers have dif-
ferent features that need to be checked and this leads
to movement at LF where the QPs move to a func-
tional projection that satisfies some feature. They
categorize quantifier phrases into five groups: Inter-
rogative QPs, Negative QPs, Group-denoting QPs,
Distributive QPs, and Count QPs. Each group is de-
noted by a shared semantic feature: WhQPs intro-
duce questions, NQPs negate, GQPs denote groups
(and plural individuals), DQPs distribute over sets
and are universally quantified, and CQPs count indi-
viduals with a certain property. The different scope
possibilities are constrained by the positions each
class of quantifier can move to. The different func-
tional projects (hierarchically ordered) with the as-
sociated QP class that moves to the specifier position
of the functional projection are in (6).

(6) RefP(GQP)> CP(WhQP)> AgrSP(CQP)>
DistP(DQP)> ShareP(GQP)> NegP(NQP)>
AgrOP(CQP)

B&S’s solution to why CQPs can’t scope over the
subject quantifier while in object position is that a
CQP in object position is only able to move to the
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specifier of AgrOP while GQPs and DQPs move to
a position higher in the structure. The c-command
relationship then determines the scope relation.

Although this style of analysis may be available
in a STAG, this paper aims to provide an alterna-
tive account. An alternative account is preferable
because (a) this type of analysis seems to go against
the spirit of STAG where syntactic and semantic el-
ements combine synchronously; and (b) it is worth
while to see if this approach can be simplified within
STAG. Complexities that arise in the B&S analysis
include the notion that quantifiers must be ambigu-
ous as to their feature specifications, and that a large
number of functional projections are necessary for
any verbal tree. For instance they analyze ‘every’
as a DQP or a GQP, this would entail three differ-
ent possible landing spots for ‘every’ and thus three
different lexical items.

3.3 Current Proposal

Our proposed analysis assumes a synchronous
derivation [Shieber and Schabes, 1990], multi-
component trees (MCTAG) [Joshi, 1987], and mul-
tiple adjunction. Also following the literature on
multiple adjunction, I will assume that the tree that
is adjoined later in the derivation scopes over the
previously adjoined structure [Schabes and Shieber,
1994].

The analysis aims to capture the intuition that the
derivation of the sentence reflects the sentence struc-
ture and that a different structure stems at least par-
tially from a different derivation. For the present
data this assumes that there is a structural differ-
ence between the two different scope readings. In
the present analysis this will manifest itself in the
semantic trees.

3.4 Hierarchy in Derivation Order

Traditionally, TAGs do not specify the order of
derivation among the substitution and adjoining op-
erations that target a given elementary tree. One way
in which to limit the inverse scope possibilities is to
restrict the ordering of such operations in the fol-
lowing fashion: The order of operations on an ele-
mentary tree must proceed in the opposite order of
the asymmetrical c-command (ACC) and irreflexive
dominance (DOM) ordering of the nodes of the tree.
More formally we define a relation PROM in (7) and

then impose the following restriction in (8).

(7) PROMdef = {(x,y)|(x,y) ∈ DOMirr ∪ ACC}

(8) PROMINENCE RESTRICTION ON DERIVA-
TION (PROD)
If node a in syntactic tree T is targeted (by sub-
stitution or adjoining) prior to node b in T, then
(a,b) must not be in PROM

This constraint ensures that a hierarchically lower
node is targeted before a higher one. The dominance
relation applies in sentences like (9) where the ad-
verb that adjoins to S scopes over the adverb that
scope over VP.

(9) a. Intentionally, John knocked twice.

b. Twice, John knocked intentionally

The c-command relation applies in the cases of nom-
inal quantifiers discussed in§2. Since the subject
of a transitive sentence c-commands its object, the
object quantifier must combine into the elementary
tree first in the derivation. Since the combination of
the syntactic and semantic trees is synchronous, this
restriction does not allow scope ambiguity in these
cases.

3.5 Relaxing Derivation Order

Different applications of MCTAG have assumed that
the properties of all instances of multicomponent ad-
joining in a grammar behave in a uniform fashion,
whether restricted to being tree-local, set-local, or
non-local. In particular MCTAG [Joshi, 1987] as-
sumes that all members of a tree set combine with
a target tree simultaneously and VTAG [Rambow,
1994, Nesson and Shieber, 2008] assumes that that
there is no simultaneity constraint on members of a
tree set. I propose instead that a tree set can specify
derivational restrictions on its use during a deriva-
tion. In particular, I will consider two possibilities
for a given set, which interact with my proposal con-
cerning derivational order:

1. Simultaneous combination (SC): the integra-
tion of the trees within a tree-set must take a
single point in a derivation.
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2. Delayed combination (DC): the integration of
the trees within a tree-set may take place at dif-
ferent points during the derivation.

Only the variable-trees must be derived follow-
ing the hierarchical order (as in vector-TAG [Ram-
bow, 1994, Nesson and Shieber, 2008]). I argue
that the different classes of quantifiers differ along
the SC/DC dimension. Specifically, the tree-set of
CQPs is SC, while the other QP classes are DC. For
present purposes, it will suffice for me to assume
that all quantifier trees are constrained to adjoin in
a tree-local fashion. Note that non-local derivation
in combination with SC will be equivalent to non-
local MC-TAG and is NP-hard to parse[Rambow
and Satta, 1992, Champollion, 2007].2

3.6 English Nominal Quantifiers

With these preliminaries in place, we can now turn
to the analysis of the scopal asymmetries in (1) and
(2). Since the object QP in (1) is DC, two possible
derivations are available (using the trees in Figure
1). In the first of these, the object quantifier2 pa-
pers is combined first, following the PROMINENCE

RESTRICTION ON DERIVATION order. On the se-
mantic side, this means that the variable tree must
be substituted into theread tree. At this point, the
scopal component is also free to adjoin to the t* root
of the read tree. If it does this, the subsequent in-
tegration of the subject quantifierevery studentwill
result in the scope of the universal being outside of
the numeral (as in figure 1). In the other derivation,
the DC property of the universal quantifier tree is ex-
ploited. The scope portion of the numeral quantifier
is not adjoined immediately. Instead, the derivation
proceeds through the integration of the subject quan-
tifier, including its scope, and then the scope of the
object quantifier is finally adjoined. This yields wide
scope for the object quantifier (as in figure 1).

For example (2), in which the object quantifier, in
virtue of being a CQP, is SC, only the first of these
derivations is possible: the scope ofmore than 2
booksmust adjoin to t* at the point that the variable
is substituted, resulting in obligatory narrow scope
for the object quantifier.

Note that when CQPs are in subject position, they
nonetheless show scope ambiguity with respect to

2Thanks to an anonymous reviewer for pointing this out.

object quantifiers, as in (10).

(10) More than 2 students read every book.
(2+ > ∀)

This possibility is predicted by the current analy-
sis: the flexibility of the object quantifier to adjoin
at t* either before or after the subject quantifier will
permit the generation of either scope, even in the
face of a SC requirement on the subject quantifier.

The double object construction described in§2
also can be explained using the c-command con-
straint and delayed combination. Adopting the Lar-
sonion VP-shell analysis [Larson, 1988] as in fig-
ure 2, the node that is targeted by the goal object
c-commands the node that is targeted by the theme
object. Theme object quantifiers that have the DC
property are able to take scope over the theme ob-
ject quantifier, while ones that have the SC property
are unable to. The prepositional dative case works
analogously, where only when the lower goal object
has the DC property does inverse scope take place.

4 Extending the Analysis

The behavior of nominal quantifiers in various other
languages differs from the English case described
above. Both Mandarin and Hungarian are purported
to have their scope ordering match surface structure
very closely. “Active” Mandarin sentences and Hun-
garian sentences where both quantifiers are in the
pre-verbal field only have surface scope readings.
This corresponds with all the quantifiers in both lan-
guages having the SC feature. Yet there are con-
structions in both languages where scope ambiguity
does arise. This section aims to show how the con-
straints in this analysis are able to account for the
varying scopal behavior in these languages without
DC.

4.1 Data

4.1.1 Mandarin Chinese Passives

Aoun and Li [1993] observes that there is a dis-
tinction in the scope possibilities between (11) and
(12). In (11), the subject QP must scope over the
object QP. This contrasts with the sentence in (12)
where the inverse scope reading is possible. Tradi-
tionally (11) has been categorized as an active sen-
tence and (12) as the passive withBEI being alter-
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Figure 1: This figure shows elementary trees for the verb, quantifiers, and NPs. Derivation trees for examples (2) and
(3) are provided: the leftmost and middle derivation trees show the two ordering options when a DQP is in object
position and the rightmost one shows the one option when a CQPis in object position. The subscripted numbering
represents the order of syntactic derivation the superscripted numbering represents the order of semantic derivationof
the scopal-trees with delayed combination.
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Figure 2: This figure shows elementary trees for the ditransitive verbassign; all other trees needed for this derivation
are in figure 1. Derivation trees for (4) are provided: the leftmost and middle show the two ordering options when a
DQP is in the lower object position and the one option when a CQP is in the lower object position. The subscripted
numbering represents the order of syntactic derivation thesuperscripted numbering represents the order of semantic
derivation of the scopal trees with delayed combination.
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Figure 3: This figure shows (1) an elementary tree containingBEI and a main verb. It has three positions for DP
substitutions. (2) A multi-component tree formeige, and (3)derivation trees for theBEI sentence. The leftmost
derivation tree hasmeigeadjoin first makingyige take wide scope. The rightmost derivation tree hasyigeadjoin first
makingmeigetake wide scope. The numbering on these trees represents theordering on the derivation where either of
the quantifiers is able to combine first. Not pictured are trees corresponding to the NPs and the other quantifier; these
trees are identical to the trees for the same type lexical items in figure 1.
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Figure 4: This figure shows (1) an elementary tree for the verbevett with a flat structure for the arguments. (2) an
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natively a passive marker or preposition-like lexical
item.

(11) Meigeren dou xihuan yige nuren
everyone all like one woman
‘Everyone loves a woman’ (∀ > 1)

(12) Meige ren dou bei yige nuren zhuazou le
every man all BEI one woman arrested
‘Everyone was arrested by a woman
(∀ > 1, 1> ∀ )

4.1.2 Hungarian Scope

In Hungarian, transitive sentences with two quan-
tifiers can be in a number of different word orders.
When both quantifiers precede the verb the scope or-
dering is strict and no inverse scope reading is possi-
ble, as in (13). When both quantifiers are unstressed
and follow the verb inverse scope readings are pos-
sible, as in (14).

(13) tegnap a legtöbb ember két
yesterday the most person two

süteményböl evett
cakes-from ate

‘Yesterday most people ate from two cakes’
(most> 2)

(14) tegnap evett a legtöbb ember
yesterday ate the most person

két süteményböl
two cakes-from

‘Yesterday most people ate from two cakes’
(most> 2, 2> most)

4.2 Extending the Analysis

The syntactic trees chosen for the Mandarin and
Hungarian data in figures 3 and 4 are chosen based
on previous analyses of this data. Aoun and Li
[1993] argue that the trace allows either scope read-
ing because each quantifier c-commands the other.
Kiss [2002] argues that the structure of Hungarian
has a hierarchical preverbal field and a flat structure
in the VP field. Ambiguous scope is available when
the quantifiers are in the VP field because neither c-
commands the other, yet while they are above VP

there is surface scope because one quantifier will
c-command the other. Both of these analyses base
their analysis off of the idea that c-command rela-
tions derive scope relations [May, 1977].

These cases force us to complicate the analysis
given in §3. In both the Hungarian and Mandarin
cases quantifiers are represented by MC-sets. As
such, there are cases where a MC-set both com-
mands and is c-commanded by some other tree (set).
The current definition of PROM when utilized by
PROD leads to paradox as two different nodes can-
not be be targeted until the other one has been tar-
geted. The definition of PROM needs to be refined
by accounting for this configuration. To do this a
new relation PROM’ will be defined in (7).

(15) PROM’def = {(x,y)|(x,y) ∈ PROM, no z such
that (1) (y,z)∈ PROM, (x,z) is targeted by a
MC-set or (2) (z,x)∈ PROM, (z,y) is targeted
by a MC-set.}

The definition of PROM’ eliminates from PROM
pairs (a,b),(b,c) where a and b are targeted by differ-
ent MC-sets (a,c) and (b); and (a,b) and (b,c) are in
PROM. In these cases there is no possible ordering
between the two sets based on their hierarchical po-
sition. PROM’ then replaces PROM in the PROD.

The Mandarin data falls out from this revised
PROD. First, the restriction against inverse scope
in the “active” sentences can be explained if Man-
darin quantifiers all obey simultaneous combination.
The interaction of the quantifiers in the syntactic tree
explains the scope ambiguity in the “passive” sen-
tences. The higher surface quantifier is analyzed as
a multi-component set. The lexical tree substitutes
into the higher DP and the trace tree substitutes into
the lower DP. In transformational terms the trace-
tree occupies the base position and the lexical tree
occupies the surface (moved-to) position. Between
these two positions is the other quantifier. It is repre-
sented by a singleton tree set. The asymmetrical c-
command relations between the three nodes that the
quantifiers occupy are the following: The lexical-
tree of the higher quantifier c-commands the lower
quantifier and the lower quantifier c-commands the
trace-tree. Since both quantifiers c-command each
other they are not in PROM’ and there is no restric-
tion in their derivation because neither derivation or-
der violates the PRoD. This allows either quantifier
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to take wide scope during the derivation of the se-
mantic tree. This produces the scope ambiguity, and
does so without delayed combination. Thus, both
the strict scope behaviour and ambiguous scope be-
haviour can be derived.

The Hungarian data also can be derived given the
revised PROD. The ambiguous scope cases are de-
rived because the nodes the quantifiers substitute
into are not in a PROM relation with respect to one
another. Thus either DP is able to combine first and
on the semantic side either scopal tree is able to then
adjoin first. The unambiguous case is derived be-
cause the highest DP node is in a PROM’ relation
with a DP under VP. Thus the tree-set that targets
the DP under FP2 must combine first with the ele-
mentary tree. On the semantics side the scopal tree
must attach before the scopal tree for the other quan-
tifier. This produces the surface scope reading only.

5 Conclusions and Further Ideas

5.1 Summary

This paper has explored one method of restricting
scope relations in S-TAG. The two mechanisms dis-
cussed in the paper have been shown to predict the
correct scope possibilities in English sentences with
subject and object quantifiers (and object quantifiers
in the double object construction), in Mandarin Chi-
nese “active” and “passive” constructions, and the
different Hungarian configurations. The former uti-
lized both the PROM constraint on derivation and
delayed combination while the latter two utilized
only a revised PROM constraint.

5.2 Further Work

Further work on this topic involves a more indepth
look at the scopal possibilities in the English, Man-
darin, and Hungarian. Notably a comparison to
Szabolcsi [1997] for Hungarian would be advanta-
geous. Further work on this analysis involves see-
ing how the constraints proposed in this paper in-
teract with other scopal elements. For instance how
does this paper’s analysis affect the scopal possibil-
ities between negative markers, questions, or inten-
tional operators, and nominal quantifiers. Phenom-
ena from other languages should also be explored: It
might prove interesting to see what languages utilize
DC and which don’t and whether DC varies cross-

linguistically in what lexical items possess it. Evi-
dence for this type of analysis may be borne out of
a coherent typology. Another avenue of exploration
would be to seek out an alternative to the PROM’
relation that is less complex and independently mo-
tivated.
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Abstract

This paper provides a new account for why
online processing of filler-gap relative clause
dependencies is more difficult in cases where
filler-gap interacts with object control than in
cases involving subject control, as reported by
Frazier et al. (1983). Frazier et al. (1983) ar-
gued for a Recent Filler heuristic in which the
parser expects to discharge the most recent
filler at every gap site. We observe that statis-
tical subcategorization preferences on the con-
trol verb and the embedded verb ‘sing’ inter-
act, favoring subject control disambiguation.

We employ surprisal (Hale, 2001) as a com-
plexity metric on filler-gap structures by con-
struing control as a Movement operation in
Minimalist Grammars (Stabler, 1997). We ob-
tain greater surprisals for the Distant Filler
condition, deriving the prediction that the Re-
cent Filler heuristic falls out from statistical
subcategorization preferences.

1 Introduction

In filler-gap constructions, 1 the parser must map
a non-local dependency between an extraposed el-
ement (the ‘filler’ nominal element) and a position
in the subcategorization frame (the ‘gap’) of a verb
to-be-determined. When filler-gap sentences con-
tain complex verb structure such as control verbs,
ambiguity can result because there are multiple po-
tential gap sites the filler could conceivably have
been extraposed from. The complexity of this task

1Many thanks are due to John Hale, Julie Balazs, David Lutz
and Effi Georgala for advice and critique of this paper. Any
errata and shortcomings in this work are surely mine, and not
theirs.

is demonstrated in 1, where a single prefix (1a. and
1b.) can be disambiguated in two quite different
ways.

(1) a. Everyone liked the woman the little
child begged to sing those stupid French
songs.

b. Everyone liked the woman the little
child begged to sing those stupid French
songs for.

(Frazier et al., 1983, 203)

(2) a. The child1 begged the woman2 to t2 sing
those songs.

b. The child1 begged to t1 sing those songs
for the woman.

With object control (OC) verbs (1a and 2a), the sub-
ject of the infinitival ‘sing’ is the object of the tran-
sitive control verb ‘begged’, but with subject control
(SC) verbs (1b and 2b), the subject of the infinitival
is the subject of an intransitive control verb. While
these conditions can generally be disambiguated at
the control verb in non-relativized contexts (2), rel-
ativization of the control verb’s object removes the
disambiguating cue in object control cases. Thus,
the prefix ‘Everyone loved the woman the child
begged to sing those ...’ is locally ambiguous, and
is disambiguated by either the continuation (... for.),
in the subject control case, or the sentence abruptly
ending (.), in the object control case.

Frazier et al. (1983) argued that the lesser difficulty
of SC filler-gap supports an account where a strictly
serial parsing strategy is guided by a Recent Filler
heuristic. The Recent Filler heuristic holds that in
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cases where the parser is presented with multiple
fillers for a single gap, it expects to map the most
recent filler to that gap. When this expectation is
defeated by new sentential material, the parser must
backtrack until it can recover to an analysis congru-
ent with this material.

The Recent Filler heuristic was disconfirmed in
Boland et al. (1990). Boland et al. (1990) employed
a semantic mismatch paradigm for object control
verbs in which the raiser-to-object is potentially an
implausible subject of the embedded infinitival. This
effect is seen in 3, where 3b is semantically anoma-
lous due only to the infinitival verb; horses and out-
laws both make excellent receivers of signals, but
horses lack the ability to surrender weapons.

(3) a. The cowboy signaled the outlaw to sur-
render his weapons quietly.

b. The cowboy signaled the horse to sur-
render his weapons quietly.

(Boland et al., 1990, 416)

By applying semantic mismatch to filler-gap depen-
dencies, an extraposed element could be manipu-
lated for semantic plausibility as a potential filler
for a gap site. Boland et al. (1990) developed Dis-
tant Filler sentences which featured such plausabil-
ity mismatches, using wh-questions. In these sen-
tences, the recent filler matched the gap-site verb for
plausability, but the distant filler did not.

(4) a. Which outlaw did the cowboy signal to
surrender his weapons quietly?

b. Which horse did the cowboy signal to
surrender his weapons quietly?

(Boland et al., 1990, 417)

Boland et al. (1990) used an online plausability
monitoring task in which participants where asked
to incrementally indicate whether the sentence was
plausible. If participants employed the Recent Filler
heuristic, then they should be unaware of plausabil-
ity mismatches which obtain only on the Distant
Filler structural analysis. Participants detected im-
plausibility immediately, suggesting that they do not
rely on a Recent Filler heuristic.

2 Hypothesis

We argue contra Frazier et al. (1983) that the Re-
cent Filler effect arises from the parser’s statistical
knowledge of verb subcategorization. We observe
(in Fig. 14, Appendix) that the Recent Filler analy-
sis requires a prepositional attachment for the verb
‘sing’ and a subject control frame for the control
verb, while the Distant Filler analysis requires there
to be no PP attachment on ‘sing’, and an object con-
trol frame for the control verb. We anticipate the
verb ‘sing’, used throughout the materials in Fra-
zier et al. (1983), to exhibit frequent prepositional
phrase attachment. We hypothesize that corpus-
derived probabilistic weightings on PP-attachment
and control verb subcategorization frames are incor-
porated in a probabilistic grammar that biases to-
wards the Recent Filler analysis. As sentences are
parsed, the probabilities in this grammar represent
degrees of belief which are prone to revision as evi-
dence is collected; dramatic revisions of belief sug-
gest that the parse has been particularly difficult. We
employ surprisal (Hale, 2001) as a psycholinguis-
tic linking theory which characterizes the severity
of this belief update. We predict that object control
Distant Filler continuations will have greater sur-
prisal at the disambiguating continuation than sub-
ject control Recent Filler continuations.

3 Background

3.1 Grammar

How best to represent the argument sharing that
control and raising verbs exhibit has generated de-
bate among syntacticians and semanticists (Jacob-
son, 1992; Chomsky and Lasnik, 1993; Steed-
man, 1994; Hornstein, 2000). Chomsky and Las-
nik (1993) represents the external argument of the
infinitival verb as being satisfied by a phonetically
unrealized pronominal, PRO, which is to be mapped
thematically to the corresponding argument in the
control verb by a structural construal operation ex-
ternal to the core grammar. Hornstein (2000) argues
instead that the Movement operation available to the
core grammar is responsible for this mapping. Ja-
cobson (1992) focuses more on the subcategoriza-
tion frames of the verbs than the arguments them-
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selves. On an approach such as in Jacobson (1992),
a control or raising verb acts as a functor on the in-
finitival verb, mapping the arguments of the infiniti-
val onto the matrix verb.

We constructed a mildly context sensitive Minimal-
ist Grammar (MG) (Stabler, 1997) that implements a
non-pronominal theory of control (Jacobson, 1992;
Pollard and Sag, 1994; Steedman, 1994; Hornstein,
2000) as a type of Movement operation between the
subject position of the embedded verb and an object
or subject position in the control verb. We leave as
an empirical question whether other approaches to
control would yield the same human sentence pro-
cessing prediction. Rendering control as Move in
MG is advantageous in several ways. First, prop-
erties of the Minimalist Grammars formalism have
been studied in depth: sentences in an MG language
can be parsed efficiently and parses in MG possess a
context-free backbone which can be leveraged with
PCFG methods. Second, since relative clause extra-
position is also treated as Move in our grammar, we
can model the complexity of the interaction between
filler-gap and control more easily than we could if
control were handled in some other component of
the grammar.

In MGs, a lexical item has a distinct set of syn-
tactic (SYN) features, which uniquely determine a
movement chain that the lexical item can participate
in (Hale and Stabler, 2005). Thus, we model lex-
ical subcategorization frames in MGs by a one-to-
many encoding between phonetic (PHON) features
and SYN features: an ambiguous control verb such
as ‘wanted’ is modeled in an MG lexicon with re-
dundant lexical entries, as shown in Fig. 1.

::=>V =D v to :: =v inf
wanted :: =inf +k v wanted :: =inf +k V
the :: =N D -k the :: =N D
woman :: N child :: N

Figure 1: MG Fragment for Control

Derived Trees for Subject and Object Control are de-
picted in Figs. 2 and 3.

In both subject and object control verbs, the con-
trol dependency is triggered by the Merge of a nom-
inal category whose SYN is D -k in the specifier of

>

the child
D

<

wanted
=inf +k V

<

to
=v inf

>

t1
D -k

sing
=D v

Figure 2: Derived Tree for Subject Control

>

the child
D

<

=>V =D v >

the woman
D

<

wanted
=inf +k V

<

to
=v inf

>

t1
D -k

sing
=D v

Figure 3: Derived Tree for Object Control

the infinitival verb. The landing site of this nominal
category is determined by the location of the cor-
responding +k attractor feature. When the control
verb has SYN =inf +k v as in Fig. 2, the nominal
with -k feature will move to the specifier of ‘little
v’, the subject position of the control verb. Subject-
to-subject movement derives the semantic intuition
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that in ‘The child asked to sing’, the child has two
semantic roles: it is both an asker and a (potential)
singer. However, when the control verb has SYN
=inf +k V, such in Fig. 2, the subject of the embed-
ded verb raises to the object position of the matrix
verb, specifier of V. Raising-to-object derives the se-
mantic intuition that in ‘The child asked the woman
to sing’, the woman is a potential singer but the re-
cipient of the request; the child is the asker.

The object of an object control verb could undergo
further extraposition via relativization. The interac-
tion of an ambiguous control verb and relativization
renders thematic assignment difficult because the
extraposed object could either have moved from the
object of the control verb or from another position
in the structure. In Figs. 4 and 5, we demonstrate
a promotion analysis of relative clauses following
Kayne (1994) and Bianchi (2004). On this analy-
sis, the relative pronoun and relativized nominal are
a constituent underlyingly. As seen in Fig. 5, the
=N feature on relative pronoun ‘who’ triggers Merge
with the N category feature on woman, yielding a
category whose PHON is ‘who woman’ and syntac-
tic feature inventory is D -arel. This D is Merged
into an argument position as the embedded verb’s
argument structure is composed with Merge opera-
tions up to the head ‘=T +arel Crel’. The Merge of
‘=T +arel Crel’ with the derived category ‘T -arel’
establishes an embedded clause with syntactic fea-
tures ‘+arel Crel -arel’. The ‘+arel/-arel’ feature pair
cancels by triggering Movement of the -arel feature,
extracting ‘who woman’ out of the embedded clause
as indicated by the lower arrow in Fig. 5. Merge of
‘=Crel +nom agrD’ ultimately results in the remnant
movement of ‘woman’, as indicated by the higher
arrow in Fig. 5. This series of movement correctly
derives the ordering of subject and object relative
clauses in English. This strategy treats reduced rela-
tive clauses by substituting the null relative pronoun
‘::=N D -arel’ in Fig. 4 for its non-null counterpart
‘who :: = N D -arel’.

the :: =>agrD D :: =Crel +nom agrD
:: =T +arel Crel =v T
who :: =N D -arel :: =N D -arel
woman :: N sing :: =D v

Figure 4: MG Fragment for Relative Clause

<

the
=> agrD D

>

woman
N

<

=Crel
+nom agrD

>

>

who
D

t1
N -nom

<

=T +arel Crel <

=v T >

t2
D -arel -nom

sing
=D v

Figure 5: Derived Tree for Relative Clause

3.2 Surprisal

Following Hale (2001), we employ information the-
ory to model the strangeness of parser actions.
This study pursues the hypothesis that information
about verbal subcategorization frequencies biases
the human sentence processor against object con-
trol (Distant Filler) filler-gap resolutions of the am-
biguous prefix. We predict that a parser with this
stochastic grammatical knowledge will model this
expectancy by exhibiting greater surprisal on object
control/Distant Filler continuations than on subject
control/Recent Filler continuations.

Surprisal (Hale, 2001) hypothesizes that perceived
difficulty of human sentence processing at a token
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of interest is associated with the unexpectedness of
the new token. On a given string, the surprisal of
a token situated between positions n-1 and n is the
logarithm of the ratio of the probabilities of prefixes
starting at 0 and ending at n-1 and n.

surprisal = log 2
αn−1

αn

Figure 6: Surprisal of a word given a PCFG

Surprisal formalizes the intuition that some words
are syntactically costly to incorporate, by measuring
the rate at which those words reduce the total proba-
bility allocated to all incrementally viable analyses.
Surprisal predicts garden pathing when new tokens
rule out much probability mass.

4 Methodology

We used Tregex (Levy and Andrew, 2006) on Penn
Treebank (Marcus et al., 1994) to obtain counts for
object control and subject control for each control
verb used in Experiment 2 of Frazier et al. (1983),
using the queries indicated in Fig. 7. We considered
a verb frame as an instance of subject control when
the verb node was sister to an S node which dom-
inated a null pronominal subject (NP-SBJ) whose
annotation was either PRO or -NONE-. We con-
sidered a verb frame as an instance of object con-
trol when the verb frame was sister to an S-node
whose NP-SBJ had non-null string yield. We ex-
cluded instances of passivized object control, which
structurally resemble cases of subject control.

Subject Control
VP<(/VB.?/<(/expect.[s|ed|ing]/)

$+NP $(S<(NP-SBJ<-NONE-$(VP<TO))))
VP < (/VB.?/ < (/expect.[s|ed|ing]/)

$+NP $(S<(NP-SBJ<PRO$(VP<TO))))
Object Control
VP < (/VB.?/ < (/expect.[s|ed|ing/])

$(S<(NP-SBJ<!-NONE-$(VP<TO))))

Figure 7: Tregex Queries for Control Verbs

We obtained the following counts in Fig. 8 for the
four verbs in Experiment 2 of Frazier et al. (1983),
verifying that subject control is prevalent in the Penn
Treebank.

Verb Subject Control Object Control
want 344 47
expect 509 200
choose 23 1
ask 16 35

Figure 8: Corpus Counts for Control Verbs

We also obtained counts for prepositional phrase at-
tachment preferences for the verb ‘sing’, as shown
in Fig. 9, also verifying that PP-attachment is par-
ticularly frequent for the verb ‘sing’.

Verb PP ¬ PP
sing 7 6

Figure 9: Corpus Counts for PP Attachment

We also obtained counts for reduced relative con-
structions and main clause constructions, as well as
counts for the transitivity of ’sing’. These factors
were common across all conditions. For each of the
factors, we constructed a parameter by converting
the count into a ratio, through dividing the individ-
ual outcome’s count by the summed count of all pos-
sible outcomes. We built a representative minitree-
bank of 4 ∗ 24 = 64 sentences, where each sentence
contained: either a subject or object control verb; in
either a main clause or reduced relative clause usage;
with or without a prepositional phrase attachment to
the verb; and with either a transitive or intransitive
use of the verb ‘sing’, for each of the four control
verbs. Each sentence was weighted with the product
of the parameters particular to that condition.

An MG statistical prefix parsing system was used
to obtain surprisals for the ambiguous prefix com-
mon to 1a and 1b and the subject and object con-
trol continuations. For each prefix, a parse forest
is built; this parse forest is equivalent to a context-
free grammar (Billot and Lang, 1989), which can be
augmented with probabilities to obtain a probabilis-
tic context free grammar. At training time, the parser
uses Weighted Relative Frequency Estimation (Chi,
1999) to estimate a PCFG model of the minitree-
bank. At testing time, the parser constructs a proba-
bilistic model at each prefix; these prefixes are rep-
resented as straightline finite state automata whose
suffixes are self loops. The parser estimates for each
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0v6 → 0D2 2= D v6

Figure 10: A situated MG rule.

prefix automaton a weighted intersection PCFG us-
ing the renormalization technique in Nederhof and
Satta (2006). In this intersection PCFG, each cate-
gory is ‘situated’ with indices, i.e. the situated cat-
egory is the product of grammatical categories and
automaton transitions used in its derivation.

5 Results

We found greater surprisals on distant filler continu-
ations for three of the four verbs.

Verb Recent Filler Distant Filler
wanted 1.448 bits 2.978 bits
expected 1.819 bits 2.176 bits
asked 2.392 bits 1.608 bits
chose 1.213 bits 4.241 bits

Figure 11: Surprisal Results

These compare to the Frazier et al. (1983) results,
presented below.

Verb Recent Filler Distant Filler
wanted 980 msec. 1168 msec.
expected 997 msec. 1082 msec.
asked 969 msec. 1132 msec.
chose 915 msec. 1050 msec.

Figure 12: Frazier Mean Reaction Times

The surprisal data suggest that no special heuristic
is required to explain the Recent Filler expectation
in Frazier et al. (1983); the expectation arises nat-
urally on a probabilistic grammar which has knowl-
edge of subcategorization frequencies for verbs. The
Recent Filler analysis of the ambiguous prefix re-
quires that 1) the verb ‘sing’ exhibit PP-attachment;
2) the control verb be a subject control verb. The
Distant Filler analysis requires the conjunction of
two lower probability events: 1) that the verb ‘sing’
exhibit no PP-attachment; 2) that the control verb
be an object control verb. The Distant Filler con-
tinuations yield greater surprisals because the parser

must segue rapidly from a highly probable parse for-
est which is uncommitted to verb information to a
much less probable parse forest which is commit-
ted to generally unlikely beliefs about the matrix and
embedded verb.

6 Discussion

Our claim that the surprisal results reflect rapid
shifts in parser beliefs about control and PP-
attachment is borne out by examining the parse for-
est conditioned on each prefix. We examined the
parse forest conditioned on the ambiguous prefix
(of the‘want’ condition) and found an MG cate-
gory which was parent of two different MG rules;
one which reflected the Recent Filler/Subject Con-
trol strategy and one which reflected the Distant
Filler/Object Control strategy. We depict these rules
in Fig. 13.

0.766(: v -arel -nom)→(: +k v -arel -nom -k)
0.234(: v -arel -nom)→(: =D v -arel -nom) (:D)

Figure 13: Probabilistic MG Rules for Recent and Dis-
tant Filler

The derived MG category (v -arel -nom) is simply
a verbal category with features that license relative
clause extraction. In the Recent Filler rewrite, this
category is formed from a unary Move application
which moves ‘the child’ to derive Subject Control
via the (+k,-k) case feature pair. In the Distant Filler
rewrite, (v -arel -nom) is formed from the binary
Merge application where ‘the child’ is merged as
the subject of the control verb; ‘woman’ has already
moved for Object Control. The probabilities 2 at-
tached to these rules show that the Recent Filler bias
falls out from statistical verb subcategorization in-
formation; the parser predicts that the Recent Filler
continuation is three times as likely as the Distant
Filler continuation.

We built a Minimalist Grammar which treats Control
as Move so that we could easily model the interac-
tions of control and filler-gap. Future work would
look to explore whether other approaches to control
verbs would yield similar surprisal results. We could

2Importantly, all the categories below this production in the
‘branch’ have deterministic rewrites with probability 1.
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for instance operationalize Jacobson (1992) syntac-
tically with MG adjunction; we would allow the con-
trol verb to incorporate the infinitival verb directly,
rather than using Move to share nominal arguments
between them. Alternatively, we could develop a
system that treats control using a null pronominal
utilizing Conjunctive Grammars (Okhotin, 2001) to
simulate the seperate Base and Control modules of a
Government and Binding style grammar.

We derived Frazier et al. (1983)’s Recent Filler
preference as an epiphenomenon of a statistical
parser’s knowledge of verb subcategorizations. The
embedded verb ‘sing’ exhibits an affinity for PP-
attachment which together with knowledge of sub-
categorization rates of control verbs directly gives
rise to the effect in Frazier et al. (1983). Our model
showed that the Recent Filler effect is more likely
due to the rapid integration of verbal subcategoriza-
tion frames which provide rich information about
the structural environment.
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7 Appendix

Figure 14: Online Processing of Control and Relativization with Mean Surprisals

Kyle Grove

84



From Partial VP Fronting towards Spinal TT-MCTAG∗

Timm Lichte
Emmy Noether Research Group

Collaborative Research Center 833
University of Tübingen
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Abstract

In the face of partial fronting phenomena in
German, we introducespinal TT-MCTAG, a
new MCTAG variant that integrates features
of LTAG-spinal and TT-MCTAG. Using spinal
TT-MCTAG we arrive at flat syntactic struc-
tures which make available a consistent ac-
count for the data.

1 Introduction

While the examination of coherent constructions
in German has resulted in the design of TAG-
extensions such as V-TAG (Rambow, 1994) and TT-
MCTAG (Lichte, 2007), which can cope with a good
deal of critical data, a remaining desideratum for
both accounts is the analysis of embedded partial
fronting of verbal heads, exemplified in (1).

(1) Zu
to

reparieren
repair

versprochen
promised

hat
has

ihn
it

Peter.
Peter

’Peter has promised to repair it.’

Here, the fronted materialzu reparieren versprochen
embeds the non-finite verbzu reparieren, whose re-
mote complementihn is on the other side of the finite
verbhat.

To see the problem, consider the slightly simpler
instance of partial VP fronting in (2), where no ad-
ditional embedding of a verbal head takes place.

(2) Zu
to

reparieren
repair

versprach
promised

ihn
it

Peter.
Peter

’Peter promised to repair it.’
∗I am indebted to Laura Kallmeyer for helpful comments.

VP

V VP

zu reparieren V VP

versprach NPacc ↓ VP

NPnom ↓ . . .

Figure 1: Right-branching derived tree for (2).

The intended derived tree for (2) would be the one in
Fig. 1. In terms of TT-MCTAG, this would be deriv-
able with the tree tuples in Fig. 2. A tree tuple con-
sists of two components, namely a single elementary
tree, called thehead tree, and a set of auxiliary trees,
called theargument trees. The usage of tree tuples
is constrained in the following way: each argument
tree either adjoins directly at the head tree, or indi-
rectly undernode sharing, i.e. in the derivation tree
the head tree dominates an auxiliary treeγ and γ
dominates the argument tree through a path of ad-
junctions at the root node.1 Crucially, the tree tuples
in Fig. 2 do not contain lexically anchored heads,
which can be regarded as a downside, since it dis-
solves the encoding of the dependency relation. We
refer to this desirable, yet dismissed property as the
head tree constraint.

The schema of the tree tuples in Fig. 2 is remi-
niscent of the elementary tree sets that are used in
the V-TAG approach in (Rambow, 1994), depicted
in Fig. 3. Note that V-TAG basically is a non-local

1See (Kallmeyer, 2009) for a formal explication.

From Partial VP Fronting towards Spinal TT-MCTAG

85



〈 VP

VP* V

ǫ

,





VP

V VP*

versprach

,
VP

NPnom ↓ VP*





〉

〈 VP

V

ǫ

,





VP

V VP*

zu reparieren

,
VP

NPacc ↓ VP*





〉

Figure 2: Tree tuples for the derived tree in Fig. 1.





VP

VP* V

ǫ

,

VP

V VP*

versprach

,
VP

NPnom ↓ VP*









VP

V

ǫ

,

VP

V VP*

zu reparieren

,
VP

NPacc ↓ VP*





Figure 3: The corresponding V-TAG tree sets of the
tree tuples in Fig. 2. Dominance links are expressed by
dashed arrows.

MCTAG, where locality is recovered by dominance
links (indicated as dashed arrows) and integrity con-
straints, that refer to the derived tree.

Both approaches essentially rely on the existence
of a dominance relation between the elementary
trees of the respective multicomponent structures, be
it in the derivation tree for TT-MCTAG, or in the
derived tree for V-TAG. While such a dominance
relation can be found in Fig. 1, the intended de-
rived structure for (1) essentially is the one in Fig. 4,
which has a complex prefield constituent2. Here, no
dominance relation of the embedded verbal headzu
reparieren and its argumentihn can be established,
and therefore, this structure cannot be derived in a
linguistically appealing way no matter whether we
choose TT-MCTAG or V-TAG.

2The prefield in German immediately precedes the finite
verb in verb second configurations. In general, it is occupied
by one single constituent.

As mentioned in (Lichte, 2007), the extension
of node sharing to tree sharing could solve this
dilemma in the case of TT-MCTAG. However, the
exact complexity class being unknown, tree shar-
ing seems to extend complexity somewhat in prac-
tice. Moreover, it is unclear, how such an exten-
sion would transfer to V-TAG. Note that, other than
(Gerdes, 2004), we aim at an analysis which restricts
itself immediately through the formalism that de-
rives the syntactic structure.

2 Adapting the derived structures

Our strategy is to adapt the derived syntactic struc-
ture such that we obtain a dominance relation be-
tween the head and its argument both in the deriva-
tion tree and the derived tree. It has been already
mentioned in (Lichte, 2007) that fronting phenom-
ena no more pose a problem if the derived struc-
ture is left branching, such as in in Fig. 5. Both

VP

VP NPnom

VP NPacc

VP V

VP V hat

V versprochen

zu reparieren

Figure 5: Left branching derived tree for (1).
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VP

VP VP

VP V V VP

V versprochen hat NPacc ↓ VP

zu reparieren NPnom ↓ . . .

Figure 4: Left- and right-branching derived structure of the embedded partial VP fronting datum in (1).

the TT-MCTAG approach and the V-TAG approach
then would suffice. This adaptation, however, is not
desirable since, amongst others, the argument trees
would also be required to be left-branching, lead-
ing to massive ambiguity in the lexicon due to the
availability of right-branching and left-branching so-
lutions.

Instead, we propose a flat derived structure for the
complex partial fronting case, as sketched in Fig. 6,
in which the NP-arguments are immediate daughters
of the VP-root. Doing this allows for a unified ac-
count of fronting cases and cases of canonical word
order.

VP

VP V NPacc NPnom

VP V hat

V versprochen

zu reparieren

Figure 6: Flat derived tree for (1).

3 Spinal TT-MCTAG

Aiming at a flat derived structure such as in Fig. 6,
we introduce a new TT-MCTAG variant that ties in
with ideas recently laid out under the name LTAG-
spinal in (Shen, 2006). In place of substitution,
LTAG-spinal uses a rewriting operation called at-
tachment, which is congruent with sister adjunction
(Rambow et al., 1995; Chiang, 2003). Combining
two treesγi andγj via attachment means that in the

resulting tree one inner nodevi of γi dominates the
root nodevj of γj, such thatγj immediately pre-
cedes or follows the subtree dominated byvi in γi.
See Fig. 7 for an example from (Shen, 2006). Both
arguments and modifiers are integrated by attach-
ment, and thus elementary trees receive a “spinal”
shape.

S

XP VP

XP VP XP XP XP

DT NN WDT VBZ VP* JJ TO PRP

a parser which seems new to me

⇓

XP

S

VP

VP XP

XP XP XP

DT NN WDT VBZ JJ TO PRP

a parser which seems new to me

Figure 7: LTAG-spinal derivation example.

Spinal TT-MCTAG with attachment

If we supply TT-MCTAG with attachment analo-
gously to LTAG-spinal, the result provides sufficient
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means to account for (1), as shown in Fig. 8. Other
than with regular TT-MCTAG, arguments are real-
ized by auxiliary trees with a single node. Further-
more, attachment takes over the role of substitution
in that it defines islands for argument head disloca-
tions, while node sharing still relies on root node ad-
junction.

Lexical partition of the derived tree:

VP

VP* V NPacc* NPnom*

VP hat

VP* V

VP versprochen

V

zu reparieren

Lexical entries:

〈 VP

VP* V

hat

,
{

NPnom*
}
〉

〈 VP

VP* V

versprochen

, { }
〉

〈 VP

V

zu reparieren

,
{

NPacc*
}
〉

Figure 8: Derivation and lexical entries according to TT-
MCTAG with attachment.

However, spinal TT-MCTAG with attachment is
not without severe drawbacks. Since NPs can get at-
tached to the head tree as unrestrictedly as modifiers,
nothing so far prevents nominative NPs from attach-
ing to the head tree in any number and any order.
The way of licensing of nominal arguments by ad-

joining auxiliary trees from the argument set only re-
quires the existence of proper NPs. One could apply
some kind of downstream semantic filter, but we will
explore a syntactic solution in the second version of
spinal TT-MCTAG. More importantly, while embed-
ded partial VP-fronting can be accounted for now,
new gaps open concerning the coverage of other par-
tial VP-fronting phenomena, such as in (3).

(3) Zu
to

reparieren
repair

hat
has

er
he

ihn
it

versprochen.
promised

’He has promised to repair it.’

〈
VP

VP* VP

V

versprochen

, { }
〉

Figure 9: Tree tuple forversprochen in (3).

Other than in (1) and (2), the verbversprochen and
the head of its verbal argumentzu reparieren are
not adjacent, but separated by the finite auxiliary
hat and one argument from each of the full verbs.
Since the tree ofversprochen would still have to ad-
join to the tree ofzu reparieren in order to allow
for the dislocation of its argumentihn, the tree tuple
for versprochen would look as in Fig. 9, including
an additional lower VP-node. This lower VP-node
would be essential for providing a landing site for
the wrapped material, i.e.hat, er and ihn. The re-
sult would be, however, that the argument tree ofzu
reparieren (that adjoins into the tree ofihn) would
not be able to attach at the root node of the tree of
versprochen and the node sharing relation between
zu reparieren and its argument would be lost.

This problem is not at all new, but echos the situa-
tion of the original TT-MCTAG account as described
above. And again, neglecting the head tree con-
straint would help. Alternatively, one could think of
modifying the current version of spinal TT-MCTAG
with attachment (e.g., by reactivating substitution).
But instead of this, I will introduce a second version
of spinal TT-MCTAG, that successfully circumvents
this concession.
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Spinal TT-MCTAG with fusion

Instead of attachment, we make use of a similar but
novel rewriting operation that we refer to asfusion.
The fusion operation is the amalgamation of single
nodes rather than the drawing of a new edge. More
formally spoken: If two nodesvi, vj of treesγi, γj
are fused, in the resulting tree (i) they are replaced
by a nodev′, for which it holds that all in-going
edges ofvi, vj now point tov′ and (ii) the subtrees
dominated byvi and vj are immediately adjacent
and dominated byv′ in the resulting tree. We restrict
fusion to pairs of nodes, of which at least one node is
the root node of the respective tree, in order to main-
tain the tree shape of the derived tree. Furthermore,
it holds that the categorial labels of the fused nodes
must be identical.

An important split then is between fusion of root
nodes and fusion of a root and a non-root node: the
former one, but not the latter one, is non-embedding
in that the affected trees are equivalent in the deriva-
tion process. In that respect, fusion at inner nodes
bears more similarity to attachement and multiple
adjunction (Schabes and Shieber, 1994). Fusion
in general, however, integrates both arguments and
modifiers. The derived tree in Fig. 6 is then the result
of the derivation and the lexical entries in Fig. 10.
Note that adjunction only applies to the root node
of target trees. The division of labor is the follow-
ing: adjunction extends locality, while fusion at an
inner node parallels substitution and defines islands
of locality. Hence, the argument set of tree tuples
consists of spinal trees that have non-terminal leaves
(i.e. the argument slots) and that either are initial or
auxiliary trees. To give an example, the NP-slots
in the argument sets of the tuples in Fig. 10 con-
stitute islands, whereas the VP-slots do not. The
derivational meaning of tree tuples is then the fol-
lowing: The argument trees are (directly or indi-
rectly) fused with the head tree, otherwise the ar-
gument trees stand in a node sharing relation to the
head tree based on the derivation tree.

Other than the proposal with attachment, it is now
possible to underspecify the relative position of the
head anchor and the verbal complement. The deriva-
tion of the partial fronting case in (3), therefore, does
not require concessions such as the violation against
the head tree constraint. In fact, it does not even

Lexical partition of the derived tree:

VP VP VP VP

VPpart* V NPacc NPnom

VP VP hat

VPinf* V

VP versprochen

V

zu reparieren

Lexical entries:

〈 VP

V

hat

,





VP

NPnom

,
VP

VPpart*





〉

〈 VP

V

versprochen

,





VP

VPinf *





〉

〈 VP

V

zu reparieren

,





VP

NPacc





〉

Figure 10: Derivation and lexical entries according to
spinal TT-MCTAG with fusion.

require further lexical variation such that the tree tu-
ples in Fig. 10 suffice also to this end.

This shift to the fusion operation, however, has
significant effects on the nature of the derivation tree
and thus on the notion of node sharing. Moreover, it
is necessary to define a regulation method for fusion
which differs from usual feature-unification-based
approaches. Both issues are covered separately in
the next two sections.

4 The new face of the derivation tree

Since fusion at the root node is understood as be-
ing inherently non-embedding, it is indicated with
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chains as nodes in the derivation tree. Edges are
then used for the representation of fusion to some
non-root node, and for the representation of adjunc-
tion. In other words, edges are dominance rela-
tions, whereas nodes represent precedence relations.
Hence, the derivation in Fig. 10 receives the deriva-
tion tree in Fig. 11. Note that the edge label indi-
cates adjunction (A) or fusion (F) followed by the
tree label of the embedding tree. Fusion labels fur-
thermore contain the Gorn address of the embedding
tree.3 Other than in TAG derivation trees, auxiliary
trees dominate their target since adjunction is only
necessary at the root node.

Such derivation trees can be defined in the fol-
lowing way: A spinal TT-MCTAG derivation tree
is a tupleD = 〈C, V,E〉 with labelling functions
lE : E → LE andlV : V → LV , whereV is the set
of nodes,C is the set of chains4 with C = V ×2V×V

andE is the set of edges withE = C × C. It holds
that E is a tree over C. For eachv ∈ V there is
exactly oneζ ∈ C with ζ = 〈Vζ , Eζ〉, such that
v ∈ Vζ .

The idea of node sharing is to constrain the path
between the head and its argument in a derivation
tree. Elementary trees, however, now correspond to
nodes of chains. This can be accounted for in the
following way: Given a spinal TT-MCTAG deriva-
tion treeD = 〈C, V,E〉, a path P between nodes
vi, vj in chainsζi, ζj ∈ C is a subset ofE, such that
ζi

∗−→P ζj.
Therefore, the path from the argumentNPacc to its

headzu reparieren in Fig. 11 is the edge label
sequenceA .VPpart, A .VPinf .

5 Adapting the node sharing relation

Having explained paths in such derivation trees, we
can now specify the node sharing relation that is es-
sential for the derivational meaning of tree tuples:
Given two nodesvi, vj ∈ V in a spinal TT-MCTAG
derivation treeD, vi is in the node sharing relation
to vj , iff all edges in the pathP from vi to vj ac-
cording toD have the labelA .TID, with TID being
a tree label. This excludes edges with labelF.TID .p,

3The Gorn address of the root node isε while the Gorn ad-
dress of theith daughter of a node with Gorn addressp is p · i.

4Chains are trees where the nodes have out-degree and in-
degree of at most 1.

p > 0. A node sharing relation of this kind holds for
the nodes with labelNPacc andzu reparieren in
the derivation tree in Fig. 11. Note that, contrary to
the original definition of node sharing, the argument
now dominates the head in the derivation tree.

Finally, we can explicate, what a well-formed
derivation tree for a spinal TT-MCTAGG is: Given
a spinal TT-MCTAG derivation treeD = 〈C, V,E〉,
if v1, . . . , vn ∈ V are pairwise different nodes for
which it holds thatlV (vi) = γ for 1 ≤ i ≤ n
with γ being the head tree of a tree tuple〈γ,A〉 in
G, then for eachγ′ ∈ A, there are pairwise differ-
ent nodesu1, . . . , un ∈ V with lV (ui) = γ′ for
1 ≤ i ≤ n. Furthermore,ui andvi are members
of a chainζ ∈ C, or ui is a member ofζu ∈ C and
vi is a member ofζv ∈ C andζv → ζu, or ui is in a
node sharing relation tovi.

This also holds for the derivation tree in Fig. 11.

6 The regulation of fusion

Substitution and adjunction is usually regulated by
using some kind of feature unification, also referred
to as top-bottom unification. This has to be adapted
in the case of attachment, since attachment, other
than substitution and adjunction, needs to be reg-
ulated also with respect to the direction of attach-
ment.5 Fusion, on the other side, does not seem
to be compatible with a feature unification account
due to its non-embedding nature. Instead, we pro-
pose and briefly sketch a novel regulation method,
where node labels refer to recursive transition net-
works (RTN,(Woods, 1970)). RTNs are named finite
state automata where transitions may additionally
depend on successful calls of further RTNs. Other
than regular finite state automata, RTNs are weakly
equivalent with CFGs. We use RTNs in the follow-
ing way: a categorial label of a node in a elementary
tree, say VPfin, does not stand for a set of features,
but maps onto an RTN as depicted in Fig. 12, such
that fusion effects state transitions rather than fea-
ture unifications. This implies a strict order on the
application of fusion from the left to the right. While
the non-terminals AP, NP and VP point to respective
RTNs, the POS-labels Vfin and PART(ICLE) can

5C.f. sister adjunction constraints (SAC) from (Rambow et
al., 1995).
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<VPpart,hat,NP acc,NPnom>

<VPinf ,versprochen>

A .VPpart

<zu reparieren>

A .VPinf

<den Kühlschrank>

F.NPacc .1

<Peter>

F.NPnom .1

Figure 11: Derivation tree for (1) according to the spinal TT-MCTAG in Fig. 10.

AP|NP|VP Vfin AP|NP|VP PART

PART

AP|NP|VP AP|NP|VP

Figure 12: A recursive transition network for the label VPfin, i.e. a finite clause.

be regarded as terminal symbols. Note that the pro-
vided prototype of a VPfin-RTN straightforwardly
accounts for the prefield conditions for German - the
conditions being that the prefield, i.e. the preverbal
position, must be occupied and there is exactly one
constituent that occupies it.

7 The generative power of spinal
TT-MCTAG

From a linguistic point of view, one central ingre-
dient of mild context-sensitivity certainly is the po-
tential for the analysis of cross-serial dependencies.
While German usually serves as an exemplar of a
center embedding language, it also allows for cross-
serial dependencies (to some degree) due to the flex-
ible order of the nominal arguments. This can be
observed, e.g., in (4).

(4) dass
that

den Kühlschrank
the fridge

ihm
him

Peter
Peter

reparieren
repair

half
helped

’that Peter helped him to repair the fridge’

This kind of cross-serial dependency guided by case
is derivable in both versions of a spinal TT-MCTAG.
The order of the NP sequence and the verbal com-
plex is basically independent. In Dutch, however,

where the mapping of verbs and arguments depends
on their relative order, this does not suffice. The as-
sumed generalization is that theith noun can be only
the subject of theith verb, but counting so far is not
supported by spinal TT-MCTAG.

(5) dat
that

Jan
Jan

Piet
Piet

Marie
Marie

zag
saw

helpen
help

swemmen
swim

’that Jan saw Piet helping Marie to swim’

8 Conclusion

Certain partial VP fronting phenomena in German
seem to pose an intractable problem for currently
available MCTAG variants for German, i.e. V-TAG
and TT-MCTAG. This paper therefore proposed to
aim at flatter derived structures and investigated
ways to modify TT-MCTAG, in order to generate
them. Ideas for two novel variants of TT-MCTAG,
spinal TT-MCTAG with attachment and spinal TT-
MCTAG with fusion, were sketched, which both of-
fer means to account for the data in question. It
turned out that spinal TT-MCTAG with fusion per-
forms better, since it is straightforwardly applica-
ble to other phenomena of flexible word order with-
out violating the head tree constraint, contrary to
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spinal TT-MCTAG with attachment. Another ma-
jor advantage is that the number of lexical entries
considerably reduces due to the spinal shape of the
head tree. In return, the shape of the derivation tree
had to be modified, replacing atomic node labels by
chains, which correspond to the non-embedding na-
ture of the fusion operation. For the regulation of
fusion, we proposed to use recursive transition net-
works instead of feature unification. These modifi-
cations due to fusion certainly are far-reaching, but
we think that they are far from being mere technical
repairs. RTNs, for example, offer interesting means
to express syntactic generalizations.

Certainly, the current paper does not present a
complete picture of the proposal, and there are many
aspects, e.g. complexity issues and the regulation by
RTNs, that have to be worked out in further research.
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2005. Well-nested drawings as models of syntactic
structure. InIn 10th Conference on Formal Grammar
and 9th Meeting on Mathematics of Language (FG-
MOL05), Edinburgh.

David Chiang. 2003. Statistical parsing with an auto-
matically extracted tree adjoining grammar. In Rens
Bod, Remko Scha, and Khalil Sima’an, editors,Data
Oriented Parsing, pages 299–316. CSLI Publications.

Kim Gerdes. 2004. Tree Unification Grammar. In
Lawrence S. Moss and Richard T. Oehrle, editors,
Electronic Notes in Theoretical Computer Science,
volume 53. Elsevier. Proceedings of the joint meet-
ing of the 6th Conference on Formal Grammar and the
7th Conference on Mathematics of Language.

Laura Kallmeyer. 2009. A declarative characterization
of different types of multicomponent tree adjoining
grammar. Research on Language and Computation,
7:55–99.

Marco Kuhlmann and Mathias Möhl. 2006. Extended
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Abstract

This work provides a TAG account of gapping
in English, based on a novel deletion-like op-
eration that is referred to asde-anchoring. De-
anchoring applies onto elementary trees, but it
is licensed by the derivation tree in two ways.
Firstly, de-anchored trees must be linked to the
root of the derivation tree by a chain of adjunc-
tions, and the sub-graph of de-anchored nodes
in a derivation tree must satisfy certain inter-
nal constraints. Secondly, de-anchoring must
be licensed by the presence of a homomorphic
antecedent derivation tree.

1 Introduction

Existing TAG-accounts of gapping propose the con-
traction of nodes (Sarkar and Joshi, 1997) or adopt
elementary trees with a gap that lack the ver-
bal anchor (Babko-Malaya, 2006) or combine the
gapped elementary tree with its antecedent site into a
tree set within an MCTAG-account (Seddah, 2008).
This work breaks new ground in that it usesde-
anchoring, a deletion-like operation, for the mod-
elling of gapping, which applies to elementary trees
while being licensed by the derivation tree of licit
TAG-derivations. De-anchoring removes the an-
chors of an elementary tree and can be seen to par-
allel PF-deletion in generative grammar (Hartmann,
2000; Merchant, 2001).

∗We are grateful to Maribel Romero and Andreas Koniet-
zko; the paper has benefitted a lot from discussions with them.
Furthermore, we would like to thank three anonymous review-
ers for their valuable comments.

Our work is inspired by recent ideas from (Os-
borne, 2008; Kobele, 2009). Working in minimal-
ist grammar, (Kobele, 2009) states the following
Derivational Identity Hypothesis (DIH): “If a syn-
tactic objectSO1 is elided under identity withSO2,
thenSO1 andSO2 have been derived in exactly the
same way.” A strict reading of the DIH then leads to
the prediction that subtrees of the derivational struc-
ture can be a target of a deletion-like operation that
yields gapped structures only if an isomorphic an-
tecedent subtree of the derivation structure exists.

(Osborne, 2008), on the other side, transfers the
notion of major constituent, that is seen as being
central to the licensing of gapping (Hankamer, 1973;
Neijt, 1979; Chao, 1987), from generative gram-
mar to a dependency-based description of gapping.
A major constituent is then “a constituent the head
[i.e. the governor] of which is, but the root of which
is not, a link in the predicate chain”. The predi-
cate chain is made of the verbal complex. Gapping
then complies to theRestriction on Internal Sharing
(RIS): “The gap of conjunct-internal sharing may
not cut into a major constituent.”

We combine these approaches by describing gap-
ping in TAG as a de-anchoring operation restricted
by the derivation tree.

The paper is structured as follows: In the next
section, we introduce the operation of de-anchoring.
Then, in Sections 3 and 4, we develop relevant con-
straints for de-anchoring, based on the derivation
tree. Section 5 points out some potential problems of
our approach while Section 6 discusses its relation
to the aforementioned proposals. Finally, Section 7
briefly mentions some aspects of implementation.
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2 The Idea of De-Anchoring

In our TAG derivation trees, the edge labelS, fol-
lowed by the Gorn address of the substitution node,
indicates substitution, whereasA indicates adjunc-
tion, again followed by the Gorn address of the ad-
junction site.1 As an example, Fig. 1 shows the
derivation of (1-a).

S

NP↓ VP

V NP↓

praised

NP

N

Peter

NP

D NP∗

the

NP

N

waitress

a

praised

Peter

S.1

waitress

S.22

the

A.ε

Figure 1: Derivation and derivation tree for “Peter praised
the waitress”.

(1) a. Peter praised the waitress.
b. Adam praised Mary, and Peterpraised the

waitress.

We write derivation trees as graphs〈V,E, r〉 where
V is the set ofverticesor nodes, E ⊂ V × V the
set of edgesand there is alabeling functionl that
assigns a labell(v) to each nodev ∈ V and a label
l(e) to each edgee ∈ E. r ∈ V is the root node,
i.e., the node with in-degree0. E∗ represents the
reflexive transitive closure ofE, i.e., the dominance
relation in the tree.

We say that an elementary treeγ is de-anchored
if the terminals ofγ are deleted (i.e., replaced with
a labelε), while the other parts ofγ are retained,
thus preserving, e.g., case marking and semantics.

1The Gorn address of the root node isε while the Gorn ad-
dress of theith daughter of a node with Gorn addressp is p · i.

An example is the gapping correlate of (1-a) in (1-b)
and its derivation tree in Fig. 2, in which the root
node is de-anchored, indicated by crossing out the
node label.

praised

Peter

S.1

waitress

S.22

the

A.ε

Figure 2: Derivation tree for “Peterpraised the waitress”.

Interesting questions are now, what kind of elemen-
tary trees can be de-anchored (“internal conditions
on de-anchoring”), and what types of configurations
allow for de-anchoring (“external conditions on de-
anchoring”). We will formulate both types of condi-
tions depending on the TAG derivation tree.

3 Internal Conditions on De-Anchoring

Based on Fig. 2, a preliminary formulation of the
internal condition would be that only root nodes of
derivation trees can be de-anchored while complete
subtrees of the root node are major constituents.
This explains the unavailability of (2).

(2) *Adam praised Mary and Peterpraisedthe wait-
ress.

However, there are cases where not only the root is
part of the gap. Examples are (3) and (4).

(3) a. John gives Mary a book and Petergives
Mary a disk.

b. John gives Mary a book andJohngives Pe-
ter a disk.

(4) a. John is fond of Mary and Maryis fond of
Sue.

b. John is a reader in linguistics and Maryis a
reader in philosophy.

In (3), in addition to the deleted verb, one of its sub-
stituted arguments is deleted as well. The deriva-
tion trees for the parts containing the gaps are shown
in Fig. 3. This suggests that, if an element is
de-anchored, each of itsS-daughters can be de-
anchored as well.
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gives

S.1 S.22 S.23

Peter Mary a book
gives

S.1 S.22 S.23

John Peter a book

Figure 3: Derivation trees for (3).

In (4) , the deleted part includes a copula and a
predicate. In XTAG (XTAG Research Group, 2001),
copula as in (4) receive a small clause analysis. We
adapt this idea, differing from the XTAG-analysis,
however, in treating prepositions not as co-anchors
of the predicate (see Fig. 4). In this analysis the
predicatefond is the root of the derivation tree, and
it dominates the copula verb.

NP

N

Mary

S

NP↓ VP

V AP

ǫ A PP↓

fond

VP

V VP*

is

PP

P NP↓

of
NP

N

Sue
fond

Mary

S.1

is

A .2

of

S.222

Sue

S.2

Figure 4: Derivation for “Maryis fond of Sue”.

In order to account for (4) and (3), we revise our
internal condition as follows: The gap constitutes a
singleA-branch in the derivation tree. AnA-branch
is a path of nodes connected byA-edges. Further-
more, if a node in the derivation tree is de-anchored,

its S-daughters can be de-anchored as well.
The gap may also contain a chain of control verbs,

as has been noted already in (Ross, 1970), exempli-
fied in (5).

(5) I want to try to begin to write a novel, and

a. Marywantsto try to beginto write a play.
b. Marywantsto try to begin to write a play.
c. Marywantsto try to begin to write a play.
d. Marywants to try to begin to write a play.

XTAG adopts an analysis of control verbs that ad-
joins the control verb at the embedded infinitive and
that uses an empty category PRO that substitutes
into the subject NP slot. Such infinitives allow only
PRO as subjects; this constraint is achieved via cor-
responding features on the substitution node. The
elementary trees are shown in Fig. 5.

S

NP↓ VP

V S*

want|try|begin

V

V V*

to

S

NP↓ VP

V NP↓

write

NP

N

PRO

Figure 5: Elementary trees for control verbs in the spirit
of XTAG.

The derivation tree for (5-a) is shown in Fig. 6.
Three observations are striking: (i) the remnants
Mary anda playare complements of different verbs;
(ii) the gaps are variable in size; (iii) the gaps con-
stituteA-subtrees rather than justA-branches.

The first observation contradicts the here pro-
posed conception of major constituency, since the
first remnantMary is not an immediate daughter of
the root. Instead, it is the immediateS-daughter of a
node on aA-subtree.

The second observation suggests that a partial de-
anchoring of theA-subtree is possible: the maximal
gap in (5-a) corresponds to theA-branch, which is
de-anchorable from the edge towards and including
the root, as the other gap options in (5-b)-(5-d) show.
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write

A.ε A.21 S.1 S.22

begin to PRO a play

A.ε A.21 S.1

try to PRO

A.ε A.21 S.1

want to PRO

S.1

Mary

Figure 6: Derivation for (5-a).

Finally, we learn from the third observation that
we have to either disallow the infinitive markerto
to adjoin to the verbal stem and rather give it a lex-
ical analysis, or we have to allow the de-anchoring
of sister nodes, hence ofA-subtrees of the deriva-
tion tree. When the mother is not de-anchored, how-
ever, it moreover holds that only the node adjoining
highest can be de-anchored. This captures the un-
availability of a sole de-anchoring of the infinitive
marker:

(6) *. . . and I wantto try to begin to write a novel.

In order to formulate our internal condition, we need
the following notions: Given a derivation treeδ =
〈V,E, r〉, we call the sub-graphγ of de-anchored
nodes agap. Given a nodev ∈ V with A-daughters
v1, . . . , vk, we call〈v, vi〉 a maximally high adjunc-
tion if its label is A.p and all edges〈v, vj〉, j 6= i,
1 ≤ j ≤ k, are labeledA.pq with q 6= ε.

Gaps must satisfy the followingInternal Condi-
tion on De-Anchoring:

1. γ must be a treeγ = 〈Vg, Eg, rg〉 with Vg ⊂
V,Eg ⊂ E;

2. there must be anA-branch (possibly empty)
from the root ofδ to the root ofγ such that all
edges on this path are maximally high adjunc-
tions;

3. for every nodevg ∈ Vg, it holds that allA-
daughters ofvg in δ are also part ofγ. I.e., for
all vg ∈ Vg and allv ∈ V , if 〈vg, v〉 ∈ E and

l(〈vg, v〉) = A.p for some Gorn addressp, then
v ∈ Vg;

4. for every nodevg ∈ Vg, it holds that anS-
daughtervs of vg in δ can be part ofγ; if so, all
nodes dominated byvs in δ must also be part
of γ. I.e., for all vg ∈ Vg and allv ∈ V such
that〈vg, v〉 ∈ E andl(〈vg, v〉) = S.p for some
Gorn addressp, if v ∈ Vg, then it holds for all
v′ with 〈v, v′〉 ∈ E∗ thatv′ ∈ Vg.

It follows that in our modelmajor constituents
correspond toS-daughters of nodes of theA-subtree
below the root node. It is not permitted to delete
only parts of them. This use, however, is not exten-
sionally congruent with Osborne’s use of the term,
since he also applies it to modifiers.

4 External Conditions on De-Anchoring

Gapping is further constrained by a certain paral-
lelism of the ellipsis site and the antecedent site. We
assume here that an antecedent derivation tree repre-
sents the first conjunct of a coordinative construction
whose second conjunct includes the ellipsis. We call
this aspect theexternal conditionson de-anchoring,
and we will be mainly dealing with homomorphism
properties of the derivation trees of the ellipsis site
and the antecedent site. A strict formulation of the
external condition would be that de-anchored nodes
must have a corresponding node in the antecedent
derivation tree, such that both have (i) an identical
position in their derivation trees (i.e. an identical
path to the respective root nodes) and (ii) an identi-
cal node label, given that the node label always iden-
tifies an elementary tree unambiguously.

This is however too restrictive: Gapping is known
to allow number mismatch between elided material
and its antecedent, see (7) and also (5) above.

(7) I am flying to Europe, and youare flying to
Asia. (Osborne, 2008)

We hence need complex node labels that help to ab-
stract away from number information, as is depicted
in Fig. 7. Then, instead of requiring the identity of
the entire feature structure, we require only the iden-
tity of specific features. In particular, we require
theLEMMA feature to be identical for the two nodes
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while theANCHOR andNUM features can be differ-
ent.

flying

I

S.1 


anchor am
lemma be
num sg




A.2

to

S.222

Europe

S.2

flying

you

S.1 


anchor are
lemma be
num pl




A.2

to

S.222

Asia

S.2

Figure 7: Derivation trees of the first and second conjunct
of (7) with complex nodes.

Furthermore, dissimilarities of other properties of
ellipsis and antecedent could be permissible, though
not as easily as number mismatch. For example, the
gapped verb could be differing from the antecedent
verb wrt. word order, such as in (8), and subcatego-
rization properties, as shown in (9).

(8) ?This guy she likes, and Marylikes Peter.

(9) a. ?Peter was looking for the Olympic games
and Marywaslooking after the children.

b. ?Peter ate and Maryate a whole chicken.

These kinds of mismatch would also be handled in
terms of partial identity of complex node labels in
the derivation tree.

On the other side, certain properties of the nodes
in question must be identical, most prominently their
position within the derivation tree: In (10), the an-
tecedent verborderedis embedded in a fronted ad-
verbial clause, whereas the elided correspondent is
the matrix verb and hence in the root position of the
second conjunct.

(10) *Since Peter ordered a beer, the waitress in-
stantly reached for the fridge and
Mary ordered a whole chicken.

Likewise, we claim that mismatches of voice and

tense are not acceptable (see (11)).

(11) a. *Peter was informed by the young police
officer, and the older onewas informing
Mary.

b.?*Peter had to clean the floor last week, and
Mary hasto clean the kitchen this week

TheExternal Condition on De-Anchoring is then
as follows: A derivation treeδ containing a gapγ =
〈Vg, Eg〉 is licensed if the following holds: There are
two subtreeδ1 = 〈V1, E1, r1〉, δ2 = 〈V2, E2, r2〉 of
δ such thatδ represents the conjunction ofδ1 andδ2,
γ is a subtree ofδ2 and there is a homomorphism
h : Vg → V1 such that:

1. Identity of paths to root nodes: for allv ∈ Vg:

There arev(2)1 , . . . , v
(2)
k ∈ V2 for somek ≥ 1

with v
(2)
1 = r2, v(2)k = v and 〈v(2)i , v

(2)
i+1〉 ∈

E2 and l(〈v(2)i , v
(2)
i+1〉) = li for 1 ≤ i < k

iff there arev(1)1 , . . . , v
(1)
k ∈ V1 with v

(1)
1 =

r1, v
(1)
k = h(v) and 〈v(1)i , v

(1)
i+1〉 ∈ E1 and

l(〈v(1)i , v
(1)
i+1〉) = li for 1 ≤ i < k.

2. Identity of specific features: for allv ∈ Vg:
Certain feature values are identical forv and
h(v) in δ. These include at leastLEMMA ,
TENSEandVOICE.

5 Problems

The internal condition on de-anchoring correctly al-
lows for the de-anchoring ofS-nodes, accounting for
examples such as (12).

(12) John gave a book to Mary and

a. Petergaveabook to Sue.
b. Petergave a reportto Mary.

This, however, is too permissive. It needs to be care-
fully constrained, in order to rule out instances of
bare argument ellipsis such as in (13), which are
traditionally judged ungrammatical (see, e.g., (Jack-
endoff, 1971, (27-a)), (Johnson, 2004, p.3)).

(13) *John gave a book to Mary and
Petergaveabook to Mary.

Interestingly enough, Osborne’s proposal is also too
permissive in this respect, and this also holds for
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the proposals of, e.g., (Neijt, 1979) and (Hartmann,
2000, p.144).

The internal condition, moreover, turns out to be
too restrictive when it comes to adverbial remnants.
Consider the gapping instance in (14) and its deriva-
tion tree in Fig. 8.2

(14) Mary always finishes her homework, but
Peterfinisheshis homework only sometimes.

finish

Peter

S.1

only sometimes

A .2

homework

S.22

Figure 8: Derivation tree of (14).

We must observe that the adverb remains overt while
its dominatingA-node is de-anchored. This con-
tradicts the internal condition according to which
A-daughters of de-anchored nodes must be de-
anchored as well. A solution could be to enable
the optionality of the de-anchoring of adverbs. This
would make it necessary to have access to a distinc-
tive feature of adverbs and verbs in the process of
de-anchoring, e.g., by having access to the feature
structure used for implementing the external condi-
tion below. The distinction could be a distinction be-
tweenmodifier auxiliary trees(adverbs, adjectives,
etc.) andpredicative auxiliary trees(verbs select-
ing for a sentential complement). This distinction al-
ready has been used in (Schabes and Shieber, 1994).

A further example of an adverb that is not de-
anchored is (15). The derivation tree is shown in
Fig. 9.

(15) Mary is always fond of cheese cake, but
Peteris only sometimesfond of cheesecake.

Here, the adverb remains overt while not only
its dominating A-node but also its dominatedA-
node are de-anchored. Hence, theA-branch is
de-anchored with a hole. This clearly contra-
dicts the internal condition on de-anchoring. Mak-
ing use of concepts such as sister adjunction, one

2Note that the alternative gapping instance “Peteralways
finisheshis homework only sometimes” is not ruled out by the
syntax.

fond

Peter

S.1

only sometimes

A .2

is

A .ε

of

S.222

cheese cake

S.2

Figure 9: Derivation tree of (15).

could rearrange the derivation tree such thatis
andonly sometimes are siblings, directly dom-
inated byfond. This would reduce the example to
an example of the type of (14).

Finally, the internal condition on de-anchoring
proves too permissive in cases, where theA-tree
does not correspond to a small clause or a control
chain, but rather to , e.g., a bridge verb construction.
Consider the derivation tree in Fig. 10 resulting from
the XTAG analysis for (16):

(16) Larry thinks Sue is nice.

nice

Sue

S

thinks

A

Larry

S

is

A

Figure 10: Derivation trees for “Larry thinks Sue is nice”.

Since both the bridging verbthinksand the embed-
ded finite auxiliary verbis directly adjoin to the
small clause anchored bynice, the derivation tree
contains exactly twoA-branches. Taken the internal
condition for granted, the acceptability of the fol-
lowing gaps is predicted:

(17) Larry thinks Sue is nice and

a. *Suethinks Larry is funny.
b. *Suethinks Larryis nice.

(17-a) and (17-b) are claimed to be unacceptable
(see, e.g., (Sag, 1976, p.198)), (Johnson, 2004,
p.18), (Osborne, 2008, (106))).3 The internal con-

3(17-a) can be improved by adding a that-complementizer,
i.e. “Larry thinks that Sue is nice and Suethinks that Larry is
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dition might thus be too permissive.
One could argue that the verbthinks in (16) is

no bridge verb, but receives an analysis, where the
clausal complement is substituted into the elemen-
tary tree ofthinks. Gapping into the clausal comple-
ment would thus be blocked since a de-anchoring of
nicewould also require a de-anchoring of the entire
complement clause. This move, however, would ex-
plain only such simple cases. Where the bridge verb
analysis with adjunction is inevitable, it would still
predict the availability of the following, highly awk-
ward gapping instance:

(18) ?*Who does Mary think Bill likes and
whodoes Suethink Joelikes.

Note however that the available literature on gapped
bridge verb constructions seems to be very slim.
Furthermore, the dependency analysis in (Osborne,
2008) can correctly predict the unacceptability of
(17-b) only by the cost of stipulating two separate
predicate chains. The syntactic characterization of
those predicate chains and their separation is again
obscure.

6 Related Work

Previous TAG-accounts of gapping consider only a
very limited set of data. Furthermore, complex gaps
such as (4) and (5) pose a serious challenge for those
accounts that model the ellipsis-antecedent relations
syntactically, such as (Sarkar and Joshi, 1997) and
(Seddah, 2008). In the simple cases of gapping,
(Sarkar and Joshi, 1997) let the preterminal nodes
contract such that anchoring (i.e. lexicalization)
happens at the same time as substitution and adjunc-
tion during the parse. When gaps are complex, how-
ever, not yet anchored derived trees have to be con-
tracted instead of not yet anchored elementary trees.
In other words, contraction would then also operate
on non-immediate daughters of the conjunctor in the
derivation tree. Unfortunately, Sarkar and Joshi do
not elaborate on the details of this powerful exten-
sion, in particular on how to constrain it.

(Seddah, 2008) also analyzes simple cases of gap-
ping. In his approach, he combines the elemen-
tary trees of the antecedent verb and the elided verb

funny”. (c.f. (Sag, 1976, p.198)),(Osborne, 2008, (5))

into a single tree set. The resulting MCTAG is con-
strained to be tree-local. To process complex gaps in
this vein, however, requires more expressive power:
since, e.g., the control verbs and their elided coun-
terpart adjoin into different trees from different el-
ementary trees belonging to the same tree set, we
need at least set-locality. This illustrates the so far
unnoticed complication due to complex gaps.

It remains to say that the semantic account in
(Babko-Malaya, 2006) is not affected in this respect.

Even though we share with (Kobele, 2009)
the interest in derivational structures along the
Derivational Identity Hypothesis (DIH), his account
(within the minimalist grammar framework) differs
considerably from ours. The main reason for this
contrast is the fundamentally differing nature of
the respective derivational structures. In minimal-
ist grammar, the non-terminal nodes of the deriva-
tion tree indicate combinatorial operations, i.e.,
merge and move. Most importantly, the predicate-
argument relation is opaque, which also follows
from the fact that minimalist grammar does not dis-
pose of an extended domain of locality. Since the
DIH suggests that only common subderivations are
subject to deletion, Kobele’s account seems to run
into difficulties when applied even to simple cases of
gapping. In fact, Kobele does not flesh out a theory
of gapping in his paper. He is more concerned with
voice mismatches in sluicing constructions, where
his account is particularly fruitful.

Compared to (Kobele, 2009), our account bears
more similarity to the theory of gapping in terms
of dependency structures as presented in (Osborne,
2008). This follows from the fact that TAG-
derivation trees and dependency structures share
crucial commonalities, even though complementa-
tion in some cases (e.g. with control verbs) receives
an inverted dominance relation. Hence, the empir-
ical predictions for gapping should overlap for the
most part, if not completely. Crucial differences,
however, can be found in the technical specifica-
tion: while Osborne remains vague about the syn-
tactic nature of a “predicate chain”, which consti-
tutes a gap, and refers to its semantic contribution
instead, we propose an intrinsically syntactic delim-
itation of gaps based onA-subtrees. Osborne’s pro-
posal, furthermore, does not account for the vari-
ability of gaps within control chains. This is maybe
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due to the fact that Osborne aims at rephrasing ma-
jor constituency in terms of dependency, and con-
trol chains are considered not to involve major con-
stituents. Finally, our account includes an expli-
cation of the antecedent-ellipsis relation in terms
of a homomorphism on derivation trees, which Os-
borne’s proposal lacks completely.

The problems of our account concerning the role
of adverbs reflect the ambivalence of adjunction
with respect to complementation and modification.
This work would, thus, benefit from a convergence
with dependency representations in this regard.

7 Implementation Issues

As we have seen when formulating the external con-
dition, de-anchoring is licensed only if we can find a
homomorphic antecedent node in the derivation tree
of the first conjunct. This could be exploited for
parsing. The idea is to allow some kind ofmulti-
ple use under de-anchoringfor selected elementary
trees. Whenever a de-anchored tree is used during
parsing, we check the internal and external condi-
tions for de-anchoring on the part of the derivation
tree that is already available.

8 Conclusion

This paper has provided an account of gapping in
English within LTAG. We have exploited the fact
that LTAG provides an extended domain of locality
and, besides the derived trees, generates also deriva-
tion trees that abstract away from details of the con-
stituency structure and that are close to dependency
trees. We claim that LTAG derivation trees are an
appropriate structure for restricting the availability
of gapping constructions.

In our approach, gapping is achieved via an op-
eration of de-anchoring that deletes lexical anchors
from elementary trees. Inspired by recent research
on gapping and relations to the derivation structure
in the context of minimalist grammar, we have for-
mulated a list of licensing conditions on the deriva-
tion tree that allow for de-anchoring within gapping
constructions. Even though there are cases that re-
main problematic, our approach covers a large part
of the gapping phenomena discussed in the litera-
ture.
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Abstract

In this paper1 we present an extension of MC-
TAGs with Local Shared Derivation (Seddah,
2008) which can handle non local elliptic co-
ordinations. Based on a model for control
verbs that makes use of so-calledghost trees,
we show how this extension leads to an analy-
sis of argument cluster coordinations that pro-
vides an adequate derivation graph. This is
made possible by an original interpretation of
the MCTAG derivation tree mixing the views
of Kallmeyer (2005) and Weir (1988).

1 Introduction

Elliptic coordinate structures are a challenge for
most constituent-based syntactic theories. To model
such complex phenomena, many works have argued
in favor of factorized syntactic structures (Maxwell
and Manning, 1996), while others have argued for
distributive structures that include a certain amount
of non-lexically realized elements (Beavers and Sag,
2004). Of course, the boundary between those two
approaches is not sharp since one can decide to first
build a factorized syntactic analysis and then con-
struct a more distributive structure (e.g., logical or
functional).

So far, the Combinatorial Categorial Grammar
(CCG) framework (Steedman, 2001) is considered
as one of the most elegant theories in accounting
for coordination. Indeed, the CCG syntactic layer,
which is closely tied to an syntax-semantic interface
handled in a lexicalized way, permits the coordina-
tion of nonstandard constituents that cause a non-
trivial challenge for other frameworks. On the other

1The first and second authors gratefully acknowledge the
support of the ANR SEQUOIA (ANR-08-EMER-013). We
thank Pierre Boullier, Éric de La Clergerie, Timm Lichte, Grze-
gorz Chrupala and our anonymous reviewers for their com-
ments. All remaining errors would be ours.

hand, some phenomena such as coordination of un-
like categories are still a challenge for theories based
on strict atomic category coordination.

In the broader context of ellipsis resolution, Dal-
rymple et al. (1991) propose to consider elided ele-
ments as free logical variables resolved using Higher
Order Unification as the solving operation. Inspired
by this approach and assuming that non-constituent
coordination can be analyzed with ellipsis (Beavers
and Sag, 2004),2 we consider elliptic coordination as
involving parallel structures where all non lexically
realized syntactic elements must be represented in
a derivation structure. This path was also followed
by Seddah (2008) who proposed to use the ability
of Multi Component TAGs (MCTAGs) (Weir, 1988)
to model such a parallelism by including conjunct
trees in a same tree set. This simple proposal allows
for a straightforward analysis of gapping construc-
tions. The coverage of this account is then extended
by introducing links calledlocal shared derivations
which, by allowing derivations to be shared across
trees of a same set, permit to handle various elliptic
coordinate structures in an efficient way. This work
showed that, assuming the use of regular operators
to handlen-ary coordinations, a broad range of co-
ordinate structures could be processed using a Tree-
Local MCTAG-based formalism named Tree Local
MCTAG with Local Shared Derivations. Neverthe-
less, being tied to the domain of locality of a tree set,
the very nature of this mechanism forbids the shar-
ing of derivations between different tree sets, thus
preventing it from analyzing non-local elliptic coor-
dinations.

In this paper, we introduce an extension of this
model that can handle non-local elliptic coordi-
nation — close to unbounded ellipsis (Milward,
1994) —, which can be found in structures involving

2See (Abeillé, 2006; Mouret, 2006) for discussions about
this assumption.
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α-aimer



a)
S

����
HHHH

N0↓ V

[aimer]

N1↓

b)
Sc

��� HHH

N0↓ V

ε

N1↓





α-et
S

��� HHH

S↓ et Sc ↓
α-X

N

X={Jean|Marie|Paul|Virginie}

α-et

�����

HHHHH

α-aimer(a)

��� HHH
α-Jean α-Marie

α-aimer(b)

��� HHH

α-Paul α-Virginie

Figure 1: Sketch of an analysis for “Jean aime Marie et Paul Virignie”
The root label ofα-aimer(b) is subscripted in order to avoid overgeneration cases such as *”Paulε Virginia and John lovesi Mary”.
The same procedure is applied for the remaining analysis although the marks are not displayed.

control verbs and elliptic coordinations.
We also show how our model can cope with argu-
ment cluster coordination and why an interpretation
of the derivation tree mixing David Weir’s (1988)
original view of MCTAG derivation tree, where each
MC set is interpreted as a unique node, and the
one introduced by Laura Kallmeyer (2005), where
the derivations are the ones from the underlying
TAG grammar, is required to yield a derivation tree
as close as possible to a proper predicate-argument
structure.

2 Standard elliptic coordinate structures

An MCTAG account of many coordinate structures
involving ellipsis has been proposed by Seddah
(2008). The core idea is to use the extended MC-
TAG’s domain of locality to enforce a somewhat
strict parallelism between coordinate structures.

For example, gapping, as in (1) can be modeled,
without any specific operation, by including in a
same MC-Set two trees that are identical except for
one thing: one is fully lexicalized whereas the other
one is anchored by an empty element.

(1) Jean aimei Marie et Paulεi Virginie
John lovesi Mary and Paulεi Virginia

Calling this second lexically unrealized tree a
ghost tree, the missing anchor can be retrieved sim-
ply because the tree it anchors is in the same MC-Set
as itsghost tree. In other words, the label of the MC-
Set includes the anchor of its fully lexicalized tree.
The application of this model to (1) is shown in Fig-
ure 1.
Note that this account only requires the expressiv-
ity of Tree-Local MCTAGs and that unlike other
approaches for gapping in the LTAG framework

(Sarkar and Joshi, 1996; Seddah and Sagot, 2006;
Lichte and Kallmeyer, 2010), this proposal for gap-
ping does not require any special device or modifi-
cation of the formalism itself.

In order to model derivations that involve the eli-
sion of one syntactic verbal argument as in right
node raising cases (RNR) or right subject elision co-
ordinations, the formalism is extended with oriented
links, calledlocal shared derivation(local SD), be-
tween mandatory derivation site nodes: whenever a
derivation is not realized on a given node and assum-
ing that a local SD has been defined between this
node and one possible antecedent, a derivation be-
tween those nodes is inserted in the derivation struc-
ture.3

Furthermore, if the constraint of having identical
tree schema in a tree set (one being fully lexical-
ized and the other anchored by an empty element)
is relaxed, one gets the possibility to give more flex-
ibility to the structure parallelism enforced by this
model of gapping. This is what is needed to handle
coordination of unlike categories and zeugma con-
structions (Seddah, 2008).
In the same spirit, by viewing the anchoring pro-
cess as a regular derivation4, and hence allowing lo-
cal SDs to occur on anchoring derivations as well,
one can get a very flexible model allowing for trees,
sharing the same tree schema but with different an-
chors, to be coordinated. Thus, RNRs are simply
analyzed in this framework by having two identi-
cal tree schema anchored by two different verbs and
with one local shared derivation occurring from the
N1 node of the right conjunct tree to theN1 of its

3Note that a real derivation always has precedence over a
local shared one.

4Represented, for simplicity, as a special case of substitution
labeled Vanchor ↓ in the relevant figure.
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left counterpart. Such an analysis of RNR for (2) is
shown on Figure 2.

(2) Jean fabriqueεi et Marie vend [des crêpes]i

John makesεi and Mary sells pancakesi

3 MCTAG with Local Shared Derivations

Following Kallmeyer (2005), we define an MCTAG
as a tupleGMCTAG = 〈I, A,N, T, S〉, whereI
(resp.A) is the set of initial (resp. auxiliary) trees,
N (resp.T ) the set of nonterminal (resp. terminal)
labels andS the set of elementary MC-Sets. AMC-
TAG with Local Shared Derivations (MCTAG-LSD)
Gwhose underlying MCTAG isGMCTAG is defined
asG = 〈I, A,N, T, S, L〉, whereL is the set of ori-
ented links between two leaf nodes of two trees in a
same MC-Set inS.

MCTAG-LSD derivations extend derivations of
the underlying MCTAG by allowing forlocal shared
derivations, that we shall now define.

Let Γ = {γ0, . . . , γn} be an MC-Set inS. Let
LΓ be the set of (oriented) links inΓ, i.e. pairs of the
form 〈NL, NR〉 whereNL andNR are nodes in two
different trees inΓ. Let us suppose that:

• a treeγ′ is substituted on a nodeNL in a treeγi

• there exists a nodeNR in another treeγj ∈ Γ
such that〈NL, NR〉 is in LΓ

Then, a local shared derivation can be created as fol-
lows:

• a substitution link betweenγ′ andγj is added in
the derivation structure; thus,γ′ has at least two
ancestors (γi andγj) in the derivation structure,
which becomes a DAG instead of a tree;

• an initial tree anchored by an empty element is
substituted on the nodeNR.5

Note that this also applies for mandatory adjunc-
tions, besides substitutions.

Any MCTAG derivation is a valid MCTAG-LSD
derivation. However, local shared derivations al-
low for performing additional derivation operations.

5Another possibility would be to mergeNR with NL, as for
example in (Sarkar and Joshi, 1996). However, this leads to
derived DAGs instead of trees.

Therefore, the language generated byG strictly con-
tains the language generated byGMCTAG. How-
ever, these additional derivations can be simulated
in a pure MCTAG fashion, as follows. For a given
MCTAG-LSD MC-Set that contains a unique local
shared derivation link, we can generate two MC-
TAG MC-Sets, one that would enforce the substi-
tution by lexicalized trees at both ends of the link,
and one that would enforce the substitution of a lex-
icalized tree at the starting node of the link and the
substitution of aghost treeat the other end of the
link. This mechanism can be generalized to MC-
Sets with more than one local shared derivation.
This skteches the proof that the set of languages gen-
erated by MCTAG-LSDs is the same as that gener-
ated by MCTAGs. Therefore, MCTAG-LSDs and
MCTAGs have the same weak generative capacity.
Moreover, these considerations still hold while re-
stricting GMCTAG to be TL-MCTAG. Therefore,
TL-MCTAG-LSDs and TL-MCTAGs have the same
weak generative power.
In order to cope with very large grammar size, the
use of regular operators to factorize out TAG trees
has been proposed by (Villemonte de La Clergerie,
2005), and has lead to a drastic reduction of the num-
ber of trees in the grammar. The resulting formalism
is calledfactorized TAGsand was adapted by Sed-
dah (2008) to the MCTAG-LSD framework in order
to handle n-ary coordinations. The idea is to factor-
ize MCTAG-LSD sets that have the same underly-
ing MCTAG set (i.e. they are identical if links are
ignored). Indeed, all such MC sets can be merged
into one unique tree set associated with the union of
all corresponding link sets. However, as with factor-
ized TAGs, we need to add to the resulting tree set
a list of constraints,R, on the construction of local
shared derivations. The result is an extended for-
malism, calledfactorized MCTAG-LSD, which does
not extend the expressive power ofMCTAG-LSD
but allows for more compact descriptions. Our re-
sulting coordination scheme is shown on Figures 3
and Figure 4.

S

�������
����

HHHH
XXXXXXX

S↓ (’,’ Sc ↓)* et Sc ↓

Figure 3: Factorizedα-et withn conjuncts
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α-et
S

��� HHH

S↓ et Sc↓

α-N0VN1



a)
S

����
HHHH

N0↓ V

Vanchor↓

N1↓

b)
Sc

����
HHHH

N0↓ V

Vanchor↓

N1↓





Vanchor

[fabriquer]

Vanchor

[vendre]

α-X
N

X={Jean|Marie|des crêpes}

Figure 2: Sketch of a right node raising derivation for:Jean vendεi et Marie fabrique [des crepes]i (John makesεi
and Mary sells pancakesi) (Seddah, 2008).Note that the tree setαN0VN1 includes all possible Local Shared Derivation links,
even though only the link between the twoN0 nodes is used here.

α-N0VN1





a)
S

����

HHHH

N0↓ Vanchor ↓ N1↓




b)
Sc

����

HHHH

N0↓ Vanchor ↓ N1↓




*




Figure 4: Factorized MC-Set with Local SDs.Con-
straints are not displayed.

4 The case for Unbounded Ellipsis

The problem with this model is its heavy depen-
dence on the domain of locality of a tree set. In fact,
if creating a link between two derivation site nodes
inside the same tree set is straightforward, things
become complicated if the derivations that must be
shared involve two nodes from different tree sets.
For example, in cases involving a control verb and
right-subject ellipsis such as in (3), the subject is
shared among the three verbs, although the control
verb elementary tree (see Figure 6) cannot be in the
same tree set as the others.6

(3) Jeani ronfle etεi espèreεi dormir
Johni snores andεi hopesεi to sleep

4.1 Control Verb and MCTAG

Regarding the control verb phenomenon, an LTAG
analysis was proposed by Seddah and Gaiffe (2005)7

involving a complex parsing device, the so-called
argumental fusion, and a lexicon based information
structure, thecontrol canvas, stating which argu-
ment is controlled by the verb (e.g. subject forto

6We assume a non-VP coordination analysis of (3).
7The pure LTAG analysis of French control verbs was ini-

tially proposed by Abeillé (1998).

hopeand object forto forbid). The idea there was
to view control verbs as capable of transferring their
controlled argument to the trees in which they ad-
join by the means of partial derivations, allowing for
the creation of apseudo-derivationbetween the ar-
gument of the control verb tree (i.e. Control Tree)
and the embedded verb. Thispseudo-derivation
accounts for the fact that a syntactic argument of
the embedded verb is not realized whereas its mor-
phological features are actually transfered from the
Control Tree substitution node through percolation
of its feature structure,8 thus making the underly-
ing unrealized derivation explicit.9 Figure 6 gives
an overview of the process leading to a derivation
graph.

argumental Fusion

(1) espèreβ1

(2) Jeanα2

dormirα1

Derivation Graph

α2

β1

ε

α1

Jean

VP

dormir

S

VP
N0

espère

S

S*
N0−0

N

Figure 6: Overview of control verb analysis, (Seddah and
Gaiffe, 2005)

This analysis can be rephrased in our framework
by associating the control tree with a single node
sharing a derivation with the node controlled by the
verb, as illustrated in Figure 7.

8See this example of feature transfer in French:
Mariei espère εi être belle.
Mary-FEM-SGi hopes εi to be pretty-FEM-SG.

9This mismatch between the derivations underlying a de-
rived structure and thereal derivation structure is also noted
by Kallmeyer (2002) for quantifier and verb interrelations.

Djamé Seddah, Benoit Sagot, Laurence Danlos

104



b) case with two ghost−trees

Jean_i

ronfler dormir

espèrer N0(Jean)

et

Jean_iJean_i
a) b)

ronfle dormir

β1

ε

a) case with one ghost−tree

α et

α Jean

ε

α N0V

N0(Jean)
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et

Jean_i Jean_i

S*

V

S

N0

N0 V

S

N0

S

N

S

S

et

espèrer

N

Jean

N
V

S

espère

N0

Figure 5: MCTAG-LSD derivation for“Jean ronfle et espère dormir”(John snores and hopes to sleep)
For the sake of legibility, anchoring derivations of verbaltrees are not displayed in this figure.

β-espèrer

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S

����
HHHH

N0↓ V

espère

S* N0





Figure 7: MC-Set for control verbespérer(to hope) and
derivation tree for 3.

Note that similarly to the initial LTAG implemen-
tation discussed above, where theargumental fusion
could only occur on the node of a tree where the con-
trol tree was to adjoin, it is necessary to restrict the
substitution of the control verb MC set’ssinglenode
in the same way. In other words, to avoid overgen-
eration, in the case of chain of controls ( e.g.,John
hopes to forbid Mary to sleep), the derivations of a
control verb MC set’s trees must be tree local.10

4.2 Control Verb and Coordination

Until now, we have assumed that only initial trees
anchored by verbs could be described in an MC-Set
together with theirghost trees. Therefore, there is no
way to create derivation links between different MC-
Sets for providing an elegant analysis of (3) while re-

10Thanks to Timm Lichte for bringing this case to our atten-
tion.

maining in TL-MCTAG-LSD. Nevertheless, nothing
prevents us from allowing nominal trees to be char-
acterized in the same way. This allows a (lexically)
anchored tree to substitute into a tree of a given MC-
Set while one of itsghost treessubstitutes into an-
other tree from a different tree set. Thus, it becomes
possible to substitute a tree anchored byJean into
the tree anchored bydormir, while its unrealized
counterpart will substitute into the argument node
of the control verb, therefore allowing the derivation
tree displayed in Figure 5a. As one tree is derived
into one MC-Set and itsghost treeinto another, this
analysis falls beyond TL-MCTAG, and benefits from
the larger expressivity of NL-MCTAGs.
It shall be noted that having an unrestricted poten-
tial number of unrealizedghost treesinside a nomi-
nal MC-Set means that a substitution of such aghost
treecan occur in lieu of a shared derivation, thus al-
lowing coindexations of derivation nodes instead of
sharing (cf. Figure 5b).
This potential source of ambiguity could be circum-
vented by stating precedence rules between shared
derivations andghostderivations (i.e. derivation of
ghost trees). Nevertheless, such an ambiguity is pre-
cisely what is needed to provide an analysis of argu-
ment cluster coordination in our framework, as we
shall now demonstrate.
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5 Argument cluster coordination

Assuming an ellipsis analysis for argument cluster
coordination (ACC; (Beavers and Sag, 2004)), sen-
tences such as (4) can be simply analyzed as a case
of gapping plus a right subject elision in our frame-
work. This requires an MC-Setα-donner which in-
cludes a tree anchored bydonner/giveand itsghost
tree, as depicted in Figure 8.

(4) Jeani donnej une fleur à Marie etεi εj une
bague à Paul
John gives Mary a flower and Paul, a ring

However, let us assume an analysis involving a right
subject elision and a gapping of the main verb. Then,
using the extension of our framework that we de-
fined for handling unbounded ellipsis (section 4), the
subject ofεj can be obtained in two different ways:
(i) via a local shared derivation as sketched in the
previous sections (noghost treeis needed in the MC-
Setα-Jean, which contains one unique tree); or (ii)
as aghost treethat belongs to the MC-Setα-Jean.

Note that if we follow Weir’s (1988) original defi-
nition of MCTAG derivation, both ways to obtain the
subject lead to the same derivation structure. Our
own model implies that derivation steps with LSD
or involving ghost treeswill lead to different struc-
tures. This comes from the fact that our model is
based on Kallmeyer’s per-tree interpretation of MC-
TAG derivation.

More precisely, Weir’s definition of MCTAG
derivation always implies a sharing, whereas
Kallmeyer’s own definition leads to two different,
possibly co-indexed, nodes. These two possible in-
terpretations of derivation can handle the difference
between (i) an elided anchor that refers to the same
individual or event as the anchor of the lexicalized
tree in the same MC-Set (asJeanin (4)) and (ii) an
elided anchor that refers to another (co-indexed) in-
stance of the same class of individuals, or events, (as
fleur/flower in (5)).

(5)

Jeani donnej une fleurk bleue à Marie et
Johni givesj a blue flowerk to Mary and

εi εj uneεk rouge à Paul
εi εj a red (one)k to Paul

Therefore, what we need is a mechanism that can
determine whether a given MC-Set denotes a unique

event or individual, the latter corresponding to the
sharing case or a list of events or individuals that are
instances of the same class of events or individuals.
Such a mechanism requires more than just syntactic
information, typically it needs to rely on an adequate
type system.

Let us consider again example (5). Whatever
the interpretation of the derivation operations, the
derivation runs as follows. Nominal MC-setsα-fleur
andα-Jean includeghost trees, whereas the auxil-
iary treesβ-bleu andβ-rouge have noghost trees.11

The auxiliary tree inβ-bleu adjoins to the non-ghost
tree inα-fleur while the one inβ-rouge adjoins to
theghost treein α-fleur. The determiners are treated
in the same way. Next, the tree based on the non-
ghost tree inα-fleur substitutes in the non-ghost tree
in α-donner, whereas the other tree substitutes in the
ghost tree inα-donner.12 The gapping and right sub-
ject elision are then handled as in Section 2.

Now, let us suppose that we associate the MC-
Set α-Jean with a type<e> and the MC-Setα-
fleur with type <e, t>. Let us postulate that
we use Kallmeyer’s per-tree interpretation for MC-
Sets with type<e, t> and Weir’s interpretation for
MC-Sets with type<e>, the resulting derivation
structure would be exactly the expected predicate-
argument structure as shown in Figure 9b and will
only require the expressive power of Set Local MC-
TAGs.

To show how such a structure could be gener-
ated, we assumed a rather naive syntax-semantics
interface where all elements of a nominal MC-set
have the same scope, regardless of their semantic
types. That is, as pointed out by an anonymous re-
viewer, if an NP is right-node-raised, or undergoes
a right-subject elision,13 we can have an NP with
type<e, t> that leads to a wide scope reading which
would imply a single node in the derivation tree. In
fact, should we want to distinguish between narrow

11Allowing unlimited adjunction ofghost auxiliary trees
would lead to many spurious ambiguities, whereas having
modal verbs or adverbs together with theirghost treesin a MC
set would certainly be a step toward an elegant treatment of
elided modifiers.

12To avoid spurious ambiguities whenghost treesare substi-
tuted, Local Shared Derivations could be used to check that the
right ghost treehas been derived wrt to its antecedent.

13e.g.,[Someone from NY]i seems to have won the cup and
εi is likely to win the lottery.
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Figure 8: MC-Setα-donner(Constraints on links are defined as follows: {(A, {B|C})})

and wide scope readings, we would need a richer
model that could infer scope information from all
trees of a MC-set. It would be very interesting to
see how a modelà la Kallmeyer and Joshi (2003)
could be integrated in our framework. In fact, the
idea of adding another type of node carrying scope
information through the derivation structure seems
natural considering the nature of our proposal.

6 Discussion

If syntactic and semantic structures were tied by a
strict isomorphism, the TAG derivation tree, with
its strict encoding of subcategorized arguments,
could have been considered as a proper predicate-
argument structure. Unfortunately, due to a lack of
expressive power, most of the complicated cases of
mismatch between syntax and semantics cannot be
formalized without breaking the elegance of TAGs’
main property, namely that dealing with elementary
trees means dealing with partial dependency struc-
tures. Over the last fifteen years, solving this prob-
lem has mobilized many teams, and, as noted by
(Nesson and Shieber, 2006), led to the emergence of
two schools. One focusing on giving more expres-
sive power to the formalism in order to ease either
a tight integration between the logical and the syn-
tactic layers (Kallmeyer and Joshi, 1999; Gardent
and Kallmeyer, 2003) or a capacity to handle, for
instance, free word order languages (Lichte, 2007).
The other school focuses either on keeping the syn-
tactic TAG backbone as pure as possible, by design-
ing a new derivation operation to handle coordina-
tion (Sarkar and Joshi, 1996) or on carefully de-
signing a syntax-semantic interface built upon TAG
derivations (Shieber and Schabes, 1990; Shieber and
Nesson, 2007). Our proposal stands in between as
we acknowledge that pure TAGs are not powerful

enough to carry on simple analysis of complex phe-
nomena while bringing the derivation tree closer to
a predicate-argument structure. Recent proposals
in the synchronous TAG framework share the same
concern. In fact, Shieber and Nesson (2007) use
Vector MCTAG (Rambow, 1994), for its ability to
underspecify dominance relations and provide the
synchronized logical layer with a derivation struc-
ture suitable for the analysis of control verbs. How-
ever, as we have shown, our solution for control re-
quires a generalization of the mechanism designed
for handling elliptic coordination that needs the ex-
pressive power of Non Local MCTAGs and tight in-
tegration of our proposal with a syntax-semantic in-
terface. This raises two open questions: What gen-
erative power do we really need to build appropriate
derivation structures? More importantly, where do
we want syntax to stop?

7 Conclusion

We have shown how to extend an MCTAG account
of coordination with a simple mechanism added on
top of its extended domain of locality and which en-
ables the handling of more complex constructions
involving control verbs and elliptic coordinations.
We have also shown how argument cluster coor-
dinations could be treated in our framework with-
out any special treatment besides the inclusion of a
small type inference system if one wants to provide a
proper dependency structure. Our work also shows
that our treatment of such coordinate constructions
needs the expressive power of Non Local MCTAGs
to cope with unbounded ellipsis and Set Local MC-
TAGs for ACC.
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Abstract

Highly compacted TAGs may be built by al-
lowing subtree factorization operators within
the elementary trees. While hand-crafting
such trees remains possible, a better option
arises from a coupling with meta-grammar
descriptions. The approach has been vali-
dated by the development of FRMG, a wide-
coverage French TAG of only 207 trees.

1 Introduction

Tree Adjoining Grammars (TAG – (Joshi, 1987)),
plus feature decorations, provide a powerful and el-
egant formalism to capture many syntactic phenom-
ena, due to the adjoining mechanism, tree lexical-
ization, and extended domain of locality of trees.
However, it is well-known that the two last prop-
erties easily lead to a combinatorial explosion in
term of trees, with large coverage grammars of sev-
eral thousand trees (or even more) (Crabbé, 2005;
Abeillé, 2002). This explosion induces problems
of development and maintenance of the grammars,
but also of efficiency during parsing. Several ap-
proaches have been proposed to remedy to the sit-
uation, either on the maintenance side or on the
efficiency side. On the maintenance side, besides
the notion of families present in the XTAG archi-
tecture (Doran et al., 1994), one may cite the use
of metarules (Prolo, 2002) to derive trees from the
“canonical” versions, and meta-grammars (Candito,
1999; Duchier et al., 2004) where the grammars
are derived from a constraint-based modular level
of syntactic descriptions organized as an inheritance
hierarchy of elementary classes. On the efficiency
side, besides more or less clever lexicalization-based

filtering techniques (such as suppertagging), one
may cite the factorization of common sub-trees us-
ing automata (Carroll et al., 1998) or the possibility
to attach, modulo regular expressions, several pos-
sible tree traversals to a tree (Harbusch and Woch,
2004). However, no approach cover both side of
the problem, namely maintenance and efficiency. In
particular, finding common sub-trees in a large TAG
(with decorated nodes) is a difficult task (from an al-
gorithmic point of view) and attaching tree traversals
requires some efforts from the grammar writer. We
propose a more modular approach based on the use
of local subtree factorization operators that be ex-
pressed locally and easily in the elementary classes
of a metagrammar. The generation of complete min-
imal trees by a meta-grammar compiler combines all
these local factorizations to produce highly factor-
ized trees that couldn’t easily have been written by
hand. These ideas have been validated during the de-
velopment of FRMG, a large coverage French meta-
grammar producing only 207 trees.

Some background about Meta-Grammars is pro-
vided in Section 2. Tree factoring through MG de-
scriptions is illustrated by a few syntactic phenom-
ena in Section 3. In Section 4, we present FRMG.
Because a grammar is only useful with a parser, Sec-
tion 5 precises some aspects of this parser, focusing
on those that ensure its efficiency. Finally, Section 6
presents some results.

2 Meta-Grammars

Meta-Grammars favor the modular development of
grammars by grouping small sets of elementary con-
straints in classes related to micro syntactic phenom-
ena. Elementary constraints include node equal-
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ity (A=B), node dominance (immediate with A >> B
or not with A >>+ B) and node precedence (A < B).
Decoration constraints as feature structures may also
be attached to nodes (node v: [person: 1 | 3, mood
:~imperative|gerundive] ) or to a whole class (desc
:[ extraction : −] ), allowing, as values, constants,
recursive feature structures, (possibly negated) fi-
nite set values, and variables. Path-based equations
may also be used to unify decorations (node(Det) .
top .number = node(N).top .number or desc . diathesis
= node(V).top . diathesis ).

Classes are organized in a multiple inheritance
hierarchy (using the <: operator), allowing to pro-
gressively refine and enrich syntactic notions (for
instance the notion of subject to get extracted sub-
jects, impersonal subjects, French post-verbal sub-
ject, . . . ), a class inheriting its ancestors’ constraints.

A crossing mechanism is used to combine the ter-
minal classes (e.g. the classes with no children,
wrt the inheritance hierarchy). The existing MG
formalisms implement various flavors of crossing
mechanisms, the general idea being to accumulate
the constraints of the parent classes while check-
ing that they remain satisfiable. Close from the
original MGs (Candito, 1999) but constrained to be
monotonic, we use a resource-based crossing mech-
anism: a class C− may require some resource R (−
subject) while another class C+ may provide this

resource R (+ subject ). In that case, we try to com-
bine C− and C+, neutralizing the resource R. The
basic resource-based mechanism has been extended
with the notion of namespace, allowing a class C−

to require the same resource R several times but
in distinct namespaces Ni (for instance, requiring
two instances of agreement constraints on distinct
nodes with − det :: agr and −root :: agr). The con-
straints from the R-provider class C+ are renamed
with namespaceN to avoid names clashes for nodes,
variables, and resources, as shown by the following
equation:

C−[−N ::R ∪ K−]⊕ C+[+R ∪ K+] =

(C− ⊕N ::C+)[=N ::R ∪ K− ∪N ::K+]

The surviving neutral classes (i.e. those requiring
or providing no resources) are used to generate a
minimal set of minimal trees, given their constraints.
Again, the notion of tree minimality depends on the

flavor of MGs and also on the target syntactic for-
malism (for instance MC-TAGs for (Kallmeyer et
al., 2008)). In general, a minimal tree does not intro-
duce nodes not mentioned in the constraints and re-
places non immediate dominance constraints by par-
ent relations. In our case, we also try also to preserve
tree factoring as much as possible.

3 From MGs to factorized trees

Tree factoring relies on regexp-like operators work-
ing on nodes, or more precisely on the subtrees
rooted by these nodes. The (informal) notation
T [(t1op t2)] denotes the application of the operator
op on subtrees t1 and t2 in the context of tree T .

3.1 Disjunction

The first operator concerns disjunction over nodes,
with T [(t1; t2)] straightforwardly equivalent to the
set of trees T [t1] and T [t2]. At the level of MGs, dis-
junction is explicitly introduced with special nodes
carrying the information type : alternative . The al-
ternatives nodes are largely used, for instance to
represent all possible realizations for a subject as
sketched in the following class:1

c l a s s c o l l e c t _ r e a l _ s u b j e c t {
node SAl t : [ t y p e : a l t e r n a t i v e ] ;
SAl t >> S_Cl ;
node S_Cl : [ t y p e : coanchor , c a t : c l ] ;
SAl t >> S_NP ;
node S_NP : [ t y p e : s u b s t , c a t : np ] ;
SAl t >> S_Sent ;
node S_Sent : [ t y p e : s u b s t , c a t : S ] ; . . . }

3.2 Optionality and guards

From disjunction immediately derives the option-
ality operator with T [t?] ≡ T [(ε; t)]. At MG
level, a node may be marked as optional using the
optional feature. Note that even a special alter-
native node may be made optional, for instance the
previous SAlt node.

However, most of the times, a node is made op-
tional with conditions: positive (resp. negative)
guards2 may be used to control the presence (resp.
absence) of a node. A guard G is a Boolean dis-
junctive and conjunctive formula over path equa-

1The examples are simplified versions of classes in FRMG.
2The term guard comes from the Constraint Programming

community.
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tions. For instance, the presence of a subject may
be (naively) controlled by the verb mood, with:

SAl t =>
node (V) . t o p . mood = ~ i m p e r a t i v e ;

~ SAl t =>
node (V) . t o p . mood = i m p e r a t i v e ;

More formally, a guard G is equivalent to a finite
set ΣG of substitution, implying that T [(G+, t;G−)]
may be replaced by the finite set of trees {T [t]σ‖σ ∈
ΣG+} ∪ {T [ε]σ‖σ ∈ ΣG}.

More than one guard may be progressively at-
tached to a node while crossing classes. The posi-
tive guards from one part and the negative ones from
the other part are separately combined using con-
junction, which may finally lead to complex guards.
However, for neutral classes, a set of rewriting rules
is used to reduce the guards by removing the parts
that are trivially true or false3. Obviously, if a guard
is of the form G = G1 ∧ G2 and G1 is shown to be
trivially true (resp. false) then G may be reduced to
G2 (resp. to false).

Guards are heavily used in FRMG. Actually, pos-
itive guards are also used on non optional nodes
to attach disjunctive constraints to a node, or con-
straints to a node under a disjunctive node, for in-
stance to state that a sentential subject should be in
subjunctive mood:

S_Sent +
node (V) . t o p . mood= v a l u e (~ s u b j u n c t i v e )

3.3 Repetition

The Kleene star operator provides subtree repetition,
with T [t∗] ≡ {T [ε], T [t], T [(t, t)], . . .}. More for-
mally, the Kleene operator may be removed by in-
troducing an extra node category Xt∗ used as a sub-
stitution node in T [Xt∗], and two extra trees Xt∗(ε)
and Xt∗(t,Xt∗).4

At MG level, a (possibly special) node may be
repeated using the star feature. Concretely, in
FRMG, the Kleene star operator have only been
used to represent repetition of coordinated compo-
nents in coordination.

c l a s s coord {

3An equation is trivially true (resp. false) if true (resp. false)
without further instantiation of the decorations.

4This scheme only applies if t does not cover a foot node,
and therefore Kleene stars are not allowed over such subtrees.

node Seq : [ t y p e : sequence , s t a r : ∗ ] ;
Seq < SeqLas t ;
Seq >> Punct_Comma ;
Seq >> coord2
SeqLas t >> coo ;
SeqLas t >> coord3 ;
coo < coord3 ; }

3.4 Shuffling
Less known but well motivated in (Nederhof
et al., 2003) to handle free word ordering,
the shuffling (or interleaving) of two sequences
(ai)i=1···n##(bj)j=1···m returns all sequences con-
taining all ai and bj in any order that preserves the
original orderings (i.e. ai < ai+1 and bj < bj+1).
For instance, the shuffling of a, b with c, d returns
the sequences “a, b, c, d”, “a, c, b, d”, “a, c, d, b”,
“c, a, b, d”, “c, a, d, b”, and “c, d, a, b”. In our
case, the shuffle operator ## is used on sequences
of subtrees, with in particular T [(t1##t2)] ≡
{T [(t1, t2)], T [(t2, t1)]}.

At MG level, shuffling naturally arises from un-
derspecification of the ordering between sibling
nodes. For instance, the constraints “N >> N_1, N>>
N_2, N >> N_3, and N_1 < N_2” produce the (mini-
mal) tree fragment N((N1, N2)##N3), stating that
N3 may occur anywhere (before, between, after) rel-
atively to the sequenceN1, N2. In FRMG, free node
ordering is, in particular, present between verb argu-
ments, including inverted subject, such as in

le
the

livre
book

que
that

donne
gives

(à
(to

Paul)
Paul)

(son
(his

ami
friend

. . . )

. . . )

To block free node ordering, one has to explicit
the precedence constraints or use the special rank
feature with the first or last values to force the po-
sition of a node wrt its siblings.5 Finally, the shuffle
operator is systematically expanded when covering
a foot node, in order to ease the detection of TIG
auxiliary trees (Section 5).

3.5 Some complements
The above-presented operators are first generic, be-
ing adaptable for many grammatical formalisms and
not just for TAGs. Secondly, they do not change the
expressive power of TAGs. As sketched, they may
indeed be progressively removed to get a finite set of

5of course, it is an error to have several sibling nodes carry-
ing the first (or the last ) value.
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standard TAG trees, possibly by adding some extra
new non-terminals. However, the number of extra
trees may be exponential in the number of operators
in a tree. Concretely, these operators provide a way
to factorize a large number of trees into a single tree.
Such a compact tree S may be understood as rep-
resenting a large set of potential traversals through
the non-terminals occurring in S, similar in some
aspects to (Harbusch and Woch, 2004).

Of course, it is important that these operators may
be used at parsing time with none or low overhead
(as shown in Section 6), in particular for the com-
plex shuffle and Kleene star operators. In our case,
very informally, the implementation of these two op-
erators relies on the capacity to create and manage
continuations. For the Kleene star operator, at some
point one may choose between two continuations:
“exit the loop” or “reenter the loop”. For the shuf-
fle operators, at each step, one may choose between
the continuations “advance in sequence 1” and “ad-
vance in sequence 2”.

4 A French Meta-Grammar

Based on the potentialities of the MG formalism and
its coupling with factoring operators, FRMG was
developed for French in 2004 and maintained since
then. The generated grammar turned out to be a
very compact grammar with only 207 trees (in May
2010), produced from 279 classes, 197 of them be-
ing terminal. This compactness does not hinder cov-
erage or efficiency as we will see.

It may look surprising to get less trees than
classes. There are two reasons for this situation,
both of them resulting from the modularity of meta-
grammars. First, the trees are generated from the ter-
minal classes, some of these classes inheriting from
many ancestor simple classes. Secondly, some trees
result from the crossing of many terminal classes.

Actually, the compactness is even more severe
than it looks with only 21 trees used to cover all
verbal constructions with up to 3 arguments (includ-
ing subjects), covering “canonical” constructions,
passive ones, extraction ones (for relatives, inter-
rogatives, clefted, topicalizations), impersonal ones,
causative ones (partially), subject inversions, sup-
port verbs (such as faire attention à / take care of ),
. . . . Two extra trees are available for auxiliary verbs.

20 trees are anchored by adjectives, providing ele-
mentary subcategorization for sentential arguments
(il est évident qu’il doit partir – it is obvious that
he should leave) and 40 for adverbs, a rather non-
homogeneous syntactic category (Table 1(a)). It is
difficult to describe the coverage of the grammar.
Let us say that besides the verbal constructions, the
grammar partially covers most punctuations, coordi-
nations, superlatives, comparatives, floating incises
(adverbs, time modifiers, . . . ), . . .

Table 1(a) shows that 65 trees are not anchored,
which does not mean they have no lexical compo-
nent. It rather reflects the idea that their underly-
ing semantic is not related to a lexical form. For
instance, we use a non-anchored tree roughly equiv-
alent toNP (∗NP,S) to attach relative sentences on
nouns, this tree being used both when the relative
pronoun in S is an extracted argument or a modifier

Table 1(b) shows that compactness really arises
from the factoring operators, and more specifically
from guards. However, the use of these operators is
not evenly distributed among all trees. Only a small
set of complex trees (the verbal and adjectival ones)
are concerned, as shown for tree #198 corresponding
to the verbal canonical construction for most subcat-
egorization frames. This tree results from the cross-
ing of 36 terminal classes and is formed of 63 nodes,
not including the special nodes listed in Table 1(b).
It would be very difficult to craft and maintain this
tree by hand. The Figure 1 shows a simplified rep-
resentation of tree #198, not showing the content of
the guards (for the nodes with a green background)
and also not showing some nodes. The diamond-
shaped nodes represent the alternative (|) and shuf-
fle (##) nodes. In particular, we have a disjunc-
tion node (left side) over the possible realizations
(nominative clitic, nominal group, sentences, prepo-
sitional group) for the subject in canonical position,
and a shuffle operator (right side) over 2 possible
arguments groups and a postverbal subject (which
is also usable with a preposition for causative con-
structions).

Still, several questions arises in presence of such
trees. The first one concerns the level of factoriza-
tion squeezed in this tree. The unfolding of a pre-
vious version of the grammar (February 2007) pro-
duced almost 2 millions trees, 99.98% of them be-
ing generated by the verbal trees. The equivalent of
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anchored v coo adv adj csu prep aux prop. n. com. n. det pro Not anchored
142 21 26 40 20 6 5 2 3 1 1 5 65

(a) Distribution by anchors

Guards Disjunctions Interleaving Kleene Stars
all trees 2609 152 22 27

tree #198 106 6 1 0
(b) Distribution by factorization operators

Table 1: Grammar anatomy

tree #198 was the most productive one with around
700000 unfolded trees.6

Given these figures, one may wonder about the
potential overgenerativity of the grammar and its
overhead at parsing time. Practically, overgenera-
tion seems to be adequately controlled through the
guards, with no obvious overhead. Another reason
explaining this behaviour may come from the con-
straints provided by the forms of the input string.
Indeed, tree #198 covers many subcategorization
frames, much more than the number of frames usu-
ally attached to a given verb. The notion of family
attached to a frame as defined in the XTAG model
(Doran et al., 1994) is therefore no longer pertinent.
Instead, we use a more flexible mechanism based
on the notion of hypertags (Kinyon, 2000). A hy-
pertag is a feature structure, issued from the class
decorations, providing information on the linguistic
phenomena covered by a tree or allowed by a word.
The anchoring of a tree by a word is only possible
if their hypertags do unify, as illustrated by Fig. 2.
The verb “promettre/ to promise” may anchor
tree #198, only selecting (after unification) the pres-
ence of an optional object (arg1.kind) and of an
optional prepositional object (arg2.kind) intro-
duced by “à/to” (arg2.pcas). The link between
an hypertag H and the allowed syntactic construc-
tions is done through the variables occurring in H
and in the guards and node decorations. A partial
anchoring is done at load time to select the potential
trees, given the input sentence, and a full anchoring
is then performed, on demand, during parsing. An-
choring through hypertags offers a powerful way to
restrict the generative power of the factorized trees.

6It should be noted that while it is easy to naively unfold the
operators, it is much more difficult and costly to get a minimal
set of unfolded trees.

5 Building efficient parsers

The French TAG grammar is compiled offline into a
chart parser, able to take profit of the factoring oper-
ators. Actually, several optimizations, developed for
TAGs (and not related to MGs), are also applied to
improve the efficiency of the parser.

The first optimisation is a static analysis of the
grammar to identify the auxiliary trees that behave
as left or right auxiliary trees as defined in Tree
Insertion Grammars (TIG – (Schabes and Waters,
1995)), a variant of TAGs that may be parsed in
cubic time rather than O(n6) for TAGs. Roughly
speaking, TIG auxiliary trees adjoin material either
on the left side or the right side of the adjoined node,
which actually corresponds to the behavior of most
auxiliary trees. TIG and TAG auxiliary trees may be
used simultaneously leading to a hybrid TAG/TIG
parser (Alonso and Díaz, 2003).

Another static analysis of the grammar is used to
identify the node features that are left unmodified
through adjoining, greatly reducing the amount of
information to be stored in items, and potentially in-
creasing computation sharing. A third static analysis
is used to compute a left-corner relation to be used
at parsing time.

When parsing starts, besides the non-lexicalized
trees that are always loaded, the parser selects only
the trees that may be anchored by a form of the in-
put sentence, using the hypertag information of both
forms and trees. Other lexical information are also
used. During parsing, the parser uses a left-to-right
top-down parsing strategy with bottom-up propaga-
tion of the node decorations. The left-corner relation
controls the selection of syntactic categories and of
trees at a given position in the input sentence.

Several experiments on test suites and corpora
have shown the strong gains resulting from these op-
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S

VMod

|

�cln ↓N2 ↓CS ↓S ↓PP

V

VMod

V1

�clneg �advneg �clr clseq

�cld �cla �cld �cll �clg

Infl

3v |

�cln �ilimp

clseq

##

VMod

�prep |

↓N2 ↓CS ↓S ↓PP

VMod

|

↓comp Arg

�prep ce �que ↓S

↓PP

VMod

|

↓N2 ↓comp Arg

�prep ce �que ↓S

↓PP

subject

post verbal subj clitic

post verbal subject

verb arg 2

Figure 1: Tree #198 (simplified)




arg0 a0




extracted -

kind subj

pcas -

real r0 - |CS |N2 | PP | S | cln | prel | pri




arg1 a1




extracted -

kind k1 - | acomp | obj | prepacomp | prepobj

pcas p1 + | - | apres | à | avec | de | . . .

real r1 - |CS |N |N2 | PP | S |V | adj | . . .




arg2 a2




extracted -

kind k2 - | prepacomp | prepobj | prepscomp | prepv-
comp | scomp | vcomp | whcomp

pcas p2 + | - | apres | à | ...
real r2 - |CS |N |N2 | PP | S | ...




cat v
diathesis active

refl refl




(a) for tree #198




arg0

[
kind subj | -
pcas -

]

arg1

[
kind obj | scomp | -
pcas -

]

arg2

[
kind prepobj | -
pcas à | -

]

refl -




(b) for “to promise”

Figure 2: Grammar and lexicon hypertags
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timisations, in particular for the left-corner relation
(Table 1(b)).

While it would possible to parse tagged sentences,
the parser rather takes word lattices as input and re-
turns the shared forest of all possible derivations.
When no full parses are found, the parser switches
to a robust mode used to return a set of partial parses
trying to cover to input sentence in some best way.
In post-parsing phases, the derivation forests may be
converted to dependency shared forests, which may
then be disambiguated.

6 Some results

Many efforts have been devoted to improve the
meta-grammar and the parser, in terms of accuracy,
coverage (in terms of full parses), efficiency and
level of ambiguity.

Accuracy has been tested by participating to 3
parsing evaluation campaigns for French, in the
context of the French actions EASy and Passage
(Paroubek et al., 2008). Table 2 shows the F-
measures for 6 kinds of chunks (such as GN, GV,
PP, . . . ) and 14 kinds of dependencies (such as
SUBJ-V, OBJ-V, CPL-V, . . . ) for the two first cam-
paigns7. The evolution between the 2 campaigns
is clear, with a 3rd position on relations in 2007.
The corpus EasyDev of the first campaign (almost
4000 sentences) has been used to steadily improve
the grammar (and the disambiguation process).

f-measure f-measure
Campaign Chunks Relations
2004 69% 41%
2007 89% 63%

Table 2: Results for the French evaluation campaigns

The other parameters (coverage, efficiency and
ambiguity) are controlled by regularly parsing sev-
eral corpora, including the EASy development cor-
pus, as shown in Table 3. The time figures should
be taken with some caution, having been computed
over various kinds of environments, including lap-
tops, desktops and grid computers8. For instance,

7The results of the last campaign, run over a 100 million
word corpus, are not yet available.

8including the Grid’5000 experimental testbed, being de-
veloped under the INRIA ALADDIN development action
with support from CNRS, RENATER and several Universi-

recent figures computed after porting to 64bit archi-
tectures have shown a preliminary speedup by 2.

Corpus #sentence Cov. time (s) amb.
EUROTRA 334 100% 0.15 0.63
TSNLP 1161 95.07% 0.07 0.46
EasyDev 3879 64.73% 0.93 1.04
JRCacquis 1.1M 51.26% 1.41 1.1
Europarl 0.8M 70.19% 1.69 1.36
EstRep. 1.6M 67.05% 0.69 0.92
Wikipedia 2.2M 69.11% 0.49 0.87
Wikisource 1.5M 61.08% 0.71 0.89
AFP news 1.6M 52.15% 0.51 1.06

Table 3: Coverage, avg time, and avg ambiguity

To test the impact of factorization on parsing time,
we have partially unfactorized FRMG, keeping all
trees but #198. For #198, we have expanded the
guards and the shuffle operators (but kept the dis-
junctions) and then intersected with the 195 verbal
subcategoriztion frames present in our LEFFF lexi-
con. We got a version of FRMG with 5934 trees,
5729 being derived from #198. This grammar was
already too large to be able to compile the left-corner
relation in reasonable time and space, so Table 4
compares the evaluation times (in seconds) on the
3879 sentences of EasyDev for the unfactorized ver-
sion and for the factorized version with no left cor-
ner. We see that the factorized version (with no left-
corner) is slightly faster than the unfactorized one,
which a contrario confirms that factorization induces
no overhead. Table 4 also shows that FRMG with
left-corner is around twice faster than the version
with no left-corner. The fact that the left-corner rela-
tion can be computed for the factorized version but
not easily for the (partially) unfolded one highlights
another advantage of the factorization.

parser avg median 90% 99%
factorized 0.64 0.16 1.14 6.22
fact. -lc 1.33 0.46 2.63 12.24
-fact -lc 1.43 0.44 2.89 14.94

Table 4: Factorized vs non-factorized (in seconds)

ties as well as other funding bodies (see https://www.
grid5000.fr).
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7 Conclusion

The modularity of MGs combined with tree factor-
ing offers an elegant methodology to design main-
tainable grammars that remain small in size, open-
ing the way to more efficient parsers, as shown for a
large coverage French MG. It should also be noted
that the modularity of MGs makes easier the port of
a MG for a close language.

The trees that are generated may be very complex
but should rather seen as a side-product of simpler
linguistic descriptions that are MGs. In other words,
the TAGs tend to become an operational target for-
malism for MGs and the focus is now about improv-
ing the MG formalisms to get simpler notations for
some constraints (such as node exclusion) and also
to incorporate more powerful constraints.

Actually, TAGs as a target formalism are not pow-
erful enough to capture some important syntactic
phenomena, for instance deep genitive extractions.
A natural evolution would be to use (local) Multi-
Components TAGs instead of TAGs, as initiated by
(Kallmeyer et al., 2008) for a German grammar. At
MG level, the shift is relatively simple, mostly con-
cerning the way the minimal trees are generated.

However, even with MGs, hand-crafting a large
coverage grammar remains a complicated and long-
standing task. In particular, while the modularity of
MGs is a clear advantage for maintenance, track-
ing the cause of a non-analysis and of some over-
generation may be very difficult because hidden in
the interactions of several constraints coming from
many classes. Besides large regression test suites,
there is a need for a sophisticated debugging envi-
ronment, allowing us to track, at parsing time, the
origin of all constraints.
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Abstract

We present a parser for probabilistic Linear
Context-Free Rewriting Systems and use it for
constituency and dependency treebank pars-
ing. The choice of LCFRS, a formalism with
an extended domain of locality, enables us
to model discontinuous constituents and non-
projective dependencies in a straight-forward
way. The parsing results show that, firstly, our
parser is efficient enough to be used for data-
driven parsing and, secondly, its result quality
for constituency parsing is comparable to the
output quality of other state-of-the-art results,
all while yielding structures that display dis-
continuous dependencies.

1 Introduction

It is a well-known fact that Context-Free Grammar
(CFG) does not provide enough expressivity to de-
scribe natural languages. For data-driven probabilis-
tic CFG parsing, some of the information present
in constituency treebanks, namely the annotation
of non-local dependencies, cannot be captured by
a CFG. It is therefore removed before learning a
PCFG from the treebank and must be re-introduced
in a post-processing step (Johnson, 2002; Levy and
Manning, 2004). Non-projective dependencies also
lie beyond the expressivity of CFG. Current depen-
dency parsers are able to parse them (McDonald et
al., 2005; Nivre et al., 2007). However, the corre-
sponding parsing algorithms are not grammar-based.

We propose to use a grammar formalism with
an extended domain of locality that is able to
capture the non-local dependencies both in con-
stituency and dependency treebanks. We chose
Linear Context-Free Rewriting Systems (LCFRS),

a mildly context-sensitive extension of CFG that
allows non-terminals to span tuples of discontin-
uous strings. The reason why we think LCFRS
particularly well-suited is that treebanks with a di-
rect annotation of discontinuous constituents (with
crossing branches as in the German Negra tree-
bank) allow a straight-forward interpretation of the
trees as LCFRS derivation structures, without the
necessity of inducing linguistic knowledge.1 This
considerably facilitates the extraction of probabilis-
tic LCFRSs (Maier and Søgaard, 2008). The
same holds for non-projective dependency struc-
tures, which can also straight-forwardly be inter-
preted as LCFRS derivation structures (Kuhlmann
and Satta, 2009). Previous approaches that have
used non-context-free formalisms for data-driven
constituency parsing (Plaehn, 2004; Chiang, 2003)
are either too restricted (Kallmeyer et al., 2009) or
do not allow for an immediate interpretation of the
treebank trees as derivation structures. Grammar-
based non-projective dependency parsing has, to our
knowledge, not been attempted at all.

First results for PLCFRS constituency parsing
with a detailed evaluation have been presented in
Maier (2010). The contribution of this article is
to present the first results for data-driven depen-
dency parsing on the dependency version of the Ger-
man NeGra treebank and on the Prague Dependency
Treebank. Furthermore, we give greater detail on the
parser and the experimental setup. We also addition-
ally investigate the effect on manually introduced
category splits for PLCFRS constituency parsing.

1Treebank trees in which non-local dependencies are anno-
tated differently, such as with trace nodes in the Penn Treebank,
could also be interpreted as LCFRS derivations given an appro-
priate transformation algorithm.
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The remainder of this paper is structured as fol-
lows. In the following section, we present the for-
malism and our parser. Sect. 3 is dedicated the ex-
perimental setup, Sect. 4 contains the experimental
results. In Sect. 5, we present a conclusion.

2 A Parser for Probabilistic Linear
Context-Free Rewriting Systems

We notate LCFRS with the syntax ofsimple Range
Concatenation Grammars(SRCG) (Boullier, 1998),
a formalism that is equivalent to LCFRS.

2.1 PLCFRS

A LCFRS (Vijay-Shanker et al., 1987) is a tuple
G = (N,T, V, P, S) where a)N is a finite set of
non-terminals with a functiondim: N → N that de-
termines thefan-out of eachA ∈ N ; b) T andV
are disjoint finite sets of terminals and variables; c)
S ∈ N is the start symbol withdim(S) = 1; d) P
is a finite set of rewriting rules

A(α1, . . . , αdim(A)) → A1(X
(1)
1 , . . . , X

(1)
dim(A1)

)

· · ·Am(X
(m)
1 , . . . , X

(m)
dim(Am))

for m ≥ 0 whereA,A1, . . . , Am ∈ N , X(i)
j ∈ V

for 1 ≤ i ≤ m, 1 ≤ j ≤ dim(Ai) andαi ∈ (T ∪
V )∗ for 1 ≤ i ≤ dim(A). For all r ∈ P , every
variableX occurring inr occurs exactly once in the
left-hand side (LHS) and exactly once in the right-
hand side (RHS).

For a given rule, the length of the RHS is called
therankof the rule. The maximal fan-out of all non-
terminals in an LCFRSG is called thefan-outof G,
and the maximal rank of all rules in an LCFRSG is
called therank of G.

A(ab, cd) → ε (〈ab, cd〉 in yield ofA)
A(aXb, cY d) → A(X,Y ) (if 〈X,Y 〉 in yield ofA,

then also〈aXb, cY d〉 in yield ofA)
S(XY ) → A(X,Y ) (if 〈X,Y 〉 in yield ofA,

then〈XY 〉 in yield ofS)

L = {anbncndn |n > 0}
Figure 1: Sample LCFRS

A rewriting rule describes how to compute the
yield of the LHS non-terminal from the yields of the
RHS non-terminals. The yield ofS is the language
of the grammar. See Fig. 1 for a sample LCFRS.

A probabilistic LCFRS(PLCFRS) is a tuple
〈N,T, V, P, S, p〉 such that 〈N,T, V, P, S〉 is a

LCFRS andp : P → [0..1] a function such that
for all A ∈ N : ΣA(~x)→~Φ∈Pp(A(~x) → ~Φ) = 1.

2.2 PLCFRS Parsing

Our parser is a probabilistic CYK parser (Seki et
al., 1991), using the technique of weighted deduc-
tive parsing (Nederhof, 2003). We assume without
loss of generality that our LCFRSs are binary (i.e.,
have rank2) (Gómez-Rodrı́guez et al., 2009) and do
not contain rules where some of the LHS compo-
nents areε (Boullier, 1998; Seki et al., 1991). Our
binarization algorithm is given in Section 3.4.

Furthermore, we make the assumption that POS
tagging is done before parsing. The POS tags are
special non-terminals of fan-out1.

Scan:
0 : [A, 〈〈i, i+ 1〉〉] A POS tag ofwi+1

Unary:
in : [B, ~ρ]

in+ |log(p)| : [A, ~ρ] p : A(~α) → B(~α) ∈ P

Binary:
inB : [B, ~ρB], inC : [C, ~ρC ]
inB + inC + log(p) : [A, ~ρA]

wherep : A( ~ρA) → B( ~ρB)C( ~ρC) is an instantiated rule.
Goal: [S, 〈〈0, n〉〉]

Figure 2: Weighted CYK deduction system

add SCAN results toA
while A 6= ∅ do

remove best itemx : I fromA
addx : I to C
if I goal itemthen

stop and output true
else

for all y : I ′ deduced fromx : I and items inC
do

if there is noz with z : I ′ ∈ C ∪ A then
addy : I ′ toA

else
if z : I ′ ∈ A for somez then

update weight ofI ′ in A to max (y, z)
end if

end if
end for

end if
end while

Figure 3: Weighted deductive parsing

For a given inputw, our items have the form[A, ~ρ]
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whereA ∈ N , ~ρ ∈ (Pos(w) × Pos(w))dim(A)

the vector of ranges characterizing all components
of the span ofA. We specify the set of weighted
parse items via the deduction rules in Fig. 2. An in-
stantiated rule is a rule where variables have been
replaced with corresponding vectors of ranges. Our
parser performs weighted deductive parsing, based
on this deduction system. We use a chartC and an
agendaA, both initially empty, and we proceed as
in Fig. 3. For more details of the parser, see also
Kallmeyer and Maier (2010).

3 Experimental Setup

3.1 Data

Our data sources are the NeGra treebank (Skut et
al., 1997) and the Prague Dependency Treebank 2.0
(PDT) (Hajič et al., 2000).

We create two different data sets for constituent
parsing. For the first one, we start out with the un-
modified NeGra treebank. We preprocess the tree-
bank following common practice (Kübler and Penn,
2008), attaching all nodes which are attached to the
virtual root node to nodes within the tree such that
ideally, no new crossing edges are created. In a
second pass, we attach punctuation which comes
in pairs (parentheses, quotation marks) to the same
nodes. For the second data set we create a copy of
the preprocessed first data set, in which we apply the
usual tree transformations for NeGra PCFG parsing,
i.e., moving nodes to higher positions until all cross-
ing branches are resolved. The first 90% of both data
sets are used as the training set and the remaining
10% as test set.

For dependency parsing, we also create two data
sets. For the first one, we convert the NeGra con-
stituent annotation to labeled dependencies using
Lin’s (1995) algorithm and Hall and Nivre’s (2008)
labeling scheme. For the second dependency data
set, we use the training sections 1 to 5 of the PDT
for training and the first 1,300 sentences for testing.
Czech is a language with a rich morphology, which
is reflected by a high number of POS tags with addi-
tional morphological information in the PDT. As in
previous work, we use a simplified tag set in order to
avoid data sparseness problems (Collins et al., 1999;
McDonald et al., 2005).

We only include sentences with a maximal

length of 25 words.1 This leads to a size of
14,858, resp. 1,651 sentences for the NeGra train-
ing, resp. test sets and to 13,935, resp. 1,300 sen-
tences for the PDT training, resp. test set.

3.2 Grammar Extraction

From all of our data sets, we extract PLCFRSs.
For the constituent sets, we use the algorithm from
Maier and Søgaard (2008), for the dependencies the
algorithm from Kuhlmann and Satta (2009). For rea-
sons of space, we restrict ourselves here to the exam-
ples in Fig. 4–6.

S

VP

VP

PROAV VMFIN VVPP VAINF
darüber muß nachgedacht werden
about it must thought be

“It must be thought about it”

Figure 4: A sample tree from NeGra

PROAV(Darüber) → ε
VVPP(nachgedacht) → ε

VMFIN(muß) → ε
VAINF(werden) → ε

S1(X1X2X3) → VP2(X1, X3) VMFIN(X2)
VP2(X1, X2X3) → VP2(X1, X2) VAINF(X3)

VP2(X1, X2) → PROAV(X1) VVPP(X2)

Figure 5: LCFRS rules for the tree in Fig. 4

3.3 Grammar Annotation

Grammar annotation (i.e., manual enhancement of
annotation information through category splitting)
has previously been successfully employed in pars-
ing German (Versley, 2005). In order to see if
such modifications can have a beneficial effect in
PLCFRS parsing, we will apply the following cat-
egory splits to the Negra constituency data sets with
unmodified labels (inspired by Petrov and Klein
(2007)): We split the category S (“sentence”) into
SRC (“relative clause”) and S (all other categories
S). Relative clauses mostly occur in a very specific

1This length restriction can be greatly alleviated by using an
estimate of outside probabilities of parse items which speeds up
parsing (Kallmeyer and Maier, 2010)
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Dependency tree:

root aux

pp aux

r Darüber muß nachgedacht werden
PROAV VMFIN VVPP VAINF

Corresponding LCFRS rules:

PROAV(Darüber) → ε
VVPP(nachgedacht) → ε

VMFIN(muß) → ε
VAINF(werden) → ε

pp(X) → PROAV(X)
root(X1X2X3) → aux(X1,X3) VMFIN(X2)

aux(X1, X2) → pp(X1) VVPP(X2)
aux(X1, X2X3) → aux(X1, X2) VAINF(X3)

top(X1) → root(X1)

Figure 6: LCFRS rules extracted from a dependency tree3

context, namely as the right part of an NP or a PP.
This splitting should therefore speed up parsing and
increase precision.

The other category split we introduce concerns
the VP category and the POS tags of verbs selecting
for a VP. We distinguish between VP-PP (“VP with
participle verb form”), VP-INF (“VP with infinitive
without zu”) and VP-ZU (“VP withzu infitive”).

Apart from theSandVP splits, we also use both
splits together (S◦ VP).

3.4 Binarization

Before parsing, we binarize the LCFRS rules of the
extracted grammars. The transformation is similar
to the transformation of a CFG into Chomsky Nor-
mal Form (CNF). The result is an LCFRS of rank2.
As in the CFG case, in the transformation, we intro-
duce a non-terminal for each RHS longer than2 and
split the rule into two rules, using this new interme-
diate non-terminal. This is repeated until all RHS
are of length2.

For the presentation of the transformation algo-
rithm, we need the notion of areductionof a vec-
tor ~α ∈ [(T ∪ V )∗]i by a vector~x ∈ V j where all
variables in~x occur in~α. A reduction is, roughly,

3An extra top rule is added in order to give the PLCFRS
parser a unique start symbol in case more than one word has the
root node as head, i.e., in case more than one rule withroot as
LHS label is extracted.

for all rulesr = A(~α) → A0( ~α0) . . . Am( ~αm) in P
with m > 1 do

remover fromP
R := ∅
pick new non-terminalsC1, . . . , Cm−1

add the ruleA(~α) → A0( ~α0)C1( ~γ1) to R where~γ1
is obtained by reducing~α with ~α0

for all i, 1 ≤ i ≤ m− 2 do
add the ruleCi(~γi) → Ai( ~αi)Ci+1( ~γi+1) to R
where ~γi+1 is obtained by reducing~γi with ~αi

end for
add the rule Cm−1( ~γm−2) →
Am−1( ~αm−1)Am( ~αm) toR
for every ruler′ ∈ R do

replace RHS arguments of length> 1 with new
variables (in both sides) and add the result toP

end for
end for

Figure 7: Algorithm for binarizing a LCFRS

obtained by keeping all variables in~α that are not in
~x. This is defined as follows: Let〈N,T, V, P, S〉
be an LCFRS,~α ∈ [(T ∪ V )∗]i and ~x ∈ V j

for somei, j ∈ N . Let w = ~α1$ . . . $~αi be the
string obtained form concatenating the components
of ~α, separated by a new symbol$ /∈ (V ∪ T ).
Let w′ be the image ofw under a homomorphism
h defined as follows:h(a) = $ for all a ∈ T ,
h(X) = $ for all X ∈ {~x1, . . . ~xj} andh(y) = y
in all other cases. Lety1, . . . ym ∈ V + such that
w′ ∈ $∗y1$+y2$+ . . . $+ym$∗. Then the vector
〈y1, . . . ym〉 is thereductionof ~α by ~x.

For instance,〈aX1,X2, bX3〉 reduced with〈X2〉
yields 〈X1,X3〉 and 〈aX1X2bX3〉 reduced with
〈X2〉 yields〈X1,X3〉 as well.

The binarization algorithm is given in Fig. 7.
Fig. 8 shows an example. In this example, there is
only one rule with a RHS longer than2. In a first
step, we introduce the new non-terminals and rules
that binarize the RHS. This leads to the setR. In a
second step, before adding the rules fromR to the
grammar, whenever a right-hand side argument con-
tains several variables, they are collapsed into a sin-
gle new variable.

The equivalence of the original LCFRS and the
binarized grammar is rather straight-forward. Note
however that the fan-out of the LCFRS can increase
because of the binarization.
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Original LCFRS:
S(XY ZUVW ) → A(X,U)B(Y, V )C(Z,W )
A(aX, aY ) → A(X,Y ) A(a, a) → ε
B(bX, bY ) → B(X,Y ) B(b, b) → ε
C(cX, cY ) → C(X,Y ) C(c, c) → ε

Rule with right-hand side of length> 2:
S(XY ZUVW ) → A(X,U)B(Y, V )C(Z,W )
For this rule, we obtain
R = {S(XY ZUVW ) → A(X,U)C1(Y Z, V W ),

C1(Y Z, V W ) → B(Y, V )C(Z,W )}

Equivalent binarized LCFRS:
S(XPUQ) → A(X,U)C1(P,Q)
C1(Y Z, V W ) → B(Y, V )C(Z,W )
A(aX, aY ) → A(X,Y ) A(a, a) → ε
B(bX, bY ) → B(X,Y ) B(b, b) → ε
C(cX, cY ) → C(X,Y ) C(c, c) → ε

Figure 8: Sample binarization of a LCFRS

In LCFRS, in contrast to CFG, the order of the
RHS elements of a rule does not matter for the result
of a derivation. Therefore, we can reorder the RHS
of a rule before binarizing it. In practice, we per-
form a head-outward binarization where the head is
the lowest subtree. It is extended by adding first all
sisters to its left and then all sisters to its right. Con-
sequently, before binarizing we reorder the RHS of
the rules extracted from the treebank such that first,
all elements to the right of the head are listed in re-
verse order, then all elements to the left of the head
in their original order and then the head itself.4

Furthermore, we add additional unary rules
when introducing the highest new binarization non-
terminal and when deriving the head. This allows
for an additional factorization that has proved itself
useful in parsing. Fig. 9 shows a sample binarization
of a tree in the NeGra format.

For the LCFRSs extracted from dependency tree-
banks, we perform the same type of binarization.
The head daughter is always the daughter with the
POS tag non-terminal.

3.5 Markovization

Markovization (Collins, 1999) is achieved by intro-
ducing only a single new non-terminal for the new

4One could also add first the sisters to the right and then the
ones to the left which is what Klein and Manning (2003) do.
However, this has only a negligible effect on parsing results.

Tree in NeGra Format:
S

VP

PDS VMFIN NN ADV VAINF
das muß man jetzt machen
that must one now do

“One has to do that now”

Rule extracted for the S node:
S(XY ZU)→ VP(X,U) VMFIN(Y ) NN(Z)

Reordering for head-outward binarization:
S(XY ZU)→ NN(Z) VP(X,U) VMFIN(Y )

New rules resulting form binarizing this rule:
S(X)→ Sbin1(X)
Sbin1(XY Z)→ Sbin2(X,Z) NN(Y )
Sbin3(X)→ VMFIN(X)
Sbin2(XY,Z)→ VP(X,Z) Sbin3(Y )

Tree after binarization:
S

Sbin1

Sbin2

VP

VPbin1

VPbin2

Sbin3 VPbin3

PDS VMFIN NN ADV VAINF

Figure 9: Sample binarization

rules introduces during binarization and adding ver-
tical and horizontal context from the original trees to
each occurrence of this new non-terminal. As verti-
cal context, we add the firstv labels on the path from
the root node of the tree that we want to binarize
to the root of the entire treebank tree. The vertical
context is actually collected during grammar extrac-
tion and then taken into account during binarization
of the rules. As horizontal context, during binariza-
tion of a ruleA(~α) → A0( ~α0) . . . Am( ~αm), for the
new non-terminal that comprises the RHS elements
Ai . . . Am (for some1 ≤ i ≤ m), we add the firsth
elements ofAi, Ai−1, . . . , A0.

Figure 10 shows an example of a markovization of
the tree from Fig. 9 withv = 1 andh = 2. Here, the
superscript is the vertical context and the subscript
the horizontal context of the new non-terminalX.

The probabilities are then computed based on the
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S

XS
NN

XS
VP,NN

VP

XVP
PDS

XVP
ADV ,PDS

XS
VMFIN ,VP XVP

VAINF ,ADV

PDS VMFIN NN ADV VAINF

Figure 10: Sample Markovization withv = 1, h = 2

frequencies of rules in the treebank, using a Maxi-
mum Likelihood estimator (MLE). Such an estima-
tion has been used before (Kato et al., 2006).

3.6 Properties of the Grammars

unbin. bin. bin. lab.
NeGra LCFRS 13,858 16,904 4,142

Ssp. 13,953 17,033 4,179
VPsp. 14,050 18,362 4,952

S◦ VPsp. 14,144 18,503 4,995
NeGra PCFG 12,886 15,563 3,898

NeGra Dep. 18,520 68,847 49,085
PDT 12,841 38,312 24,119

Table 1: PLCFRSs extracted from training sets

Tab. 1 contains the properties of the grammars:
The number of rules in the unbinarized grammar,
the number of rules in the binarized and markovized
grammar and the number of labels (including POS
tags) in the binarized and markovized grammar.

4 Experiments

We run the parser on all data sets described above,
providing gold POS tags in the input. In order to re-
late the costs of parsing for each of the data sets, we
include Fig. 11, which shows the numbers of pro-
duced items for each data set.

4.1 Constituency Parsing

For the evaluation of the constituent parses, we use
an EVALB-style metric. For a tree over a string
w, a single constituent is represented by a tuple
〈A, ~ρ〉 with A a node label and~ρ ∈ (Pos(w) ×
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Figure 11: Number of items

Pos(w))dim(A).5 We compute precision, recall and
F1 based on these tuples from gold and parsed test
data. Despite the shortcomings of such a measure
(Rehbein and van Genabith, 2007, e.g.), it still al-
lows to some extent a comparison to previous work
in PCFG parsing. For a more detailed evaluation
of NeGra PLCFRS constituent parsing results, see
Maier (2010). We use the previously successfully
employed markovization settingsv = 2 andh = 1
for all constituent experiments.

w/ category splits
LCFRS VP S S◦ VP PCFG

LP 73.24 73.24 73.98 74.02 74.10
LR 73.56 73.91 74.17 74.45 74.83

LF1 73.40 73.57 74.07 74.24 74.46
UP 77.12 76.98 77.47 77.39 78.08
UR 77.46 77.68 77.68 77.84 78.84

UF1 77.29 77.33 77.58 77.62 78.46

Table 2: NeGra constituent parsing

K 05 here R&M 08 P&K 07
LabeledF1 69.94 74.46 77.20 80.1

Table 3: Previous NeGra PCFG parsing

Tab. 2 presents the constituent parsing results for
both data sets with (LCFRS) and without (PCFG)
crossing branches. For the sake of comparison, we

5Note that our metric is equivalent to the corresponding
PCFG metric fordim(A) = 1.
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report PCFG parsing results from the literature6 in
Tab. 3, namely for PCFG parsing with a plain vanilla
treebank grammar (Kübler, 2005), for PCFG pars-
ing with the Stanford parser (Rafferty and Manning,
2008) (markovization as in our parser), and for the
current state-of-the-art, namely PCFG parsing with a
latent variable model (Petrov and Klein, 2007). We
see that the LCFRS parser output (which contains
more information than the output of a PCFG parser)
is competitive. The PCFG (1-LCFRS) parsing re-
sults are even closer to the ones of current systems.
Recall that these are just first results, much optimiza-
tion potential is left.

Before we evaluate the experiments with category
splits, we replace all split labels in the parser output
with the corresponding original labels. The results
show that the category splits are indeed beneficial,
both in terms of output quality and speed (cf. the
number of produced items in Fig. 11). We will con-
tinue to explore this approach using an automated
split-and-merge approach in the style of Ule (2003).

Literature on parsing with discontinuous con-
stituents is sparse. Hall and Nivre (2008) recon-
struct the crossing branches of NeGra. They parse a
(non-projective) dependency version of the German
TIGER treebank (which follows the same annota-
tion principles as NeGra) and convert the result back
to constituents. For sentences up to length 40 and
perfect tagging, they report a labeledF1 of 70.79.
While not directly comparable to our result, we still
lie in the same range. Plaehn (2004) also reports
results for direct parsing of the discontinuous con-
stituents using Probabilistic Discontinuous Phrase
Structure Grammar (DPSG). See Maier (2010) for
details.

4.2 Dependency Parsing

In this section, we present the first grammar-based
non-projective dependency parsing results. As
Kuhlmann and Satta (2009) note, the principal ad-
vantage of grammar-based non-projective depen-
dency parsing is that edge probabilities can be fine-
tuned while staying polynomially parseable. This
is not possible in the Maximum Spanning Tree ap-
proach (McDonald and Satta, 2007). For compar-

6The results from the literature were obtained on sentences
longer than 25 words and would most likely be better for our
sentence length.

ison of our dependency parser output, we report
labeled and unlabeled attachment score and com-
pletely correct graphs (punctuation included). As
markovization setting for the PDT set, we choose
v = 2 andh = ∞.

NeGra PDT
Grammar MST Grammar MST

UAS 78.98 87.96 51.44 76.01
LAS 71.84 82.62 67.09 40.54

UComp 32.65 42.16 14.92 28.92
LComp 25.03 29.56 9.46 17.23

Table 4: Dependency parsing

Tab. 4 contain the dependency parsing results for
our parser and the MSTParser (McDonald et al.,
2005) for NeGra and PDT. As an overall observa-
tion, the fact that our results are far off the MST-
Parser’s results is certainly surprising. The most
prominent difference between the NeGra and the
PDT set is the number of edge labels. It leads to
grammars with 922 non-terminals for NeGra and
only 51 non-terminals for the PDT. While the MST-
Parser is almost not affected by this difference, the
fact that our NeGra results are superior to our PDT
results allows the conclusion that for grammar-based
parsing, more informative edges labels are an advan-
tage. This is also confirmed by the higher number of
items for PDT (cf. Fig. 11). We expect therefore
that automated category splitting will lead to a large
improvement. This will be tackled in future work.

5 Conclusion

We have presented a parser for Probabilistic Linear
Context-Free Rewriting Systems and have used it to
parse NeGra, a German constituency treebank with
directly annotated crossing branches. Furthermore,
we have applied our parser to a dependency version
of NeGra, and to the Prague Dependency Treebank.
To our knowledge, grammar-based parsing of non-
projective dependencies has not been attempted be-
fore. Experiments have shown that PLCFRS parsing
is feasible and that the results for constituency pars-
ing lie in the vicinity of the state-of-the-art.

In future work, we will concentrate particularly
on the optimization potential for the parsing results.
Especially dependency parsing offers many possibil-
ities of optimization.

Discontinuity and Non-Projectivity: Using Mildly Context-Sensitive Formalisms for Data-Driven Parsing

125



References

Pierre Boullier. 1998. A Proposal for a Natural Lan-
guage Processing Syntactic Backbone. Technical Re-
port 3342, INRIA.

David Chiang. 2003. Statistical parsing with an automat-
ically extracted Tree Adjoining Grammar. InData-
Oriented Parsing. CSLI Publications.

Michael Collins, Jan Hajič, Lance Ramshaw, and
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Abstract

We present PCRISP, a sentence generation
system for probabilistic TAG grammars which
performs sentence planning and surface real-
ization in an integrated fashion, in the style of
the SPUD system. PCRISP operates by con-
verting the generation problem into a metric
planning problem and solving it using an off-
the-shelf planner. We evaluate PCRISP on the
WSJ corpus and identify trade-offs between
coverage, efficiency, and accuracy.

1 Introduction

Many sentence generation systems are organized in
a pipeline architecture, in which the input semantic
representation is first enriched, e.g. with referring
expressions, by a sentence planner and only then
transformed into natural language strings by a sur-
face realizer (Reiter and Dale, 2000). An alternative
approach is integrated sentence generation, in which
both steps are performed by the same algorithm, as
in the SPUD system (Stone et al., 2003). An inte-
grated algorithm can sometimes generate better and
more succinct sentences (Stone and Webber, 1998).
SPUD itself gives up some of this advantage by us-
ing a greedy search heuristic for efficiency reasons.
The CRISP system, a recent reimplementation of
SPUD using search techniques from AI planning,
achieves high efficiency without sacrificing com-
plete search (Koller and Stone, 2007; Koller and
Hoffmann, 2010).

While CRISP is efficient enough to perform well
on large-scale grammars (Koller and Hoffmann,
2010), such grammars tend to offer many different

ways to express the same semantic representation.
This makes it necessary for the generation system to
be able to compute not just grammatical sentences,
but to identify which of these sentences are good.
This problem is exacerbated when using treebank-
derived grammars, which tend to underspecify the
actual constraints on grammaticality and instead rely
on statistical information learned from the treebank.
Indeed, there have been a number of systems for
statistical generation, which can exploit such infor-
mation to rank sentences appropriately (Langkilde
and Knight, 1998; White and Baldridge, 2003; Belz,
2008). However, to our knowledge, all such systems
are currently restricted to performing surface real-
ization, and must rely on separate modules to per-
form sentence planning.

In this paper, we bring these two strands of re-
search together for the first time. We present the
PCRISP system, which redefines the SPUD gener-
ation problem in terms of probabilistic TAG gram-
mars (PTAG, (Resnik, 1992)) and then extends
CRISP to solving the probabilistic SPUD genera-
tion problem using metric planning (Fox and Long,
2002; Hoffmann, 2003). We evaluate PCRISP on a
PTAG treebank extracted from the Wall Street Jour-
nal Corpus (Chen and Shanker, 2004). The evalua-
tion reveals a tradeoff between coverage, efficiency,
and accuracy which we think are worth exploring
further in future work.

Plan of the paper. We start by putting our re-
search in the context of related work in Section 2
and reviewing CRISP in Section 3. We then describe
PCRISP, our probabilistic extension of CRISP, in
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Section 4 and evaluate it in Section 5. We conclude
in Section 6.

2 Related Work

Statistical methods are popular for surface realiza-
tion, but have not been used in systems that inte-
grate sentence planning. Most statistical genera-
tion approaches follow a generate-and-select strat-
egy, first proposed by Knight and Hatzivassiloglou
(1995) in their NITROGEN system. Such systems
generate a set of candidate sentences using a (possi-
bly overgenerating) grammar and then select the best
output sentence by applying a statistical language
model. This family includes systems such as HALo-
gen (Langkilde and Knight, 1998; Langkilde, 2000)
and OpenCCG (White and Baldridge, 2003). The
FERGUS system (Bangalore and Rambow, 2000) is
a variant of this approach which, like PCRISP, em-
ploys TAG. It first assigns elementary trees to each
entity in the input sentence plan using a statistical
tree model and then computes the most likely deriva-
tion using only these trees with an n-gram model on
the output sentence. An alternative to the n-gram
based generate and select approach is to use a prob-
abilistic grammar model, like PTAG, trained on au-
tomatic parses (Zhong and Stent, 2005). A related
approach uses a model over local decisions of the
generation system itself (Belz, 2008). Both models
can either be used to discriminate a set of output can-
didates, or more directly to choose the next best de-
cision locally. Our approach is similar in that it uses
PTAG to find the most likely output structure. How-
ever, the previous work discussed so far addresses
surface realization only. We extend this to a statis-
tical NLG algorithm which does surface realization
and sentence planning at the same time.

Our treatment of integrated sentence planning and
surface realization as planning is inherited directly
from CRISP (Koller and Stone, 2007). Planning
has long played a role in generation, but has fo-
cused on discourse planning instead of specifically
addressing sentence generation (Hovy, 1988; Ap-
pelt, 1985). The applicability of these ideas was
limited at that time because efficient planning tech-
nology was not available. Recently the develop-
ment of more efficient planning algorithms (Hoff-
mann and Nebel, 2001) spawned a renewed interest

in planning for NLG. CRISP uses such algorithms
to efficiently solve the sentence generation prob-
lem defined by SPUD (Stone et al., 2003). SPUD,
which instead uses an incomplete greedy algorithm,
is based on a TAG whose trees are augmented with
semantic and pragmatic constraints. Given a com-
municative goal, a solution to the SPUD problem
realizes this goal and simultaneously selects refer-
ring expressions. The next section explores CRISP
in more detail.

3 Sentence Generation as Planning

In this section we review the original non-statistical
CRISP system (Koller and Stone, 2007). Follow-
ing SPUD (Stone et al., 2003), CRISP is based on
a declarative description of the sentence generation
problem using TAG. Given a knowledge base, a
communicative goal and a grammar, we require to
find a grammatical TAG derivation that is consis-
tent with this knowledge base and satisfies a commu-
nicative goal. A number of semantic and pragmatic
constraints that must be satisfied by the solution can
be added, for instance to enforce generation of un-
ambiguous referring expressions. Koller and Stone
(2007) describe how to encode this problem into an
AI planning problem which can be solved efficiently
by off-the-shelf planners. We describe the general
mechanism in the following section and then review
the encoding into planning in section 3.2.

3.1 Sentence Generation in CRISP

Like SPUD, CRISP uses an LTAG in which ele-
mentary trees are assigned semantic content. Each
node in a CRISP elementary tree is associated with
a semantic role. Semantic content is expressed as
a set of literals, encoding relations between these
roles. All nodes that dominate the lexical anchor
are assigned the role ‘self’, which intuitively corre-
sponds to the event or individual described by this
tree. Fig. 1(a) shows an example grammar of this
type.

In a derivation we may only include elementary
trees whose semantic content has an instantiation in
the knowledge base. For each substitution and ad-
junction, the semantic role associated with the role
of the target node is unified with the ‘self’ role of the
child tree. For example, given the knowledge base
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N:self

NP:self

the

cat

semcontent: {cat(self)}

N:self

NP:self

the

fish

semcontent: {fish(self)}

N*

N:self

raw

semcontent: {raw(self)}

V:self

S:self

semcontent: {eats(self, subj, obj)}

NP:subj
VP:self

eats

NP:obj

(a) (b)

V:e

S:e

NP:c
VP:e

eats

NP:f1

N:c

NP:c

the

cat N:f1

NP:f1

the

fish

N*

N:f1

raw

Figure 1: (a) An example grammar with semantic content. (b) A derivation for “the cat eats the raw fish”.

{cat(c),fish(f1), raw(f1),fish(f2), eats(e, c, f1)}
and the grammar in 1(a), CRISP could produce the
derivation in 1(b). Notice that CRISP can generate
the unambiguous referring expression ‘the raw fish’
for f1, to distinguish it from f2.

3.2 CRISP Planning Domains

Before we describe CRISP’s encoding of sentence
generation as planning, we briefly review AI plan-
ning in general. A planning state is a conjunction of
first order literals describing relations between some
individuals. A planning problem consist of an initial
state, a set of goal states and a set of planning opera-
tors that describe possible state transitions. A plan is
any sequence of actions (instantiated operators) that
leads from the initial state to one of the goal states.
Planning problems can be solved efficiently by gen-
eral purpose planning systems such as FF (Hoffmann
and Nebel, 2001).

In CRISP, planning states correspond to par-
tial TAG derivations and record open substitution
and adjunction sites, semantic individuals associated
with them, and parts of the communicative goal that
have not yet been expressed. The initial state also
encodes the knowledge base and the communicative
goal. Each planning operator contributes a new ele-
mentary tree to the derivation and at the same time
can satisfy part of the communicative goal, as de-
scribed in the previous section. In a goal state there
are no open substitution sites left and all literals in
the communicative goal have been expressed.

Fig. 2 shows planning operators for part of the

subst-t28-eats-S(u, x1, x2, x3):
Precond: referent(u, x1),

subst(S, u), eats(x1, x2, x3)
Effect: ¬needtoexpr(pred-eats, x1, x2, x3),

¬subst(S, u),
subst(NP, subj), subst(NP, obj),
referent(subj, x2), referent(obj, x3)
adj(VP, u), adj(V, u), adj(S, u)

subst-t3-cat-NP(u, x1):
Precond: referent(u, x1),

subst(NP, u), cat(x1)
Effect: ¬needtoexpr(pred-cat, x1),

¬subst(NP, u),
adj(N, u), adj(NP, u)

adj-t5-raw-N(u, x1):
Precond: referent(u, x1),

adj(N, u), raw(x1)
Effect: ¬needtoexpr(pred-raw, x1),

¬adj(N, u)

Figure 2: CRISP operators for some of the elementary
trees in Fig. 1.

grammar in Fig. 1(a). The operators are simpli-
fied for lack of space, and in particular we do
not show the preconditions and effects that en-
force uniqueness of referring expressions; see Koller
and Stone (2007) for details. The preconditions
of the operators require that a suitable open sub-
stitution node (i.e. of the correct category) or
internal node for adjunction exists in the partial
derivation. In the operator effect, open substitu-
tion nodes are closed and new identifiers are cre-
ated for each substitution node and internal node
in the new tree. Given the knowledge base from
above, a plan corresponding to the derivation in
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t81
t13VP

NP

NP

merged
NP

the banks

PP

VP

in 1985

VP*

t81

t252

VP

NP

NP

merged
NP

the banks
PP

VP

in 1985

VP*

(b)

(a)

Figure 3: Two derivations with a large grammar, that sat-
isfy the same communicative goal. Sentence (b) is dis-
preferred by most readers.

Fig. 1 would be subst-t28-eats-S-eats(root, e, c, f1);
subst-t3-cat-NP(subj, c); subst-t3-fish-NP(obj, f1);
adj-t5-raw-N(obj, f1). This plan can be automati-
cally decoded into a derivation tree for Fig. 1b.

3.3 CRISP and Large Grammars

Koller and Hoffmann (2010) report on experi-
ments that show CRISP can generate sentences with
the large-scale XTAG grammar (XTAG Research
Group, 2001) quite efficiently. However, because
CRISP has no notion of how “good” a generated
sentence is compared to other grammatical alterna-
tives, it will sometimes compute dispreferred sen-
tences with large grammars. This is especially true
for treebank-induced grammars, which tend to over-
generate and rely on statistical methods to rank good
sentences highly. Fig. 3 illustrates this problem.
Assuming a (treebank) grammar that includes trees
for both right adjoining (t13) and left adjoining PPs
(t252), both derivations (a) and (b) are grammati-
cal derivations that satisfy the same communicative
goal. However, most readers disprefer the reading
in (b). Clearly, to use CRISP with such a grammar
we need a method of distinguishing good derivations
from bad ones.

4 Statistical Generation as Planning

We now extend CRISP to statistical generation
(PCRISP). The basic idea is to add a statistical gram-

mar model while leaving the sentence generation
mechanism untouched. This way we can select the
highest scoring derivation which satisfies all con-
straints (grammaticality, expresses the communica-
tive goal, uses unambiguous referring expressions,
etc.).

As a straightforward probability model over
LTAG derivations we choose probabilistic TAG
(PTAG) (Resnik, 1992). Our choice of PTAG for
sentence generation is motivated by a number of at-
tractive properties. PTAG is lexicalized and there-
fore does not only assign probabilities to opera-
tions in the grammar (as for example plain PCFG),
but also accounts for binary dependencies between
words. Unlike n-gram models however, these co-
occurrences are structured according to local syntac-
tic context as a result of TAG’s extended domain of
locality. The probability model describes how the
syntactic arguments of a word are typically filled.
Furthermore, as TAG factors recursion from the do-
main of dependencies, the probability for core con-
structions remains the same independent of addi-
tional adjunctions. We review PTAG in section 4.1.

While we leave the basic sentence generation
mechanism intact, we need to modify the concrete
formulation of CRISP planning operators to accom-
modate bilexical dependencies. Likewise, we need
to take the step from classical planning to metric
planning systems which can use the probabilities. In
metric planning (Fox and Long, 2002), planning ac-
tions can modify the value of numeric variables in
addition to adding and deleting logical literals from
the state. The goal state specifies constraints on this
variable. In the simplest case the variable can only
be increased by a static cost value in each action, and
the goal state contains the objective to minimize the
total cost. While systems such as Metric-FF (Hoff-
mann, 2003) do not guarantee optimality, they do
generally offer good results. We address our en-
coding of sentence generation with PTAG as metric
planning in section 4.2.

4.1 Probabilistic TAG
PTAG (Resnik, 1992) views TAG derivations as se-
quences of events of three types: initial events, sub-
stitution events, and adjunction events.

The probability distribution for initial events de-
scribes how likely it is to start any derivation with a
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given initial tree. It is defined over all initial trees
α ∈ I with their possible lexicalizations w ∈Wα:

∑

α∈I

∑

w∈Wα

Pi(init(α,w)) = 1

For substitution events, there is a probability dis-
tribution for each substitution node n of each ele-
mentary tree τ lexicalized with v, which describes
how likely it is to substitute it with an initial tree α
lexicalized with w.

∑

α∈I

∑

w∈Wα

Ps(subst(τ, v, α, w, n)) = 1

Similarly for each internal node there is a distribu-
tion that describes the probability to adjoin an aux-
iliary tree β ∈ A lexicalized with w. In addition
some probability mass is reserved for the event of
not adjoining anything to such a node at all.

Pa(noadj(τ, v, n)) +
∑

β∈A

∑

w∈Wβ

Pa(adj(τ, v, β, w, n)) = 1.

PTAG assumes that all events occur indepen-
dently of each other. Therefore it defines the to-
tal probability for a derivation as the product of the
probability of its individual events.

4.2 PCRISP Planning Domains
Using the definition of PTAG, we now reformulate
the CRISP planning operators described in section
3.2. The independence assumption in PTAG allows
us to continue to model each addition of a single el-
ementary tree to the derivation (with a certain prob-
ability score). However, while CRISP planning op-
erators can add an elementary tree to any site of the
correct category, PTAG substitution and adjunction
events are binary events between lexicalized trees at
a specific node. We therefore adapt the literals that
record open substitution and adjunction sites in par-
tial derivations accordingly and create one operator
for each node in each possible combination of lexi-
calized trees. Fig. 4 shows an example planning op-
erator for each type.

Finally, we set the cost of an operator to be its
negative log probability. For example

Cost(subst-t3-cat-t28-eats-n1) =

− logPs(subst(t3, ‘cat’, t28, ‘eats’, n1))).

subst-t3-cat-t28-eats-n1(u, x1):
Precond: referent(u, x1),

subst(t28-eats, n1, u), cat(x1)
Effect: ¬needtoexpr(pred-cat, x1),

¬subst(t-28-eats, n1, u),
adj(t3-cat, n2 u)

Cost: 4.3012
adj-t5-raw-t3-fish-n2(u, x1):

Precond: referent(u, x1),
adj(t28-eats,n2, u), raw(x1)

Effect: ¬needtoexpr(pred-raw, x1),
¬adj(t-28-eats, n2, u)

Cost: 6.9076
init-t28-eats(u, x1, x2, x3):

Precond: referent(u, x1),
eats(x1, x2, x3)

Effect: ¬needtoexpr(pred-eats, x1, x2, x3),
subst(t-28-eats, n1,subj), subst(t28-eats, n4,obj),
adj(t-28-eats, n2, u), adj(t-28-eats, n3, u)

Cost: 8.5172
noadj-t28-eats-n3(u):

Precond: adj(t-28-eats, n3,u)
Effect: ¬ adj(t-28-eats, n3, u)
Cost: 0.1054

Figure 4: Some PCRISP operators for the grammar from
Fig. 1.

This way the plan which minimizes the sum of the
costs of its actions corresponds to the TAG deriva-
tion with the highest probability.

4.3 Dealing with Data Sparseness

The event definition of PTAG is very-fine grained.
Substitution and adjunction events depend on spe-
cific parent and child trees with specific lexicaliza-
tions and on a node in the parent tree, as illustrated in
Fig. 5, B.1. When we estimate a probability model
from training data, we cannot expect to observe ev-
idence for all combinations of trees. Derivations
that include such unseen events have zero probabil-
ity and are therefore impossible. As we show in sec-
tion 5, this gives rise to a massive data sparseness
problem.

A straightforward way to deal with data sparse-
ness is to drop all lexicalizations from event defini-
tions, as illustrated in Fig. 5, A. Unfortunately this
model no longer accounts for bilexical dependen-
cies between words. Since our system has to add a
lexicalized tree in each step, lexicalizations for this
child tree should always be taken into account by the
probability model, if available. Despite these draw-
backs, we perform experiments with the unlexical-
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t28

eats
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n1

t3

cat

t28

n1
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t28

n1

t3

cat

NP

Figure 5: Illustration of the unlexicalized probability
model (A) and the three back-off levels of the linear in-
terpolation model (B).

ized model as a baseline. This allows us to inves-
tigate if purely syntactic information is sufficient to
achieve high quality generation output.

An alternative model computes linear interpola-
tion between three back-off levels. The first level
is just standard PTAG (Fig. 5, B.1), for the second
level the lexicalizations of the parent tree is dropped
(Fig. 5, B.2), for the third level the model describes
only the distribution of lexicalized child trees over
each category (Fig. 5, B.3). Notice also that the third
level is similar in spirit to a probabilistic version of
original CRISP operators (compare Fig. 5, B.3 and
Fig. 2).

5 Evaluation

We now report on some experiments with PCRISP.
We are interested in the output quality and runtime
behavior of different combinations of planning sys-
tems and probability models. Like CRISP, PCRISP
is an integrated sentence generation system capa-
ble of generating referring expressions during sur-
face realization. However, for lack of an appropri-
ate evaluation dataset for full sentence generation,
we only evaluate PCRISP on a realization task here.
Further experiments and more details can be found
in Bauer (2009).

5.1 Evaluation Data

For our experiments we use an LTAG grammar and
treebank that was automatically extracted from the
Wall Street Journal using the algorithm described by
Chen and Shanker (2004).

This algorithm outputs a grammar that allows
multiple adjunctions at the same node. For such a
grammar PTAG is not a suitable probability model.
Models that can deal with multiple adjunction are
discussed by Nasr and Rambow (2006), but em-

ploying them would require non-trivial modifica-
tions to our encoding as a metric planning prob-
lem. We therefore preprocess the treebank by lin-
earizing multiple adjunctions. Furthermore, we reat-
tach prepositions to the trees they substitute in, to in-
crease the expressiveness of the bilexical probability
distribution.

We then automatically create semantic content for
all lexicalized elementary trees by assigning a single
semantic literal to each tree in the treebank, using
the lexical anchor as the predicate symbol and vari-
ables for each substitution node and the ‘self’ role
as arguments. We calculate the role associated with
each node in each tree by assigning role names to
each substitution node (‘self’ is assigned to the lexi-
cal anchor) and then percolating the roles up the tree,
giving preference to the ‘self’ role.

We estimate our probability models on section 1
to 23 of the converted WSJ using maximum like-
lihood estimation. We use section 0 as a testing
set. However, since the number of PCRISP opera-
tors grows quadratically with the grammar size, gen-
erating long sentences requires too much time to run
batch experiments. We therefore restrict our evalua-
tion to the 416 sentences in Section 0 that are shorter
than 16 words.

For this testing set we automatically create se-
mantic representation for each sentence, by instan-
tiating the semantic content of each elementary tree
used in its derivation. We use these representations
as input for our system and compare the system out-
put against the original sentence.

5.2 Generation tree accuracy

To evaluate the output quality of our statistical gen-
eration system we compare the system output O
against the reference sentence R in the treebank
from which the input representation was generated.
We adopt the generation tree accuracy (GTA) mea-
sure discussed by (Bangalore et al., 2000). This
measure is computed by first creating a list of all
’treelets’ from the reference derivation tree D. A
‘treelet’ is a subtree consisting only of a node and
its direct children. For each treelet we calculate the
edit distance, sum the distances over all treelets and
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then divide by the total length of the reference string:

1−

∑
d∈treelets(D)

editDist(O|d, R|d)

length(R)
,

where D is the reference derivation tree and S|d are
the tokens associated with the nodes of treelet d in
the order they appear in S (if at all). Edit distance
is modified to treat insertion-deletion pairs as sin-
gle movement errors. Compared to a purely string-
based metric like BLEU, GTA penalizes swapped
words less harshly if they can be explained by local
tree movements.

5.3 Results
Table 1 presents the results of the experiment for
five different generation systems. We compare three
variants of PCRISP: the fully lexicalized PTAG
model (“PTAG”), the fully unlexicalized model
(“unlexicalized”), and a linear interpolation model
(“interpolation”) in which we (manually) set the
weight of level 2 to 0.9 and the weight of level 3 to
0. We also list results for the non-statistical CRISP
system of Koller and Stone (2007) (“CRISP”) and
the greedy search heuristic used by SPUD. All these
systems are based on a reimplementation of the FF
planner (Hoffmann and Nebel, 2001), to which we
added a search heuristic that takes action costs into
account for the PCRISP systems.

For each system, we determine the proportion
of sentences in the test set for which the sys-
tem produced an output (“success”), did not find a
plan (“fail”), and exceeded the five-minute timeout
(“timeout”). The column “gta” records the mean
generation tree accuracy for those sentences where
the system produced an output.

The table confirms that the non-statistical CRISP
system has considerable trouble reconstructing the
original sentences from the treebank, with a mean
GTA of 0.66. This is still better than our reim-
plementation of SPUD, which fails to recover from
early mistakes of its greedy search heuristic for ev-
ery single sentence in the test set.

By contrast, the fully lexicalized PCRISP model
achieves a much better mean GTA. However, this
comes at the cost of a very low success rate of
only 10%, reflecting a serious data sparseness prob-
lem on unseen inputs. The data sparseness problem

System gta success fail timeout
SPUD n/a 0% 100% 0%
CRISP 0.66 45% 42% 13%
PTAG 0.90 10% 88% 2%
unlexicalized 0.74 62% 16% 22%
interpolation 0.88 19% 74% 7%

Table 1: Results for the realization experiment.

is reduced in the unlexicalized version of PCRISP
but this comes at the cost of decreased accuracy
and much increased runtimes. The linear interpo-
lation model strikes a balance between these two,
by improving the success rate over the lexicalized
model while sacrificing only a small amount of ac-
curacy. This suggests that smoothing is a promising
approach to balancing coverage, efficiency, and ac-
curacy, but clearly further experimentation is needed
to substantiate this.

6 Conclusion

We have described PCRISP, an approach to inte-
grated sentence generation which can compute the
best derivation according to a probabilistic TAG
grammar. This brings two strands of research – sta-
tistical generation and integrated sentence planning
and realization – together for the first time. Our gen-
eration algorithm operates by converting the gener-
ation problem into a metric planning problem and
solving it with an off-the-shelf planner. An evalu-
ation on the WSJ corpus reveals that PCRISP, like
PTAG in general, is susceptible to data sparseness
problems. Because the size of the planning problem
is quadratic in the number of lexicalized trees in the
grammar, current planning algorithms are also too
slow to be used for longer sentences.

An obvious issue for future research is to apply
improved smoothing techniques to deal with the data
sparseness. Planning runtimes should be improved
by further tweaking the exact planning problems we
generate, and will benefit from any future improve-
ments in metric planning. It is interesting to note that
the extensions we made to CRISP to accommodate
statistical generation here are compatible with recent
work in which CRISP is applied to situated genera-
tion (Garoufi and Koller, 2010); we expect that this
will be true for other future extensions to CRISP as
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well. Finally, we have only evaluated PCRISP on a
surface realization problem in this paper. It would
be interesting to carry out an extrinsic, task-based
evaluation of PCRISP that also addresses sentence
planning.
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Abstract

Quantifier scope challenges the mantra of Tree
Adjoining Grammar (TAG) that all syntac-
tic dependencies are local once syntactic re-
cursion has been factored out. The reason
is that on current TAG analyses, a quantifier
and the furthest reaches of its scope domain
are in general not part of any (unicomponent)
elementary tree. In this paper, I consider a
novel basic TAG operation called COSUBSTI-
TUTION. In normal substitution, the root of
one tree (the argument) replaces a matching
non-terminal on the frontier of another tree
(the functor). In cosubstitution, the syntactic
result is the same, leaving weak and strong
generative capacity unchanged, but the deriva-
tional and semantic roles are reversed: the em-
bedded subtree is viewed as the functor, and
the embedding matrix is viewed as its seman-
tic argument, i.e., as its nuclear scope. On this
view, a quantifier taking scope amounts to en-
tering a derivation at the exact moment that
its nuclear scope has been constructed. Thus
the relationship of a quantifier and its scope
is constrained by DERIVATIONAL LOCALITY
rather than by elementary-tree locality.

1 Introduction

The main claim of the present paper is that among
the major grammatical frameworks, Tree Adjoining
Grammar (TAG) offers a uniquely simple and direct
way to understand the relationship between a quan-
tifier and its scope.

∗Thanks to Robert Frank and Chung-chieh Shan.

There are at least two well-developed approaches
to scope in TAG. One is due to Kallmeyer
and Romero and their collaborators (e.g., Joshi,
Kallmeyer and Romero 2008). They use Multi-
Component TAG (MC-TAG), and emphasize se-
mantic underspecification, so that a single derivation
corresponds to multiple quantifier scope construals.
Another approach due to Nesson and Shieber (e.g.,
2006) uses a Synchronous TAG to relegate the multi-
component part to the semantic side of the deriva-
tion.

The view here is not intended as a competing
approach, so much as a competing perspective on
what other accounts are already doing—an alterna-
tive conceptualization. However, there are some dif-
ferences between the analyses that I will mention be-
low.

The basic idea here relies on flexibility in the or-
der in which the components of a TAG derivation
combine. That is, substitutions and adjunctions can
be interleaved and reordered with considerable free-
dom. This flexibility makes it possible to build a
partial derivation that exactly corresponds to the ma-
terial over which a quantifier takes scope:
(1) a. John left with no one.

b. S

DP

John

VP

VP

left

PP

P

with

DP↓

Normally, we might choose to substitute no one into
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the auxiliary tree projected by with, and then ad-
join the derived tree with no one at the VP node
dominating left. But we might just as well adjoin
the incomplete auxiliary tree first, resulting in the
(still incomplete) tree in (1b). The point of interest
is that this derivational constituent corresponds in a
natural way to the nuclear scope of no one: just ab-
stract over the substitution location to get the prop-
erty λx.John-left-with x.

Thus the reason that managing scope in TAG is a
challenge is that quantifiers and their scope domain
are not local in the usual TAG sense. That is, it is
not possible to factor out recursion in such a way
that the quantifier and its scope are safely included
within a single elementary tree. For instance, in (1),
the quantifier never shares an elementary tree with
the S node it take scope over.

Yet although quantifiers and their scope are not
elementary-tree local, quantifiers and their scope are
never discontinuous. At the end of a derivation, if
we shade in the portion of the tree that corresponds
to the material a quantifier takes scope over, it will
always be a contiguous portion of the tree, and in ad-
dition, it will also immediately dominate (in general,
surround) the quantifier.

Making sense out of the derivational approach
considered here requires rethinking the tree-merging
operation that combines the quantificational DP no
one with its nuclear scope. Instead of regarding the
quantifier DP as plugging a hole in the argument
structure of with, we would like to reverse the roles,
and think of the incomplete tree in (1b) as the se-
mantic argument of the quantifier. Call this desired
operation COSUBSTITUTION (details below).

If we allow cosubstitution as a basic TAG op-
eration, we recognize quantificational scope as
an example of a different kind of local depen-
dency, namely, the dependence of a functor on its
(co)substitution argument. The result is that we
need to recognize two kinds of locality: struc-
tural locality, i.e., sharing the same elementary tree,
and derivational locality, participating in the same
derivational step.

The late substitution contemplated in (1) would
not be innocent in a Multi-Component TAG. Allow-
ing one component of a tree set to substitute into the
lower DP position in (1) at the same time that an-
other element (think: the scope-taking part) adjoins

into the original initial tree is non-local, and allow-
ing such non-local operations in MC-TAG increases
its generative capacity. Therefore it’s important that
I’m considering ordinary TAG here, not MC-TAG.
In some sense, of course, all analyses of quantifier
scope are an attempt to simulate just this kind of
non-local operation, as discussed further below.

Treating scope-taking as cosubstitution is a ver-
sion of the continuation-based approaches to scope-
taking of Barker 2002, de Groote 2001, and Bernardi
and Moortgat 2010, among others. A continuation is
(a portion of) the computational future of an expres-
sion. In (1), the computational future of the quan-
tifier no one is that it will serve as the argument of
the preposition with, and the result of that computa-
tion will serve to modify the verb phrase left, and so
on. The central insight I’m aiming for in this paper
is that in TAG, the computational future of a DP can
be viewed as the same thing as its derivational past.

2 Preliminaries

2.1 Syntax

A Tree Adjoining Grammar is a finite set of elemen-
tary trees closed under two derivational operations:
substitution and adjunction.

Elementary trees are finite ordered labeled trees.
Nonterminals on the frontier of an elementary tree
are substitution targets, and are decorated with a
downarrow. Some elementary trees have a dis-
tinguished node on their frontiers called the FOOT

(marked with a star) that match the root node in syn-
tactic category. Such trees are auxiliary trees, and
participate in adjunction.
Substitution: Nodes with downarrows on their la-
bels can be replaced via substitution with any non-
auxiliary tree whose root node has a matching label.
The substitution operation amounts to replacing the
target node with the root of the substitution tree.

(2) DP

John

+ S

DP↓ VP

left

= S

DP

John

VP

left
Adjunction: Interior nodes whose labels match the
root label of an auxiliary tree can be adjunction tar-
gets. Adjunction is accomplished by replacing the
adjunction target node with the root of the auxiliary
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tree, at the same time that the foot of the adjunction
tree is replaced by the subtree rooted in the adjunc-
tion target node. In effect, the auxiliary tree is in-
serted into the tree at the adjunction target node.
(3)

S

DP

John

VP

left

+ VP

quietly VP*

= S

DP

John

VP

quietly VP

left
This is the familiar TAG story, simple and elegant.
Technical details are available in may places, e.g.,
Joshi and Schabes 1997.

2.2 Semantics

I will use a Synchronous TAG (Shieber and Schabes
1990) to specify semantic representations. Instead
of elementary trees, STAG uses pairs of elementary
trees connected by a linking relation. Any operation
targeting a node in the left element of a pair must be
matched by a parallel operation targeting the linked
node in the right element of the pair.

In general, then, STAG is a tree transduction sys-
tem. Here, as in Nesson and Shieber 2006, each pair
will be interpreted as the syntax and the correspond-
ing semantics for an expression. The syntactic com-
ponent will use syntactic categories for labels, and
the semantic component will use semantic types for
labels.

So for [syntax, semantics] pairs we might have:

(4)




DP

John
,
e

j






VP

quietly VP*
,

〈e,t〉

quietly 〈e,t〉







S

DP↓ VP

left

,

t

〈e,t〉

left

e







S

DP

John

VP

quietly VP

left

,

t

〈e,t〉

quietly 〈e,t〉

left

e

j




Not much happens in this transduction, except that
the compositional order of the VP and the sub-

ject are reversed to conform to the conventions
for function/argument order in the lambda calcu-
lus. Throughout the paper, I’ve left the linking re-
lation between syntactic nodes and semantic nodes
implicit, since the intended relation is particularly
simple and, I hope, obvious.

3 Cosubstitution

The basic idea of using cosubstitution to handle
scope is that we can build the nuclear scope of a
quantifier before the quantifier enters the derivation.

In the normal substitution case, we have a tree
t1 containing a substitution target, that is, a node x
whose label B is decorated with a downarrow. We
also have a separate tree t2 whose root r has a match-
ing label, B. We replace x with r, and the tree rooted
in r becomes a subtree of t1 (first column of (5)).

In cosubstitution, we reverse the roles: now t2
contains the (co)substitution target, (which can only
be) the root node r. In recognition that the root is
now a cosubstitution target, we annotate its label
with an uparrow. As long as t1 contains a frontier
node x with a matching label (matching except that
it is still decorated with a downarrow rather than an
uparrow), cosubstitution may occur. Conceptually,
we replace (only!) the target node r with x, and
the tree footed in x becomes a supertree of t2. (So
the operation probably should be called “superstitu-
tion”.)
(5)
Substitution: Cosubstitution:


A

B↓
,

A

B







A

B↓
,

A

B





 B

,
B







B↑
,

B↑






A

B ,

A

B







A

B ,

A

B↑ 〈B,A〉

λ B

x

A

B

x



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In the diagrams, bolded symbols (e.g., A) represent
the semantic type of the corresponding syntactic cat-
egory (A). In general, A↑ will be 〈〈A,t〉,t〉; in par-
ticular, DP↑ = 〈〈e,t〉,t〉, the type of a generalized
quantifier. I’ll use Q as shorthand for 〈〈e,t〉,t〉.

Note that the syntactic trees after substitution and
after cosubstitution are identical. There is a differ-
ence in the semantics, however, since we must ab-
stract over the substitution argument expression.

As usual (e.g., Nesson and Shieber 2006:5) the
abstraction variable (in the diagram, x) should be
chosen fresh with respect to all previous choices of
abstraction variables in the derivation, though it may
be identical with the translation of pronouns in order
to accomplish quantificational binding.

In the simplest case, the cosubstitution argument
is the lexical projection of a predicate.

(6)




S

DP↓ VP

left

,

t

〈e,t〉

left

e







DP↑

everyone
,

Q

everyone







S

DP

every1

VP

left

,

t

Q

every1

〈e,t〉

λ e

x

t

〈e,t〉

left

e

x




If everyone = λP∀x.(Px), then the semantics for
everyone left beta-reduces to ∀x.(left x).

In general, however, nuclear scopes can be com-
plex, as in (1):

(7)


S

DP

John

VP

VP

left

PP

P

with

DP↓

,

t

〈e,t〉

PP

P

with

e

〈e,t〉

left

e

j




If we cosubstitute (7) onto the quantifier no one, we
get no one(λx.(with x left) j).

Thus the dependence of no one on its nuclear

scope is not local in the usual sense of forming part
of the same elementary tree. However, it is deriva-
tionally local: the quantifier and its nuclear scope
are the two participants in a single derivational step,
a cosubstitution step.

4 Inverse scope

As in previous TAG work, inverse scope makes a
good test case for illustrating how the system works.
(8) Some person from every city left.
Near the beginning of the derivation, some person
undergoes cosubstitution with left, essentially as in
(6). After adjunction with from at the NP node, we
have:
(9) a. Some person from every city left.

b. S

DP

some NP

NP

person

PP

P

from

DP↓

VP

left

DP↑

every NP

city

At this point, we have a cosubstitution opportunity
for every city in which its scope corresponds to Some
person from left.

In other words, the nuclear scope of a quantifier
is quite simply and quite literally its syntactic and
semantic argument.

The fact that the embedded quantifier has the en-
tire verb phrase in its scope explains how it can bind
a pronoun in the verb phrase, as in Someone from
everyi city loves iti.

Getting the opposite scoping requires supposing
that prepositions project structure at which a quanti-
fier can take scope internal to the enclosing DP. This
strategy is used by May 1985, Heim and Kratzer
1998, Barker and Shan 2006, among others, and, in
the TAG literature, by Nesson and Shieber 2006. For
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the sake of concreteness, we can approximate this
analysis (more work is needed to make it fully gen-
eral) by allowing from to take a quantificational DP
as its argument:
(10)


NP

NP* PP

P

from

DP

(DP↑)↓

, λx.Px ∧Q(λy.from y x)




After substitution (not cosubstitution!), the general-
ized quantifier denoted by every city substitutes for
the semantic non-terminal Q.

One advantage of this strategy is that when some
takes scope over every, every has only the preposi-
tional phrase in its scope, so it can’t bind a pronoun
in the verb phrase (this agrees with the facts).

A second advantage of this strategy is that when-
ever the scope of the embedded quantifier is trapped
inside of the larger DP, there is no way for quanti-
fiers external to the DP to intervene in scope between
some and every.
(11) Two politicians spied on some person

from every city.
The truth conditions of such a reading for (11) would
require that there be some specific person from ev-
ery city, a single pair of politicians, and at least one
spying event for each city. As discussed in detail in
Joshi, Kallmeyer and Romero 2008 and in Nesson
and Shieber, there is a general consensus that this
scoping should be ruled out by the grammar.

However, the system here does allow external
quantifiers to intervene in scope between some and
every on the inverse linking reading. That is, it is
possible to cosubstitute the spied on tree onto some
person, then cosubstitute the result onto two politi-
cians, then cosubstitute the result of that operation
onto every city, giving as a scoping every > two >
some. As Nesson and Shieber note, there is less of a
consensus on whether this reading should be consid-
ered ungrammatical. My position is that it is gram-
matical, but unusually hard to process.

5 Scope ambiguity and derivation trees

Thus on the cosubstitution approach, quantifier
scope ambiguity is a matter of timing: quantifiers

that enter later in the derivation take wider scope.
(12) Someone saw everyone.
αso : DP↑

someone

αeo : DP↑

everyone
αsaw : S

DP↓ VP

saw DP↓

Derivation tree:
αsaw

1 2.2
αso αeo

As Nesson and Shieber point out, if we use the usual
kind of derivation tree, we end up with a derivation
tree that does not disambiguate scope. In the deriva-
tion tree in (12), I have even added arrowheads to
distinguish substitution (downward-pointing arrow-
head) from cosubstitution (upward), but the deriva-
tion tree still does not reveal which quantifier takes
wide scope.
(13) Linear scope:

S

DP↓ VP

saw DP

everyone

DP↑

someone

αso
αsaw1

αeo
αsaw2.2

αsaw

(14) Inverse scope:
S

DP

someone

VP

saw DP↓
DP↓

everyone

αeo
αsaw2.2

αso
αsaw1

αsaw

But if we take the conceptualization of cosubstitu-
tion seriously, we have to treat the derived scope as
the argument of the quantifier. That means that the
quantifier conceptually is the target for the cosubsti-
tution. The correct derivation trees, then, have the
quantifier dominating their nuclear scope.

These derivation trees contain full information
about the order in which the quantifiers were added
to the derivation, and which takes wider scope.

Usually, derivation links are labelled with the
Gorn address of the substitution location. This is un-
informative here, since the only possible cosubstitu-
tion location is the root of the cosubstitution target,
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whose Gorn address is always 0. Therefore I have
labeled the cosubstitution links with the address of
the node that cosubstitutes onto the cosubstitution
target.

6 Comparison with other approaches

6.1 TAG approaches

In the MC-TAG approaches, quantifiers contribute
a pair of trees to the derivation. One part corre-
sponds to the visible DP, and the other corresponds
to the scope-taking part. The scope-taking compo-
nent floats upwards in the derivation until it finds the
top of the scope domain. In the version of Kallmeyer
and Romero and collaborators, the multiple compo-
nents are part of the syntax: the scope part is a de-
generate, single-node S tree that eventually attaches
to the top of the scope domain. In the STAG version
of Nesson and Shieber, the syntax contains a sim-
ple DP, and the multiple components are part of the
semantics.

In both accounts, the scope-taking part of a quan-
tifier must potentially remain unattached (i.e., part
of one component in a tree set) over an unbounded
number of TAG operations until the full scope do-
main is in view. To see this, note that in A raindrop
fell on the tire near the right corner of the hood of
every car there is a reading that entails that there
is at least one raindrop-falling event per car. That
means that it is possible for every car to take scope
over the entire clause. Similar examples show that
adjunctions (on, near) and substitutions (of ) can be
added between the quantifier and its scope without
any grammatical limit.

The claim of the MC-TAG approach is that quan-
tifiers and their scope domains are at most only tree-
set local. Another way to interpret the MC-TAG
analyses is to say that the relationship between a
quantifier and its scope is local, but they are (at least
temporarily) discontinuous, a kind of long-distance
scrambling.

On the cosubstitution view here, the entire scope
(a raindrop fell on the tire near to the right corner
of the hood of ) is composed before the quantifier
enters the derivation. There is no need to resort to
multicomponent tree sets. The relationship between
the quantifier and its scope is entirely local, since
it is nothing more than the relationship between a

predicate and its cosubstitution coargument.

6.2 Delimited continuations

In systems with delimited continuations (Felleisen
1988, Shan 2005, etc.), there are typically two ele-
ments: shift and reset (prompt). Shift is analogous
to the uparrow used here to mark cosubstitution tar-
gets; it corresponds to the bottom of a scope domain.
The reset marks the top of the scope domain. One
common challenge in shift/reset systems is index-
ing occurrences of shift with matching occurrences
of reset. In the TAG system here, there is no need
for a separate reset element. Instead, the state of the
derivation implicitly delimits the continuation that
is captured by the uparrow (shift). The continuation
will always contain the derivation up to the point at
which the cosubstitution occurs, and we achieve de-
limitation without needing an explicit reset operator.

In other systems with delimited continuations
such as Barker and Shan 2008, delimitation is ac-
complished by a system of optional typeshifting op-
erators. Once again, the interleaving of the cosubsti-
tution with the derivation makes typeshifting unnec-
essary here.

7 Generalized scope-taking

Most work in TAG semantics, including this paper
so far, assumes that scope-taking elements all take
scope over a sentence (S) and produce as a result a
(quantified) sentence. More general scoping mecha-
nisms allow these parameters to vary independently.
Thus in Moortgat 1997, q(A,B,C) is a type that func-
tions syntactically as an expression of type A, takes
scope over a constituent of type B, and returns a re-
sult of type C, so the quantifiers discussed above
would all be type q(DP, S, S). Barker and Shan 2008,
Morrill et al. 2007, and others provide directly anal-
ogous general scope-taking categories.

This more general approach allows new kinds of
linguistic analyses. For instance, I argue in Barker
2008 that in two men with the same name, the word
same is a scope-taking quantifier that functions lo-
cally as an adjective and takes scope over a nominal,
in this case, men with the name. Thus same has
category q(Adj, NP, NP).

For a second instance due to Moortgat (in teach-
ing materials circa 2000), in order to handle the
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bracketed phrase in a book [the author of which]
I know, we can analyze which as having category
q(DP, DP, RelPn): it behaves syntactically as a DP,
it takes scope over a DP (the bracketed phrase), and
the result functions as a relative pronoun.

It would probably be straightforward to allow ex-
isting TAG accounts to accommodate non-S scope
targets, though perhaps at the cost of increased gen-
erative power. It is far from clear, however, how
these accounts would allow scope-takers to return
arbitrary result categories. This would require al-
lowing a deeply embedded constituent to change the
syntactic category of the constituent in which it is
embedded.

The cosubstitution account here, however, was
created with the general case in mind. We simply
refine the definition of cosubstitution to require that
if a cosubstitution target has category q(A,B,C), the
surrounding cosubstitution argument must have cat-
egory A on its foot, B on its root, and the result of the
cosubstitution operation is treated as a tree of cate-
gory C. Perhaps in the TAG tradition of split cate-
gories, the root of the resulting tree would have B as
its lower category and C as its upper category.

8 Conclusions

A fully general system for scope-taking requires
providing a scope-taking element with its delimited
continuation. Derivational flexibility in TAG allows
construction of delimited continuations on the fly.
Adding the operation of cosubstitution as dual to
substitution makes for a strikingly simple but fully
general scope-taking system.

Still, after all is said and done, there is some-
thing multicomponent-ish about the cosubstitution
approach. The semantics of cosubstitution expands
the DP node on the frontier of the tree at the same
time that it also adds semantic material at the top of
the tree. As I mentioned, I don’t view cosubstitu-
tion as a competitor to the MC-TAG approaches, but
rather as a reconceptualization. Given that scope-
taking requires associating distant locations in a tree,
just what is the nature of the required dependency?
Exactly what sort of multicomponent-ness is re-
quired? What expressive power is needed, and what
extra generative capacity?

In the system as described above, the answer to

the generative capacity question is simple. For every
co-TAG grammar, there is an ordinary TAG gram-
mar in which each root labeled X↑ is replaced with
the label X. For every derivation in the co-TAG
grammar, there is a derivation in the ordinary TAG
grammar that generates the same tree with the same
string. Furthermore, cosubstitution is defined in ev-
ery situation in which ordinary substitution would
be defined. As a result, syntactically, co-TAG is both
weakly and strongly equivalent to TAG.

Of course, even though cosubstitution is defined
when the root of the cosubstitution argument is not
of type t (e.g., an S node), the lambda term con-
structed by the semantics may be ill-typed. In ef-
fect, we’ve only been interested so far in a subclass
of derivations, the ones in which uparrowed con-
stituents are combined with arguments rooted in S.

Building ill-typed lambda terms is clearly not sat-
isfactory. However, it is easily fixed. We restrict
the version of cosubstitution defined above to cases
in which the cosubstitution argument is rooted in
S, and we add two new cosubstitution definitions to
cover cases in which the argument is rooted in some
category A where A is distinct from S.

For the first new version, the syntax will be the
same, except that now the category of the resulting
derived tree will be A↑ instead of A. The seman-
tics will be λκλγ.Q(λx.γ(κx)), where κ is a func-
tion of type 〈B,A〉, γ is a function of type 〈A,t〉,
Q is the semantics of the B↑ tree (and so has type
〈〈B,t〉,t〉), and x is a variable of type B. This rule
says that if a scope-taking element does not find its
scope, it turns the constituent it combines with into a
new scope-taking element. When this new, complex
scope-taker finally finds its scope, meanings com-
pose in such a way that the original scope-taker takes
scope over the entire domain.

This rule in effect allows a scope-taking expres-
sion to combine bottom-up if desired, much in the
way that the MC-TAG scope analyses work. In the
full system, then, we can either accumulate a scope
domain piecemeal, layer by layer, in the style of
the MC-TAG analysis, or we can jump directly to
the top layer in one swoop. See Barker 2007 for a
discussion of a type-logical system in which these
two conceptions of scope-taking coexist in a single
grammar.

The second new version of the cosubstitution
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rule covers cases in which the cosubstitution argu-
ment is rooted in a scope-taking category A↑ to
begin with. This will happen if there are already
scope-taking elements incorporated into the cosub-
stitution argument. In this case, the syntactic re-
sult is unchanged (A↑ again), and the semantics is
λκλγ.Q(λx.(κx) γ), where κ now has type 〈B,A↑〉.
This rule gives the newest scope-taker scope over all
of the other scope-taking elements already present
in the (partial) domain.

As long as there aren’t any initial trees rooted in
S↑, or internal nodes with arrows, it is easy to see
that the final co-TAG tree will have no arrows in
it. Clearly, for every co-TAG derivation, there is a
derivation in the corresponding de-arrowed TAG in
which the final tree is identical, and vice-versa. Fur-
thermore, with the new cosubstitution rules in place,
every derviation in the co-TAG has a well-typed (and
sensible) semantic interpretation. Finally, note that
all TAG grammars are also co-TAG grammars.

In other words, co-TAG has exactly the same
weak and strong generative capacity as TAG.
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Abstract

This paper presents an analysis of bound vari-
able pronouns in English using Synchronous
Tree Adjoining Grammar. Bound variables
are represented as multi-component sets, com-
posing in delayed tree-local derivations. We
propose that the observed anti-locality restric-
tion on English bound variables can be for-
malised in terms of a constraint on the de-
lay in the composition of the bound variable
multi-component set. While most cases are
captured in a derivation making use of two si-
multaneous delays, maintaining weak equiva-
lence with flexible composition, our analysis
is open to derivations with an unlimited num-
ber of simultaneous delays.

1 Introduction

The English pronouns in (1a) and (1b) do not have
the same function as referential pronouns. Instead,
they function as bound variables, their references de-
termined by the c-commanding antecedent. The re-
lationship between the antecedent (binder) and the
bound variable is difficult to capture in standard
TAG, as the dependency between them is necessarily
non-local. The predicate in (1a) intervenes between
the variable and its binder, and this dependency is
even further stretched in (1b) where two predicates
intervene.

(1) a. Every girli lovesheri father.

b. Every girli knows thatshei is smart.

To capture these cases, a TAG variant is needed
which will allow for this type of non-local deriva-
tion without excessively increasing generative ca-
pacity. In this paper, we show that Delayed Tree-
Local Multi-Component (MC) TAG, demonstrated

∗We thank the anonymous reviewers of TAG+10 for their
insightful comments. All remaining errors our ours. This work
was partially supported by NSERC RGPIN/341442 to Han.

by Chiang and Scheffler (2008) to be weakly equiv-
alent to standard TAG, permits exactly this kind of
non-local derivation. We show that 2-delayed tree-
local derivation is sufficient to handle core cases
such as in (1), though a generalization tok-delayed
tree-local derivation is needed to handle compli-
cated cases where a bound variable is embedded in
a DP that has another bound variable. Our anal-
ysis of bound variable anaphora in English also
makes use of Synchronous Tree Adjoining Gram-
mar (STAG) as formulated by Shieber (1994), aug-
mented with syntactic feature agreement (Vijay-
Shanker and Joshi, 1988). In Section 2, we show
our analysis of the core cases such as (1a) and (1b).
We then show, in Sections 3 and 4, how semantic
and syntactic well-formedness constraints work to-
gether to rule out certain ungrammatical cases, and
argue for the necessity of an anti-locality constraint
based on the size of delays. In Section 5, we briefly
discuss the cases that require generalization tok-
delayed tree-local derivation.

2 The Analysis of Core Cases

Elementary trees for (1a) are presented in Figure 1.
In the semantic trees, nodes are labelled as (T)erms,
(R)elations, and (F)ormulae. Indices are included
on substitution sites not only as a mark of syntactic
movement, but also to identify substitution sites in
derivation trees.
〈 δ1a: αloves

αevery girl

DPi

βher

DP

αfather of

DPj

αher

DPk

δ′1a: α′loves

α′every girl

Ti

β′every girl

F

β′her

R

β′father of

F

α′her

Tk

α′father of

Tj

〉

Figure 2: Derivation trees forEvery girli loves heri fa-
ther.

Derivation trees for (1a) are shown in Figure 2.
The syntactic tree (αevery girl) treats the quanti-
fier as a single DP, but crucially, the semantic side
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〈
αevery girl: 1DP[3sgF]

D

every

NP

N

girl

{ α′every girl: T

xg

β′every girl: F

GQ

λP F

∀x F

girl(x)

F

P (x)

1R

λxg F*

} 〉 〈 αloves: TP

1DPi↓ T′

T VP

DP

ti

V′

V

loves

2DPj↓

α′loves: 1 2F

1Ti↓ R

2Tj↓ R

λxλy.loves(y, x)

〉

〈
αfather of: DP

1DPk↓ D′

D NP

N

father

{ α′father of: T

xf

β′father of: F

GQ

λP F

THEy F

F

father(y)

∧ F

R

λz.Rel(y, z)

1Tk↓

F

P (y)

R

λxf F*

} 〉
〈 { αher: DP

D

her

βher: DP*[3sgF]
} { α′her: T

x

β′her: R

R

λPλz.JPKg
[x→z]

(z)

R*

} 〉

Figure 1: Elementary trees forEvery girli loves heri father.

is an MC set. (α′every girl) is a variable which
substitutes into an argument position in (α′loves).
(β′every girl) is an auxiliary tree which adjoins at
the root of (α′loves), taking advantage of the mul-
tiple links (indicated by boxed numerals) between
the syntax and semantics trees. A syntactic argu-
ment position links to two positions in the seman-
tics: one for the argument variable, and another at
the predicate’s root where scope is calculated. In
this way, isomorphism of the derivations is main-
tained despite one syntactic tree corresponding to an
MC set in the semantics. (β′every girl) presents a
generalised quantifier (GQ) analysis (Barwise and
Cooper, 1981), as implemented for STAG in Han
et al. (2008). The trees forfather of are similar, im-
plementing a GQ analysis for possession. Follow-
ing Shieber and Schabes (1990) and Kallmeyer and
Joshi (2003), we leave unspecified the order of ad-
joining for the scope portions of the GQs at the root
of (α′loves). The possessor is the bound variable
her, an MC tree set in both syntax and semantics.
(αher) is a DP, which substitutes into (αfather of).
There is a defective auxiliary tree (βher) which ad-
joins at the root of (αevery girl); syntactic agree-

ment is captured in the union ofφ features at this
adjoining site. The semantic side follows the same
derivation: (α′her) substitutes into the linked argu-
ment position in (β′father of), and (β′her) adjoins
into (β′every girl), between the GQ and the binder,
λxg. (β′her) contains a condensed representation of
the binder index evaluation rule presented in Büring
(2005), using one function to show both steps of al-
tering the assignment function on the relation cre-
ated by the binder portion of (β′every girl), and
then re-binding the remaining variable inside. This
derivation is licit under the definition of 2-Delayed
Tree-Local MC-TAG, in that there are no more than
two simultaneous delays. Delays are defined as sets
of derivation tree nodes along the shortest path be-
tween members of an MC set, excluding the lowest
node dominating both members of the MC set. As
shown in (2), there are three delays in the seman-
tic derivation, but no one node in the derivation tree
participates in more than two delays.

(2) Delay forevery girl:
{α′every girl, β′every girl}
Delay for father of:
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{α′father of, β′father of}
Delay forher:
{α′her,β′her,β′father of, β′every girl }

In the syntactic derivation, only one delay is present:

(3) Delay forher:
{αher,βher,αfather of, αevery girl }

While this delay is not identical to the semantic
one, it is set-isomorphic in that both delays forher
contain members of thefather of andevery girl sets.
The difference is that on the syntax side, composi-
tion of (βher) is with (αevery girl) while (β′her) is
composed with (β′every girl), which has no equiva-
lent in the syntax.

The final derived trees are shown in Figure 3. Re-
calling the ambiguous ordering of adjoining at the
root of (α′loves), we only show the derived seman-
tic tree for the ordering where (β′father of) adjoins
before (β′every girl); though the alternate order is
available, it results in thex4 variable remaining un-
bound, and we assume this is blocked by a constraint
against unbound variables. Semantic composition
on the tree in (γ1a) yields the formula in (4), show-
ing the binding relationship betweenevery girl and
her.

(4) ∀x[girl(x)][THEy[father(y) ∧
Rel(y,x)][loves(x,y)]]

A similar derivation is possible for the example in
(1b), with additional trees shown in Figure 4. Fol-
lowing the derivation in Figure 5, we arrive at the
derived trees in Figure 6. Again, the derivation has
no more than two simultaneous delays. The final se-
mantic form is shown in (5), and the expected vari-
able binding comes through the derivation.〈 δ1b: αsmart

αshe

DPj

βknows

CP

αevery girl

DPi

βshe

DP

δ′1b: α′smart

α′she

Tj

β′knows

F

α′every girl

Ti

β′every girl

F

β′she

R

〉

Figure 5: Derivation trees forEvery girli knows that shei
is smart.

(5) ∀x[girl(x)][knows(x,smart(x))]

3 Blocking Spurious Derivations

There are some derivations which our analysis must
block, shown in (6). For the case of (6a), the
standard explanation is that the variable is not
c-commanded by its quantifier. Making use of
previously-presented elementary trees, the deriva-
tion of (6a) is shown in Figure 7.

(6) a. * Shei thinks that every girli is smart.

b. * Every girli lovesheri
c. Every girli lovesherselfi

〈 δ6a: αsmart

αevery girl

DPj

βshe

DP

βknows

CP

αshe

DPi

δ′6a: α′smart

α′every girl

Tj

β′every girl

F

β′she

R

β′knows

F

α′she

Ti

〉

Figure 7: Derivation trees for *Shei knows that every girli
is smart.

Note that there is nothing about the derivation it-
self which blocks (6a): the same delays are observed
as in (1b). However, performing semantic composi-
tion on the derived semantic tree in Figure 8 yields
(7), which leaves thex variable unbound, similar to
the blocked derivation for (1a).

(7) thinks(x,∀x[girl(x)][smart(x)])

The situation in (6b) is more complex. This exam-
ple can be derived using familiar elementary trees,
with derivation trees shown in Figure 9. The derived
trees in Figure 10 result in the semantic form given
in (8); all variables are bound, and the intended read-
ing comes out, yet the example is ungrammatical.

〈 δ6b: αloves

αevery girl

DPi

βher

DP

αher

DPj

δ′6b: α′loves

α′every girl

Ti

β′every girl

F

β′her

R

α′her

Tj

〉

Figure 9: Derivation trees for *Every girli loves heri.

(8) ∀x[girl(x)][loves(x, x)]

For this, we propose a constraint on the deriva-
tion itself, based on the delays. Nesson and Shieber
(2009) propose that locality on MC sets can be mea-
sured in terms of the size of a delay. For all the
previous examples, the cardinality of a delay for a
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〈 γ1a TP

DP

D

every

NP

N

girl

T′

T VP

DP

ti

V′

V

loves

DPj

DPk

D

her

D′

D NP

N

father

γ1a F

GQ

λP F

∀x F

girl(x)

F

P (x)

R

R

λPλz.JPKg
[x→z]

(z)

R

λxg F

GQ

λP F

THEy F

F

father(y)

∧ F

R

λz.Rel(y, z)

Tk

x

F

P (y)

R

λxf F

T

xg

R

T

xf

R

λxλy.loves(y, x)

〉

Figure 3: Derived trees forEvery girli loves heri father.

bound variable was at least four. For (6b), the de-
lay is smaller, with a cardinality of only three. We
thus propose a constraint on derivations containing
bound variable trees in English: the cardinality of
the delay of an MC set for a bound variable must
be at least four, imposing a minimum distance be-
tween the variable and its antecedent. The grammat-
ical equivalent of (6b), using a reflexive in (6c), can
be captured with the analyses of either Frank (2008)
or Storoshenko et al. (2008).

4 Capturing Crossover

In the literature on bound variable anaphora, a
widely-known constraint is that against crossover,
coming in two flavours, weak and strong. For
both cases, the analysis is that an antecedent in a
derived position binds a variable it did not orig-
inally c-command. Looking at the examples in
(9), crossover will result after quantifier raising. In
strong crossover, the variable c-commands the quan-
tifier’s base position, shown in (9a), but in weak
crossover, the (9b) case, this is not so.

(9) a. * Shei loves every girli
b. * Heri father loves every girli

(9a), derived according to Figure 11, is semanti-
cally identical to (6b) after all composition has been
completed on the derived trees in Figure 12. The
same constraint on the delay will rule out this exam-
ple, as the cardinality of the delay of the MC set for

the bound variable is again just three. Furthermore,
Condition C, implemented for STAG, would rule out
such an example.

〈 δ9a: αloves

αevery girl

DPj

βshe

DP

αshe

DPi

δ′9a: α′loves

α′every girl

Tj

β′every girl

F

β′she

R

α′she

Ti

〉

Figure 11: Derivation trees for *Shei loves every girli.

However, the same constraints will not account
for (9b). Recalling the discussion of (1a), there
are two possible derivations where there are two
GQs, one of which leaves the variable contributed
by (α′her) unbound. However, a perfectly legitimate
derivation is possible, shown in Figure 13. This ex-
ample cannot be blocked on the basis of the delay
size constraint, as the delay of the MC set for the
bound variable has a cardinality of four. Semantic
composition from the derived trees in Figure 14 re-
sults in the semantic form in (10) with the variable
bound, and the intended meaning intact.

〈 δ9b: αloves

αevery girl

DPj

βher

DP

αfather of

DPi

αher

DPk

δ′9b: α′loves

α′every girl

Tj

β′every girl

F

β′her

R

β′father of

F

α′her

Tk

α′father of

Ti

〉

Figure 13: Derivation trees for *Heri father loves every
girli.
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〈 αsmart: CP

C

that

TP

1DPj↓ T′

T

is

AP

DP

tj

A′

A

smart

α′smart: F

1Tj↓ R

λx.smart(x)

〉 〈 βknows: CP

C TP

1DPi↓ T′

T VP

DP

ti

V′

V

knows

CP*

β′knows: F

1Ti↓ R

R

λpλx.knows(x, p)

F*

〉

〈 { αshe:DP

D

she

βshe:DP*[3sgF]
} { α′she: T

x

β′she: R

R

λPλz.JPKg
[x→z]

(z)

R*

} 〉

Figure 4: Additional elementary trees forEvery girli knows that shei is smart.

(10) ∀x[girl(x)][THEy[father(y) ∧
Rel(y, x)][loves(y, x)]]

To block this, we impose one final constraint on
the syntax of the bound variable, a c-command con-
straint between the elementary trees of the bound
variable MC set: in the derived syntactic tree, the
defective DP* elementary tree must c-command the
argument DP tree. In (9b), (βher) is adjoined at
the root of (αevery girl), while (αher) substitutes
at a higher position in (αloves); the necessary c-
command relation does not hold, ruling out this sen-
tence. The same constraint will also rule out (9a),
and it will likewise rule out (6a), both of which vio-
lated other constraints as well.

5 Complicated Cases

The examples presented in this paper so far have all
been restricted to 2-delayed tree-local derivations.
There are however examples which, if treated un-
der our present analysis, will require more than 2 si-
multaneous delays in the derivation. These are cases
where more than one bound variable is embedded in
a DP, as in (11).1

(11) a. Every girli showed a boyj some picture
of himj by heri.

1Thanks to a TAG+10 reviewer for pointing this out to us
and providing us with these examples.

b. Every girli told a boyj that some
professork liked a picture of himj that
shei gave himk.

For instance, as can be seen from the se-
mantic derivation tree of (11a) in Figure 15,
(α′somepicture of) occurs in 3 delays, those of
some picture of, him and by her. And in (11b), it
occurs in 4 delays, those ofsome picture of, himj ,
she, and himk. So, as the number of bound vari-
ables embedded in a DP increases, so does the num-
ber of simultaneous delays in the derivation. As em-
bedding is in principle unbounded, we cannot put a
formal bound on the number of simultaneous delays
required to handle bound variables, though Tatjana
Scheffler (p.c.) points out that the number of ele-
mentary trees will ultimately limit the number of de-
lays in a given derivation—it’s not the case that any
one derivation will have an unbounded number of
delays. Still, we speculate that as the number of si-
multaneous delays increases, so does the processing
load in deriving the sentence. Speakers encountering
a 4-delay example such as (11b) may have difficulty
in reaching the desired interpretation.2

2Chiang and Scheffler (2008) has shown that 2-delayed tree-
local MC-TAG is weakly equivalent to MC-TAG with flexible
composition. The existence of such examples as in (11) which
require even further simultaneous delays can be argued to show
that delayed tree local derivations are preferable to derivations
using flexible composition in that they permit such sentences to
be formed.
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〉

Figure 6: Derived trees forEvery girli knows that shei is smart.

6 Conclusion and Implications

In this paper, we have presented an analysis of bound
variable anaphora for English in STAG. This analy-
sis presents the bound variable as an MC set in the
syntax and the semantics, and crucially makes use of
delayed tree-locality in the derivation. We have pro-
posed three different constraints on the derivations:
a syntactic constraint which was necessary to rule
out weak crossover, a semantic constraint against
derivations with unbound variables, and a derivation
constraint which enforces a degree of anti-locality,
to account for the case where a reflexive must be
used. While some derivations violate multiple con-
straints, each constraint is vital in ruling out at least
one ungrammatical example. The syntactic and se-
mantic constraints are quite standard in the litera-
ture on bound variables, and are relatively uncontro-
versial. In future work, we hope to explore possi-
ble parametric variation in the delay constraint, ac-
counting for languages where bound variables are
either more strictly local, or more flexible in their
use than in English. Our analysis has not touched
on co-referential, rather than bound, uses of English
pronouns. These we assume to be captured under
an STAG implementation of Condition B, possibly
along the lines of the LTAG binding theory proposed

in Champollion (2008). Finally, acknowledging
that our present analysis requires a c-command con-
straint between the variable and its antecedent, we
leave for future work English cases such asSome-
one from every cityi is proud of itsi history, in which
a pronoun with a bound variable interpretation is not
c-commanded by its antecedent.
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Figure 12: Derived trees for *Shei loves every girli.
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Figure 14: Derived trees for *Heri father loves every girli.
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Figure 15: Semantic derivation tree forEvery girli showed a boyj some picture of himj by heri
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Abstract

All permutations of a two level embedding sen-
tence in Turkish is analyzed, in order to develop an
LTAG grammar that can account for Turkish long
distance dependencies. The fact that Turkish allows
only long distance topicalization and extraposition
is shown to be connected to a condition -the coher-
ence condition- that draws the boundary between the
acceptable and inacceptable permutations of the five
word sentence under investigation. The LTAG gram-
mar for this fragment of Turkish has two levels: the
first level assumes lexicalized and linguistically ap-
propriate elementary trees, where as the second level
assumes elementary trees that are derived from the
elementary trees of the first level, and are not lexi-
calized.

1 Introduction

The formal power of lexicalized TAG (LTAG) (Joshi et
al., 1975; Schabes et al., 1988; Schabes, 1990) is ad-
equate to assign appropriate structural descriptions to
Turkish long distance scrambling. This provides an un-
complicated ground for the investigation of the mecha-
nisms behind long distance scrambling in Turkish. In this
paper, all permutations of a five word two level embed-
ding structure are analyzed and an LTAG grammar is de-
veloped for this fragment of Turkish. Sentences involving
scrambling from more than two levels of embedding are
difficult to interpret, therefore the optimum compromise
between the complexity of the structure and the validity
of the analysis is determined by restricting the number of
the words in the structure under investigation, which as a
result limits the number of permutations to a manageable
quantity.

The use of the adjunction operation to explain sev-
eral linguistic phenomena such as raising, extraction, and
long distance dependencies has been demonstrated in
(Kroch and Joshi, 1985; Kroch and Joshi, 1987; Kroch
and Baltin, 1989; Frank, 2000; Frank, 1992). However,
it has been shown that German long distance scrambling

can not be adequately described within the framework of
lexicalized TAGs, as elements from subordinate clauses
can scramble to any position in the matrix clause in Ger-
man (Becker et al., 1991; Becker et al., 1992; Rambow,
1994). As a consequence, multi-component TAG (MC-
TAG) (Weir, 1988; Becker et al., 1991; Rambow, 1994)
grammars have been proposed for German and Korean
scrambling (Rambow and Lee, 1994). Since Turkish, un-
like German, allows only long distance topicalization and
long distance extraposition, the formal power of LTAG is
adequate to explain Turkish long distance dependencies.

The detailed analysis of the two level embedding sen-
tence in section 2 brings forth a condition -the coherence
condition- that draws the boundary between the accept-
able and inacceptable permutations of the five word sen-
tence. The LTAG grammar for this fragment of Turk-
ish developed in section 3 and 4 serves multiple pur-
poses. First, it was complied into a linear indexed gram-
mar as explained in (Schabes and Shieber, 1992), and
parsed with a parser written in Prolog (Shieber et al.,
1995). Second, it shows that the set of derivations can
be meaningfully partitioned according to the coherence
condition. Finally, it reveals a connection between the
coherence condition and the semantic function of long
distance scrambling in Turkish.1

2 Turkish Long Distance Scrambling

Turkish is an head-final SOV language. Yet, there is no
restriction on the order of arguments and adjuncts of sim-
ple sentences, as long as they are not referentially depen-
dent and the sentence does not contain non-specific NPs
or WH-phrases (Kural, 1992). Scrambling in Turkish
causes different semantic interpretations. Scrambling to
the sentence initial position marks the constituent as the
topic, the immediately preverbal position marks it as the
focus, and the post-verbal position as thebackgroundin-
formation (Ergüvanlı, 1984). Scrambling of case marked

1Following the literature on the free word order phenomena inTurk-
ish, the termscrambling, in this paper, refers to any word order variation
from the unmarked word order.
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arguments and adjuncts out of subordinate clauses to sen-
tence initial and sentence final positions, i.e. long dis-
tance topicalization and extraposition are also grammat-
ical. Long distance scrambling to positions other than
these two, i.e. scrambling without asemantic functionis
unnatural, and is considered ungrammatical.

This section gives an analysis of the two level em-
bedding structure in (1) to determine the grammatical,
acceptable and inacceptable permutations this five word
sentence. This structure has two subordinate clauses, the
subject positions of which are empty.2 The sentence has
two noun phrases: the most embedded verb has an NP
complementNP3, and the matrix sentence has an NP sub-
ject NP1. The matrix verbV1 has an infinitival comple-
ment (INF) with an ablative case (ABL). Likewise,V2
has a verbal noun (VN) complement with accusative case
(ACC). The most embedded verbV3 has an NP comple-
ment with accusative case (ACC).3

(1) Unmarked Order

Mary
Mary

çocukları
children-ACC

susturmayı
silence-VN-ACC

denemekten
try-INF-ABL

yoruldu.
tired-PAST

‘Mary is tired of trying to silence the children.’

NP1 NP3 V3 V2 V1

(2) Çocukları
children-ACC

Mary
Mary

susturmayı
silence-VN-ACC

denemekten
try-INF-ABL

yoruldu.
tired-PAST

[NP3] NP1 V3 V2 V1

(3) Mary
Mary

susturmayı
silence-VN-ACC

denemekten
try-INF-ABL

yoruldu
tired-PAST

çocukları.
children-ACC

NP1 V3 V2 V1 [NP3]

(4) ? Çocukları
children-ACC

susturmayı
silence-VN-ACC

Mary
Mary

denemekten
try-INF-ABL

yoruldu.
tired-PAST

[NP3 V3] NP1 V2 V1

2Since the discussion on long distance scrambling does not hinge
upon the existence of the silent PRO, it is left out in the analysis for the
sake of the clarity of the presentation.

3The analysis proposed in this paper is independent of the choice of
the verbs, the case markers on their complements, and the type of sub-
ordination. The analysis is intended to explain the least pragmatically
restricted cases, the sentences that in fact can undergo long distance
scrambling described in this work.

(5) ? Mary
Mary

denemekten
try-INF-ABL

yoruldu
tired-PAST

çocukları
children-ACC

susturmayı.
silence-VN-ACC

NP1 V2 V1 [NP3 V3]

The most embedded argumentNP3 is long distance top-
icalized in (2), and is long distance extraposed in (3).
[NP3 V3], which is the complement ofV2, is long dis-
tance topicalized in (4) and is long distance extraposed in
(5).

(6) shows an ungrammatical sentence in whichNP3
extraposes andV3 topicalizes. IfNP3, V2 and V3 are
separated into three as in (6), then the sentence not only
becomes ungrammatical but also becomes inacceptable.
Such a sentence is not more informative than a ‘word
salad’ with respect to pragmatic inference. The coher-
ence condition in (7) is proposed to rule out such inac-
ceptable sentences.

(6) * uğraşmaktan
try-INF-ABL

Mary
Mary

bırakmaya
quit-VN-DAT

bıktı
tire-PAST-3SG

Sigarayı.
Cigarette-ACC

[V3] NP1 [V2] V1 [NP3]

‘Mary is tired of trying to quit smoking.’

(7) The Coherence Condition
In acceptable sentences,[[NP3 V3] V2] is sepa-
rated as[NP3 V3] - V2 or NP3 -[V3 V2].

It is not the case that all sentences that do not violate the
coherence condition are grammatical. The sentence in
(8a) exemplify long distance topicalization ofNP3when
[V3 V2] is extraposed. Similarly in (8b),[NP3 V3] is top-
icalized andV2 is extraposed. In both cases, an element
of a subordinate clause is topicalized when its verb is ex-
traposed, which results in an ungrammatical sentence.

(8) a. *?Çocukları
children-ACC

Mary
Mary

yoruldu
tired-PAST

susturmaya
silence-VN-DAT

uğraşmaktan.
try-INF-ABL

[NP3] NP1 V1 [V3 V2]

b. *? Çocukları
children-ACC

susturmaya
silence-VN-ACC

Mary
Mary

yoruldu
tired-PAST

uğraşmaktan.
try-INF-ABL

[NP3 V3] NP1 V1 [V2]

Since Turkish is a head-final language, embedding
a sentence inside another one creates a center embed-
ding structure. Moreover, long distance scrambling cre-
ates center embedding with crossing dependencies. Psy-
cholinguistics studies indicate that such sentences in-
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1
Long Distance Left Scrambling of NP3 • NP3• [V3 V2]

Long Distance Left Scrambling of [NP3 V3] • [NP3 V3] • V2

2
Long Distance Right Scrambling of NP3

[V3 V2] NP3 • •
[V3 V2] • NP3•
• [V3 V2] NP3 •

Long Distance Right Scrambling of [NP3 V3] V2 • [NP3 V3]•

3 Local Extraposition of [NP3 V3]
• V2 [NP3 V3] •
V2 [NP3 V3] • •

Table 1: Permutations without a Semantic Function

crease processing load, which results in low acceptabil-
ity judgments associated with these sentences. As indi-
cated with the judgment ‘?’ for (4) and (5), long dis-
tance topicalization and extraposition of[V3 V2] is more
marked than long distance topicalization and extraposi-
tion of NP3.

Both the tendency to group the verbs as[V3 V2
V1], and the coherence condition are reminiscent of the
‘clause union’ account of German and Dutch verb con-
structions (Evers, 1975). According to the ‘clause union’
hypothesis, verbs undergo a process by which they form
a single complex verb. Similarly, the coherence condition
seems to collapse the two level embedding structure into
a one level embedding structure by either combining the
[V3 V2] into one complex verb, or freezing[NP3 V3] as
one complex object.

2.1 Semantic Function of Scrambling

Among the 120 permutations of the sentence in (1), only
42 word orders do not violate the coherence condition.
However, 16 more sentences have to be ruled out be-
cause scrambling without a semantic function, i.e scram-
bling to positions other than the sentence initialtopicand
sentence finalbackgroundpositions is ungrammatical in
Turkish. Therefore, only 26 out of 120 word orders are
left to be accounted for.

The word orders that have to be ruled out are given in
Table 1. The• shows the positions of the two elements
of the matrix clause. In row one, a constituent from a
subordinate clause is scrambled to the left, but it is not
at the sentence initial position. In row two, a constituent
from a subordinate clause is scrambled to the right, but it
is not at the sentence final position. In row three,[NP3
V3] undergoes local extraposition.

The following section presents an LTAG grammar for
the word orders that do not violate the coherence con-
dition and involve scrambling with a semantic function.
The grammar, through the adjunction operation, reveals a

relation between the coherence condition and the seman-
tic function of long distance scrambling. However, local
extraposition cannot be related to the coherence condition
in the same way, because derivation of local extraposition
does not involve the adjunction operation.

Moreover, local extraposition of the subject in a one
level embedding sentence is grammatical, as exemplified
below. (9) shows the unmarked order.S1 refers to the
subject of the matrix clause,S2to the subject of the em-
bedded clause,O2 to the object of the embedded clause,
V1 andV2 to the verbs of the matrix and the embedded
clauses respectively.S2 is extraposed in (10). Local ex-
traposition of the subject in a subordinate clause places
the subject in the preverbalfocusposition of the matrix
clause, therefore it is not semantically vacuous. Local
extraposition of a direct object in a subordinate clause,
however, may be semantically vacuous because the ob-
ject is already in a preverbal focus position at its base
position.

(9) Elif
Elif

Ali’nin
Ali- GEN

Ankara’dan
Ankara-ABL

geldiğini
come-NOM-P2SG-ACC

biliyor.
know-PROG

S1 [S2 O2 V2] V1

‘Elif knows that Ali came from Ankara.’

(10) Elif
Elif

Ankara’dan
Ankara-ABL

geldiğini
come-NOM-P2SG-ACC

Ali’nin
Ali- GEN

biliyor.
know-PROG

S1 [O2 V2 S2] V1

‘Elif knows that Ali came from Ankara.’

Since local extraposition is ungrammatical in the struc-
ture under investigation, the sentences in row three of Ta-
ble 1 are omitted in the LTAG grammar developed in the
following section.
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SOV OSV OVS SVO VSO VOS

V2-0 V3-0 Unmarked
√ √ √ √ √ √

V2-0 V3-1 Topicalization of [NP3]
√

SE SE A A A

V2-0 R3-1 Extraposition of [NP3]
√

A A A A A

V2-1 V3-0 Topicalization of [NP3 V3]
√

SE SE A A A

R2-1 V3-0 Extraposition of [NP3 V3]
√

A A A A A

Table 2: The summary of the 26 legitimate derivations

Figure 1: Elementary Matrix Trees

3 LTAG Grammar

The elementary structures that participate in the deriva-
tion of the two level embedding sentence are the clausal
trees shown in Figure 1 and 2. Figure 1 and 2 show all
word orders for each clause, only one of which partici-
pates in the derivation. The initial tree is the tree of the
most subordinate clause, which is headed byV3. The two
possibilities for the initial tree are shown in Figure 2: the
head-initial tree is represented as ‘R3’, the head-final tree
as ‘V3’. Likewise, the head-final and head-initial auxil-
iary trees headed byV2 are shown in 2. The matrix verb
V1 is a transitive verb, so there are six possible orders on
the matrix clause, as shown in Figure 1. An MC-TAG
grammar for Turkish local scrambling was demonstrated
in (Eyigöz, 2007). Therefore, the elementary trees in Fig-
ure 1 and 2 are presumably derived by a set internal merge
operation.

Adjoining a tree at a node below the root node may
result in topicalization or extraposition of the arguments
that are higher than the node of adjunction. The elements
above the node of adjunction may be topicalized or ex-
traposed depending on theirdirectionalitywith respect to
the node of adjunction. To derive this effect, clausal sub-

Figure 2: Elementary Trees

categorization is indicated by a footnode, as opposed to a
substitution node.

A matrix V1 tree adjoins into a tree of its subordinate
clause headed byV2 through its root and foot nodes, la-
beledX in Figure 1. A tree headed byV2 adjoins into
a tree of its subordinate clause headed byV3 through its
RootandFoot nodes. Since there is no clause that ma-
trix V1 is subordinate to, nothing adjoins intoV1 trees.
As for V2, R2, V3, R3 trees, it is assumed that adjoin-
ing does not take place at a foot node or a substitution
node. Therefore, keeping track of thelevelof the node of
adjunction is sufficient, as there is at most one possible
node of adjunction at each level. As shown in Figure 2,
adjunction at level 0 takes place at a root node, adjunction
at the level 1 takes place at the sister of theFoot node on
V2/R2 trees, and at the sister ofNP3on V3/R3 trees. Fi-
nally, there is no possible node of adjunction at the third
level. Therefore, there are two nodes of adjunction per
tree, one at level 0 and one at level 1.

3.1 Restricting the Derivations

Two possible nodes for adjunction per tree means that
there are 16x6 possible TAG derivations that could be
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performed with the grammar in Figure 1 and 2. However,
some of these derivations result in word orders that vio-
late the coherence condition. Adjunction at the trees of
V2/R2andV3/R3both at the first level results in word or-
ders that either violate the coherence condition, or word
orders that are string equivalent to the word orders de-
rived by other derivations. Likewise, adjoining at theR3
tree at the root level yields word orders that violate the co-
herence condition. Ruling out such derivations decreases
the number of derivations to 6x6.

An interesting result of eliminating the derivations that
violate the coherence condition is that only the deriva-
tions that involve long distance scrambling to the sen-
tence initial and the sentence final positions, and local
extraposition are left as legitimate derivations.

Figure 3: Derivation Examples

As argued in section 2, local extraposition in subordi-
nate clauses has to be ruled out on grounds independent
of the coherence condition. Adjoining at the root of the
head-initial tree headed byV2 (R2 in Figure 2) results in
the local extraposition of its argument[NP3 V3]. There-
fore, this derivation is also eliminated, which decreases
the number of derivations from 6x6 to 5x6.

Figure 4: Revised Initial Trees

Figure 3 shows the results of the five legitimate deriva-
tions on the SOV order of the matrix clause. The trees in
Figure 3 yield grammatical sentences. Figure (a) shows
the unmarked order. Comparing (b) with the unmarked
order in (a), we can see that adjoining the tree headed
by V2 into the tree headed byV3 at level 1 results in
topicalization of its argumentN3. Figures (b) and (c)
illustrate the derivation of topicalization and extraposi-
tion based on the directionality of the tree headed byV3
(head-initial vs. head-final). Likewise, the trees in (d) and
(e) show topicalization and extraposition of the argument
[NP3 V3] based on the directionality of the tree headed
by V2.

Table 2 summarizes the 5x6 legitimate derivations and
acceptability judgments associated with them. Not all 30
possibilities are realized because topicalization out of a
topicalized constituent is string vacuous topicalization.
Therefore, topicalization does not apply to OSV and OVS
word orders on the matrix clause, because the foot node
is already at the sentence initial topic position in these
trees. Accordingly,SEin Table 2 stands for sentences that
are string equivalent to sentences derived by other deriva-
tions.

√
in Table 2 stands for the grammatical sentences.

Finally, A stands for sentences that are not grammatical
but acceptable.

In section 2.1, the number of permutations that do not
violate the coherence condition and involve scrambling
with a semantic function was determined to be 26. Table
2 shows the linguistically appropriate derivations of these
26 word orders.

4 TAG Grammar Revisited

The coherence condition is enforced on the LTAG gram-
mar developed in section 3 by restricting the set of possi-
ble derivations. In order to move from restrictions placed
on derivations to restrictions placed on elementary trees,
there are alternative paths to pursue. Motivated by the
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grammaticality judgments listed in Table 2 and the co-
herence condition, the revised TAG grammar comprises
of the revised initial trees in Figure 4 and the auxiliary
matrix trees in Figure 1. Adjunction takes place at the
nodes with the labelX on the initial trees, through the
nodes with the same label on the auxiliary trees.

The revised grammar comprises of two sets of trees
to be combined. The first set -the initial trees in Figure
4- corresponds to the five rows of Table 2. The second
set -the auxiliary matrix trees in Figure 1- corresponds
to the six columns of Table 2. The combination of the
unmarked SOV tree with any tree in Figure 4 results in
a grammatical sentence. Similarly, the combination of
the unmarked[NP3 V3 V2] tree with any tree in Figure
1 results in a grammatical sentence. The combination of
the unmarked SOV tree with the unmarked[NP3 V3 V2]
tree derives the unmarked word order at the upper left
corner of Table 2.

As argued in section 2, the coherence condition is rem-
iniscent of the ‘clause union’ hypothesis for German and
Dutch verb constructions, in that the coherence condition
seems to collapse the two level embedding structure into
a one level embedding structure by either combining the
[V3 V2] into one complex verb, or freezing[NP3 V3]
as one complex object. The trees in Figure 4 reflect the
merger expressed by the coherence condition.

5 Conclusion

The LTAG grammar proposed in this work has two lev-
els: the first level assumes lexicalized and linguistically
appropriate elementary trees, where as the second level
assumes elementary trees that are derived from the ele-
mentary trees of the first level, and are not lexicalized.
The choice of the grammar proposed in this work, espe-
cially the introduction of the second level, is motivated
mainly by how conveniently the grammar expresses the
special status of the unmarked order and how the gram-
mar relates the unmarked order to the other grammatical
word orders of the same sentence. Moreover, the coher-
ence condition, which is a filter on the acceptable per-
mutations of the two level embedding sentence, seems to
express the merger that results in the second level of the
LTAG grammar.
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Abstract

Recent work has proposed the use of an ex-
tracted tree grammar as the basis for tree-
bank analysis, in which queries are stated over
the elementary trees, which are small chunks
of syntactic structure. In this work we inte-
grate search over the derivation tree with this
approach in order to analyze differences be-
tween two sets of annotation on the same text,
an important problem for parser analysis and
evaluation of inter-annotator agreement.

1 Introduction

In earlier work (Kulick and Bies, 2009; Kulick and
Bies, 2010; Kulick et al., 2010) we have described
the need for a treebank search capability that com-
pares two sets of trees over the same tokens. Our
motivation is the problem of comparing different
annotations of the same data, such as determin-
ing where gold trees and parser output differ. An-
other such case is that of comparing inter-annotator
agreement files during corpus construction. In both
cases the typical need is to recognize which syntac-
tic structures the two sets of trees are agreeing or
disagreeing on.

For this purpose it would be useful to be able to
state queries in a way that relates to the decisions
that annotators actually make, or that a parser mim-
ics. We refer to this earlier work for arguments that
(parent, head, sister) relations as in e.g. (Collins,
2003) are not sufficient, and that what is needed is
the ability to state queries in terms of small chunks
of syntactic structure.

The solution we take is to use an extracted tree
grammar, inspired by Tree Adjoining Grammar

(Joshi and Schabes, 1997). The “elementary trees”
and the derivation trees of the TAG-like grammar are
put into a MySql database, and become the objects
on which queries can be stated. The “lexicalization”
property of the grammar, in which each elementary
tree is associated with one or more tokens, allows
for the the queries to be carried out in parallel across
the two sets of trees.

We show here how this approach can be used to
analyze two types of errors that occur in parsing the
Arabic Treebank. As part of this analysis, we show
how search over the derivation tree, and not just for
the elementary trees, can be used as part of this anal-
ysis of parallel annotations over the same text.

2 Elementary Tree Extraction

The work described and all our examples are taken
from the Arabic Treebank, part 3, v3.2 (ATB3-v3.2)
(Maamouri et al., 2010).

As discussed above, we are aiming for an analy-
sis of the trees that is directly expressed in terms of
the core syntactic constructions. Towards this end
we utilize ideas from the long line of TAG-based re-
search that aims to identify the smaller trees that are
the “building blocks” of the full trees of that tree-
bank, and that are then used for such purposes as
training parsers or as a basis for machine translation
systems (Chen, 2001; Chiang, 2003; Xia, 2001).
However, as far as we know this approach has not
been utilized for searching within a treebank, until
the current line of work.

As in the earlier TAG work we use head rules to
decompose the full trees and then extract out the
“elementary trees”, which are the small syntactic
chunks. This decomposition of the full tree results
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Figure 1: Sample tree

not just in these elementary trees, but also records
how the elementary trees relate to each other, and
therefore how they can be recombined to form the
original full tree. For our grammar we use a TAG
variant with tree-substitution, sister-adjunction, and
Chomsky-adjunction (Chiang, 2003).

A small example is shown in Figures 1 and 2.1

The full tree is shown in Figure 1, and the extracted
elementary trees2 and derivation tree in Figure 2.
(The ˆ symbol at the node NP[t]-SBJ in tree #1
indicates that it is a substitution node.) The extracted
trees are the four trees numbered #1–#4. These trees
are in effect the nodes in the derivation tree showing
how the four elementary trees connect to each other.

We briefly mention three unusual features of this
extraction, and refer the reader to (Kulick and Bies,
2009) for detail and justification.3

1. The function tags are included in the tree ex-
traction, with the syntactic tags such as SBJ
treated as a top feature value, and semantic
tags such as LOC treated as a bottom feature
value, extending the traditional TAG feature

1We use the Buckwalter Arabic transliteration scheme
http://www.qamus.org/transliteration.htm
for the Arabic.

2We will sometimes use ”etree” as shorthand for ”elemen-
tary tree”.

3See (Habash and Rambow, 2004) for an earlier and differ-
ent approach to extracting a TAG from the ATB. As they point
out, there is no one correct way to extract a TAG.
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 Eskryp
military
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PP[b]-LOC

PREP NP^

#4

 fiy

S:1.1.2

M:1,r

A:1.1.2,r,1

Figure 2: Elementary Trees and Derivation Tree for the
Tree Decomposition in Figure 1

system (Vijay-Shanker and Joshi, 1988) to han-
dle function tags.

2. Etree #2 consists of two anchors, rather than
splitting up the tree decomposition further.
This is because this is an instance of the idafa
(”construct state”) construction in Arabic, in
which two or more words are grouped tightly
together.

3. During the extraction process, additional infor-
mation is added to the nodes in some cases, as
further attributes for the “top” and “bottom” in-
formation, parallel to the function tag informa-
tion. In this case, the root of etree #2 has the
“bottom” attribute IDAFATOP, meaning that it
is the top of an idafa structure, and the lower NP
has the “top” attribute IDAFACOMP, meaning
that it is the complement within an idafa struc-
ture.4 Such added attributes can be used by the
search specifications, as will be done here.

The derivation tree for this tree decomposition
4At the root node, the IDAFATOP information is in the “bot-

tom” attribute because it is part of the structure from below. The
IDAFACOMP is a “top” attribute because it is a consequence of
being a child of the higher node.

Seth Kulick, Ann Bies

158



shows how the relations of substitution, sister-
adjunction, and Chomsky-adjunction relate the etree
instances. For example, etree instance #2 substitutes
at address 1.1.25 of etree instances #1, as indicated
by the S:1.1.2 above instance #2. Etree instance
#3 Chomsky-adjoins at the root of etree instance #2,
as indicated by the M:1,r above instance #3. The
M indicates Chomksy-adjunction, the 1 indicates the
root, and the r indicates that it is to the right.6 Etree
instance #4 sister-adjoins to node 1.1.2 in Etree #1,
as indicated by the A:1.1.2,r,1, becoming a sis-
ter of node NP[t]-SBJˆ. The A indicates sister-
adjunction, and the r is again the direction, and the
1 indicates the ordering, in case there was more than
one such sister-adjunction at a node.

It is of course often the case that the same el-
ementary tree structure will be repeated in differ-
ent elementary trees extracted from a corpus. To
make our terminology precise, we call each such
structure an ”etree template”, and a particular in-
stance of that template, together with the ”an-
chors” (tokens) used in that instance of the tem-
plate, is called an ”etree instance”. For example, in
tree #2, the template is (NP[b]:IDAFATOP A1
(NP[t]:IDAFACOMP A2)), where A1 and A2
stand for the anchors, and this particular etree in-
stance has that template and the anchors (NOUN
TA}rp) and (NOUN tryb).

3 Query Processing

We are concerned here with showing the analysis of
parallel sets of annotations on the same text, and as
mentioned in Section 1, we compare gold and parser
output. However, we are interested in exploring dif-
ferences between different parser runs, in which as-
pects of the parser model are changed. Therefore we
use a training/dev/test split7, and work here with the
dev section. We do not include here all the details of
the parser setup, since that is not the focus here,8 but

5The addresses are Gorn addresses, with the root as 1.
6Since we do not store such directional information in the

actual tree adjoining in in the traditional TAG way, by including
the appropriate root and foot node, the directional information
needs to be specified in the derivation tree.

7http://nlp.stanford.edu/software/parser-arabic-data-
splits.shtml. We also include only sentences of length
<= 40.

8We used the Bikel parser, available at
www.cis.upenn.edu/˜dbikel/software.html

we work with two settings. For both “Run 1” and
“Run 2”, the parser is supplied with the gold tags
for each word. For “Run 2 ”, the parser is forced
to use the given tags for every word. For “Run 1”,
the parser can use its own tags, based on the training
data, for words that it has seen in training. We are
interested in exploring some of the consequences of
this difference.

We therefore carry out the extraction procedure
described in the previous section on each of three
versions of trees for the same tokens: (a) the gold
dev section trees, (b) the parser output for Run 1, and
(c) the parser output for Run 2. Each has (the same)
17882 tokens. The gold version has 14370 etree in-
stances using 611 etree templates, Run 1 has 14208
etree instances and 489 etree templates, and Run 2
has 14215 etree instances using 497 etree templates.
This gives some indication of the huge amount of
duplication of structure in a typical treebank repre-
sentation. From the perspective of database organi-
zation, the representation of the etree templates can
be perhaps be viewed as a type of database “normal-
ization”, in which duplicate tree structure informa-
tion is placed in a separate table.

A significant aspect of this decomposition of the
parse output is that the tree decomposition relies
upon the presence of function tags to help deter-
mine the argument status of nodes, and therefore
what should be included in an elementary tree. We
therefore use a modification of Bikel parser as de-
scribed in (Gabbard et al., 2006), so that the output
contains function tags. However, inaccuracy in the
function tag recovery by the parser could certainly
affect the formation of the elementary trees resulting
from Runs 1 and 2. We do not include empty cate-
gories for the parser output, while they are present
in the Gold trees.9 There are 929 etree templates in
total, combining those for the three versions, with
those for Run 1 and Run 2 overlapping almost en-
tirely.

The extracted tokens, etree templates, etree in-
stances, and derivation trees are stored in a MySQL
database for later search. The derivation tree is im-
plemented with a simple ”adjacency list” represen-
tation, as is often done in database representations of

9On a brief inspection, this is likely the reason for the greater
number of templates used for the gold version of the data, since
the templates then include the empty categories as well.
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Lexical restrictions:
L1: text="Ean"

Etree queries:
E1) [NP{b:IDAFATOP} (A1,)]

[NP{t:IDAFACOMP} (A2,)]
E2) [NP{b:IDAFATOP} (A1,)]

[NP{t:IDAFAMID} (A2,)]
[NP{t:IDAFACOMP} (A2,)]

...
E6 [VP (A1,PP[t]-CLRˆ{dta:1})]
E7 [PP (A1{lex:L1},)]

Dtree queries:
# two-level idafa (NP A1 (NP A2))
D1) E1
# three-level idafa
# (NP A1 (NP A2 (NP A3)))
D2) E2
# four-level idafa
# (NP A1 (NP A2 (NP A3 (NP A4))))
D3) E3
# five-level idafa
D4) E4
# six-level idafa
D5) E5
# VP with PP substituting into PP-CLR
D6) (sub{dta:1} E6 E7)

Figure 3: Examples of Etree and Dtree queries

hierarchical structure. We do not have space here to
show the database schema, but it is organized with
appropriate indexing so that a full tree is represented
by a derivation tree, with integers pointing to the
etree instance, which in turn use integers to repre-
sent the etree template in that etree instance and also
point to the anchors of that etree instance.

This tree extraction and database setup only needs
to be done once, as a preliminary step, for all of
the queries on the corpus, as stored in the database.
We now illustrate how queries can be specified, and
describe the algorithm used for searching on the
database with the extracted tree grammar.

3.1 Query Specification

Queries are specified as ”Etree queries” and ”Dtree
queries”. Sample queries are shown in Figure 3.
Etree queries determine a set of etree instances, by
specifying conditions on the structure of a etree in-
stance (and therefore on the etree template that the
etree instance uses), and, optionally, lexical con-
straints on the anchor(s) of that etree instance. The

Dtree queries specify a relationship in the deriva-
tion tree of etree instances that satisfy certain etree
queries.

Each Etree query is in the form of a list
of pairs, where each pair is (node-label,
children-of-node-label), where the node
labels identify nodes on the spine from the root
down. We forgo a rigorous definition here of the
query language here in favor of focusing on the ex-
ample queries.

Etee query E1 specifies that an etree instance
is a match for E1 if it has a path with a
NP{b:IDAFATOP} node and then another node
NP{t:IDAFACOMP}. Each such node further has
a child that is an anchor, A1 for the first, and A2 for
the second. There are no lexical restrictions speci-
fied for these anchors, so any etree instance with an
etree template that satisfies that condition satisfies
E1. Etree query E2 is similar except that it matches
a three-level idafa, using the attribute IDAFAMID
to do so. By repeating the number of nodes in the
spine with IDAFAMID, idafas of various sizes can
be found, as in Etree queries E3-E5, which we leave
out.

Etree query E6 specifies that an etree instance is
a match for E6 if it has a VP node, with children
A1 and substitution node PP-CLRˆ. Etree query E7
simply finds all templates with node PP, for which
the anchor satisfies lexical restrction L1, which is
specified to mean that its text is Ean.

Some Dtree queries, such as D1−D5, are as sim-
ple as possible, corresponding to a single node in
the derivation tree, and are identical to a specified
Etree query. Here, D1−D5 just return the results
of Etree queries E1−E5, respectively. Other Dtree
queries involve two nodes in the derivation, such as
D6, which specifies that is is selecting pairs of Etree
instances, one satisfying Etree query E6, and the
other E7, with the latter substituting into the former.
This substitution has to be at a certain location in
the parent etree instance, and dta:1 (for “deriva-
tion tree address’) is this location. It arises from the
search of etree templates for the parent query, here
E6, in a manner described in the following Step 1.

3.2 Step 1: Etree Template Search
The etree templates are searched to determine which
match a given etree query. For the current data, all
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929 etree templates are searched to determine which
match queries E1–E7. It’s currently implemented
with simple Python code for representing the tem-
plates as a small tree structure. While this search is
done outside of the database representation, the re-
sulting information on which templates match which
queries is stored in the database.10

This step does not search for any lexical infor-
mation, such as lex:L1 in E7. That is because
this step is simply searching the etree templates,
not the etree instances, which are the objects that
contain both the etree template and lexical anchor
information. So this step is going through each
template, without examining any anchors, to deter-
mine which have the appropriate structure to match
a query. However, in order to prepare for the later
steps of finding etree instances, we store in another
table the information that for a (template,query) to
match it must be the case that an anchor at a par-
ticular address in that template satisfies a particular
lexical restriction, or that a particular address in that
template will be used in a derivation tree search.

This additional information is not necessarily the
same for different templates that otherwise match a
query. For example, the two templates

(1) (S (VP A1 NP[t]-SBJˆ PP[t]-CLRˆ))
(2) (SBAR WHNPˆ

(S (VP A1 (NP[t]-SBJ (-NONE- *T*))
PP[t]-CLRˆ)))

both match query E6, but for (1) the stored ad-
dress dta:1 is 1.1.3, while for (2) the stored ad-
dress is 1.2.1.3, the address of PP[t]-CLRˆ in
each template. Likewise, the stored information
specifies that an etree instance with the template
(PP A1 NPˆ) matches the query E7 if the anchor
has the text Ean.

This step in effect produces specialized informa-
tion for the given template as to what additional re-
strictions apply for that (query,template) pair to suc-
ceed as a match, in each etree instance that uses that
etree template.

To summarize, this step finds all (Etree query,
etree template) matches, and for each case stores the
additional lexical restriction or dta information for

10While there are several ways to optimize this tree matching,
we have not made that a priority since the search space is so
small.

that pair. This information is then used in the fol-
lowing steps to find the etree instances that match
a given Etree query Eq, by also checking the lexi-
cal restriction, if any, for an etree instance that has a
template that is in the pair (Eq, template), and by us-
ing in a derivation tree search the dta information
for that pair.

3.3 Step 2: Dtree Search and Etree Instances

For each Dtree query, it first finds all etree instances
that satisfy the etree query (call it Eroot here) con-
tained in the root of the Dtree query. This is a two-
part process, by which it first finds etree instances
such that the (Eroot, etree template) is a match for
the instance’s etree template, which is the informa-
tion found in Step 1. It then filters this list by check-
ing the lexical restriction, if any, for the anchor at
the appropriate address in the etree instance, using
the information stored from Step 1.

For single-node Dtree queries, such as D1−D5
this is the end of the processing. For two-node Dtree
queries, such as D6, it descends down the deriva-
tion tree. This is similar to the two-part process just
described, although the first step is more complex.
For the Etree query specified by the child node (call
it Echild here), it finds all etree instances such that
(Echild, etree template) is a match for the instance’s
etree template, and, in addition, that the etree in-
stance is a child in the derivation tree for a parent
that was found to satisfy Eroot, and that the address
in the derivation tree is the same as the address dta
that was identified during Step 1 for the template of
the parent etree instance. Note that the address is lo-
cated on the parent tree during Step 1, but appears in
the derivation tree on the child node.

4 Search over Pairs of Trees

As discussed in the introduction, one of the motiva-
tions for this work is to more easily compare two sets
of trees for structures of interest, arising from either
two annotators or gold and parser output. We con-
struct confusion matrices showing how correspond-
ing tokens across two different annotations compare
with regard to satisfaction of the queries of interest.
We do this by associating each token with satisfac-
tion results for queries based on the etree instance
that the tree token belongs to (this is related to the
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Gold:
(PP-PRP (PREP <17>li) for/to

(NP (NOUN+CASE_DEF_GEN <18>waDoE+i) laying down
(NP

(NP (NOUN+CASE_INDEF_GEN <19><iTAr+K) framework
(ADJ+CASE_INDEF_GEN <20>EAm˜+K) general

(SBAR ....

Run1: Run2:
(PP-PRP (PREP <17>li) (PP-PRP (PREP <17>li)

(NP (NP
(NP (NOUN <18>waDoE+i) (NP (NOUN <18>waDoE+i)

(NP (NOUN <19><iTAr+K) (NP
(NP (NOUN <20>EAm˜+K) (NP (NOUN <19><iTAr+K)

(SBAR (ADJ <20>EAm˜+K)
... (SBAR

Figure 4: Token <18> is an example entry from cell (D1, D2) in Table 1, showing that the gold tree satisfies query
D1 (a two-level idafa) while the Run 1 parse tree satisfies, incorrectly, query D2 (a three-level idafa). Token <18> in
Run 2 correctly satisfies query D2.

”lexicalization” property of TAG). To prevent the
same query from being counted twice, in case it is
satisfied by an etree instance with more than one an-
chor, we associate just one ”distinguished anchor” as
the token that counts as the satisfying that instance
of the query.11 Similarly, for a Dtree query such as
D6 that is satisfied by two etree instances together,
each one of which would have its own distinguished
anchor, we use just the anchor for the child etree
instance. For D6, this means that the token that is
associated with the satisfaction of the query is the
preposition in the child elementary tree.

As discussed in Section 3, we have three sets of
trees to compare over the same data, (a) the gold, (b)
Run 1, and (c) Run 2. We constructed confusion ma-
trices measuring (a) against (b), (a) against (c), and
(b) and against (c). The latter is particularly helpful
of course when identifying differences between the
two parser runs. However, due to space reasons we
only present here sample confusion matrices for (a)
the gold vs. (b) Run 1, although our examples also
show the corresponding tree from Run 2.

It is often the case that some queries are logi-
cally grouped together in separate confusion matri-
ces. For the queries in Figure 3, we are interested in
comparing the idafa queries (D1−D5) against each

11This is just the anchor that is the head.

gld\Rn1 N D1 D2 D3 D4 D5 Total
N 0 66 30 6 0 0 102
D1 81 1389 13 3 1 0 1487
D2 21 4 285 1 1 0 312
D3 1 0 1 42 0 0 44
D4 0 0 0 0 5 0 5
D5 0 0 0 0 0 1 1

Total 103 1459 329 52 7 1 1951

Table 1: Confusion matrix showing results of queries D1-
D5 for Gold trees and Run 1

other, with the PP-CLR case (D6) in isolation.
Table 1 shows the confusion matrix for queries

D1−D5 for the gold vs. Run 1. The row N contains
cases in which the token for the gold tree did not sat-
isfy any of query D1−D5, and likewise the column
N contains cases in which the token for the parse out-
put did not satisfy any of queries D1−D5. The cell
(N,N) would consist of all tokens which do not sat-
isfy any of queries D1−D5 for either the gold or the
parse, and so are irrelevant and not included.

For example, the cell (1, 2) consists of cases
in which the token in the gold tree is a distin-
guished anchor for an elementary tree that satifies
query D1, while the corresponding token in the parse
output is a distinguished anchor for an elementary
tree that satisfies query D2. An example of an en-
try from this cell is shown in Figure 4. The token
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Gold:
(S

(VP (PV+PVSUFF_SUBJ:3MS <13>Eab˜ar+a) express + he
(NP-SBJ (DET+NOUN+CASE_DEF_NOM <14>Al+|bA’+u) the fathers/ancestors
(PP-CLR (PREP <15>Ean) from/about/of

(NP
(NP (NOUN+CASE_DEF_GEN <16>qalaq+i) unrest/concern/apprehension

(NP (POSS_PRON_3MP <17>him) their
(PP (PREP <18>min) from

(NP ...

Run1: Run2:
(S (S

(VP (PV <13>Eab˜ar+a) (VP (PV <13>Eab˜ar+a)
(NP-SBJ (NP-SBJ (DET+NOUN <14>Al+|bA’+u)

(NP (PP-CLR (PREP <15>Ean)
(NP (DET+NOUN <14>Al+|bA’+u) (NP (NOUN <16>qalaq+i)
(PP (PREP <15>Ean) (NP (POSS_PRON <17>him)

(NP (PP (PREP <18>min)
(NP (NOUN <16>qalaq+ (NP ....)

(NP (POSS_PRON <17>him)
(PP (PREP <18>min)

(NP ...)

Figure 5: Token <15> is an example entry from cell (D6,N) in Table 2, showing that the gold tree satisfies query D6
(a verbal structure with a PP-CLR argument that is headed by Ean), while the Run 1 parse tree fails to satisfy this.
Token <15> in the Run 2 parse does correctly satisfy query D6.

<18>waDoE+i satisfies query D1 in the gold tree
because it is the distinguished anchor for the two-
level idafa structure consisting of tokens <18> and
<19>:
(NP (NOUN+CASE_DEF_GEN <18>waDoE+i)

(NP (NOUN+CASE_INDEF_GEN <19><iTAr+K)))

The modifier at <20> does not interfere with this
identification of the two-level idafa structure, since it
is a modifier and therefore a separate etree instance
in the derivation tree.

However, token <18> in the Run 1 output is the
distinguished anchor for a 3-level idafa, consisting
of the tokens at <18>, <19>, <20>. Note that
these identifications are made separately from the in-
correct attachment level of the SBAR (at <19> in
the gold tree, at <18> in Run 1), which is a sep-
arate issue from the idafa complexity, which is of
concern in this query. One can see here the effect of
the parser choosing the wrong tag for token <20>, a
NOUN instead of ADJ, which causes it to mistakenly
build an extra level for the idafa structure. Figure 4
also shows the corresponding part of the parse out-
put for Run 2 (in which the parser is forced to use the
given tags), which is correct. Therefore if we also

gold\Run 1 N D6 Total
N 0 152 152
D6 76 258 334

Total 76 410 486

Table 2: Confusion matrix showing results of query D6
for Gold trees and Run 1

showed the confusion matrix for gold/Run 2, token
<18> would be an entry in cell (D1,D1). Also, in
a confusion matrix for Run1/Run2 it would appear
in cell (D2,D1). (This is analogous to comparing
annotations by two different anotators.)

Table 2 shows the confusion matrix for Dtree
query D6, which simply scores the satisfaction of
D6 compared with a lack of satisfaction. An exam-
ple entry from cell (D6,N) is shown in Figure 5,
in which token <15>Ean in the gold tree is the dis-
tinguished anchor for the child etree instance that
satisfies query D6, while the corresponding token
<15>Ean in Run 1 does not. For Run 2, token
<15> does satisfy query D6, although the attach-
ment of the PP headed by <18>min is incorrect, a
separate issue.
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5 Future Work

Our immediate concern for future work is to use
the approach described for inter-annotator agree-
ment and work closely with the ATB team to ensure
that the queries necessary for interannotator compar-
isons can be constructed in this framework and inte-
grated into the quality-control process. We expect
that this will involve further specification of how
queries select etree templates (Step 1), in interest-
ing ways that can take advantage of the localized
search space, such as searching for valency of verbs.
We also aim to provide information on where two
annotators agree on the core structure, but disagree
on attachment of modifiers to that structure, a major
problem for corpus annotation consistency.

However, there are many topics that need to be ex-
plored within this approach. We conclude by men-
tioning two.
(1) We are not using classic TAG adjunction, and
thus cannot handle any truly (i.e., not auxiliaries)
long-distance dependencies. Related, we are not
properly handling coindexation in our extraction.
The consequences of this need to be explored, with
particular attention in this context to extraction from
within an idafa construction, which is similar to the
extraction-from-NP problem for TAG in English.
(2) We are also particularly interested in the rela-
tion between query speed and locality on the deriva-
tion tree. In general, while searching for etree in-
stances is very efficient, complex searches over the
derivation tree will be less so. However, our hope,
and expectation, is that the majority of real-life dtree
queries will be local (parent,child,sister) searches on
the derivation tree, since each node of the derivation
tree already encodes small chunks of structure. We
plan to evaluate the speed of this system, in com-
parison to systems such as (Ghodke and Bird, 2008)
and Corpus Search12.
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Abstract

In this paper, we present a system that au-
tomatically extracts lexicalized tree adjoining
grammars (LTAG) from treebanks. We first
discuss in detail extraction algorithms and
compare them to previous works. We then
report the first LTAG extraction result for
Vietnamese, using a recently released Viet-
namese treebank. The implementation of an
open source and language independent system
for automatic extraction of LTAG grammars is
also discussed.

1 Introduction

Grammars in general and lexicalized tree adjoin-
ing grammars in particular are one of the most im-
portant elements in the natural language process-
ing (NLP). Since the development of hand-crafted
grammars is a time consuming and labor intensive
task, many studies on automatic and semi-automatic
grammar development have been carried out during
last decades.

After decades of research in NLP mostly concen-
trated on English and other well-studied languages,
recent years have seen an increased interest in less
common languages, notably because of their grow-
ing presence on the Internet. Vietnamese, which be-
longs to the top 20 most spoken languages, is one
of those new focuses of interest. Obstacles remain,
however, for NLP research in general and grammar
development in particular: Vietnamese does not yet
have vast and readily available constructed linguis-
tic resources upon which to build effective statisti-

cal models, nor reference works against which new
ideas may be experimented.

Moreover, most existing research so far has been
focused on testing the applicability of existing meth-
ods and tools developed for English or other West-
ern languages, under the assumption that their logi-
cal or statistical well-foundedness guarantees cross-
language validity, while in fact assumptions about
the structure of a language are always made in such
tools, and must be amended to adapt them to differ-
ent linguistic phenomena. For an isolating language
such as Vietnamese, techniques developed for flex-
ional languages cannot be applied “as is”.

The primary motivation to develop a system that
can automatically extract an LTAG grammar for the
Vietnamese language is the need of a rich statisti-
cal information and wide-coverage grammar which
may contribute more effectively in the development
of basic linguistic resources and tools for automatic
processing of Vietnamese text.

We present in this article a system that automat-
ically extracts lexicalized tree adjoining grammars
from treebanks. We first discuss in detail the ex-
traction algorithms and compare them to previous
works. We then report the first LTAG extraction re-
sult for Vietnamese, using the recently released Viet-
namese treebank. The implementation of an open
source and language independent system for auto-
matic extraction of LTAG grammars from treebanks
is also discussed.
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2 Previous works on extracting grammars
from treebanks

There has been much work done on extracting tree-
bank grammars in general and LTAG grammars
in particular from annotated corpora, all of these
works are for common languages. Xia developed
the uniform method of grammar extraction for En-
glish, Chinese and Korean (Xia et al., 2000; Xia,
2001). Chiang developed a system for extracting an
LTAG grammar from English Penn Treebank and
used it for statistical parsing with LTAG (Chiang,
2000). Chen extracted TAGs from English Penn
Treebank (Chen and Vijay-Shanker, 2000; Chen et
al., 2006) and there are other works based on Chen’s
approach such as Johansen (Johansen, 2004) and
Nasr (Nasr, 2004) for French, and Habash for Ara-
bic (Habash and Rambow, 2004). Neumann ex-
tracted lexicalized tree grammars for English from
English Penn Treebank and for German from NE-
GRA treebank (Neumann, 2003). Bäcker extracted
an LTAG gramar for German, also from the NEGRA
corpus and used it for supertagging (Bäcker and Har-
busch, 2002). Park extracted LTAG grammars for
Korean from Korean Sejong Treebank (Park, 2006).

3 Vietnamese treebank

Recently, a group of Vietnamese computational lin-
guists has been involved in developing a treebank for
Vietnamese (Nguyen et al., 2009), and it is also the
first treebank on which our extraction system was
used.

The construction of a Vietnamese treebank is a
branch project of a national project which aims to
develop basic resources and tools for Vietnamese
language and speech processing1 . The raw texts of
the treebank are collected from the social and polit-
ical sections of the Youth online daily newspaper.
The corpus is divided into three sets correspond-
ing to three annotation levels: word-segmented,
POS-tagged and syntax-annotated set. The syntax-
annotated corpus, a subset of the POS-tagged one, is
currently composed of 10, 471 sentences (225, 085
tokens). Sentences range from 2 to 105 words, with
an average length of 21.75 words. There are 9, 314
sentences of length 40 words or less. The tagset

1Project “Vietnamese Language and Speech Processing”

No. Category Description
1. S simple declarative clause
2. VP verb phrase
3. NP noun phrase
4. PP preposition phrase
5. N common noun
6. V verb
7. P pronoun
8. R adverb
9. E preposition

10. CC coordinating conjunction

Table 1: Treebank tags in examples.

of the treebank has 38 syntactic labels (18 part-of-
speech tags, 17 syntactic category tags, 3 empty cat-
egories) and 17 function tags. For details, please re-
fer to (Nguyen et al., 2009).

The meanings of the tags that appear in this paper
are listed in Table 1.

4 Extraction algorithms

In general, our work on extracting an LTAG gram-
mar for Vietnamese follows closely the method of
grammar extraction originally proposed by Xia (Xia,
2001). The extraction process has three steps: first,
phrase-structure trees are converted into LTAG de-
rived trees; second, the derived trees are decom-
posed into a set of elementary trees conforming to
their three predefined prototypes; and third, invalid
extracted elementary trees are filtered out using lin-
guistic knowledge.

4.1 Building LTAG derived trees
The phrase structures in the Vietnamese treebank
follow the English Penn Treebank bracketed style
format which are not based on the LTAG formalism.
They may have different formats from the LTAG
derived trees which distinguish heads, arguments
and adjuncts. Therefore, we first have to convert the
phrase structures of the treebank into derived trees.

In this step, we first classify each node in a phrase-
structure tree into three types, head, argument or
modifier, and then build a derived tree by adding
intermediate nodes so that at each level of the tree,
the nodes satisfy exactly one of the following rela-
tions (Xia, 2001):

• predicate-argument relation: there are one or
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T

X1 c1 X2 c2 X3

⇒ T

X1 c1 T ∗

X2 c2 X3

Figure 1: Conjunction groups transformation by Al-
gorithm 1.

more nodes, one is the head, the rest are its ar-
guments;

• modification relation: there are exactly two
nodes, one node is modified by the other;

• coordination relation: there are exactly three
nodes, in which two nodes are coordinated by
a conjunction.

In order to find heads of phrases, we have con-
structed a head percolation table (Magerman, 1995;
Collins, 1997) for the Vietnamese treebank. This ta-
ble is used to select the head child of a node. In addi-
tion, we have also constructed an argument table to
determine the types of arguments that a head child
can take. The argument table helps explicitly mark
each sibling of a head child as either an argument or
an adjunct according to the tag of the sibling, the tag
of the head child, and the position of the sibling with
respect to the head child. Together with the tagset
table, these three tables constitute the Vietnamese
treebank-specific information that is required for the
extraction algorithms2.

Since the conjunction structures are different from
the argument and modifier structures, we first recur-
sively bracket all conjunction groups of a treebank
tree by Algorithm 1 and then build the full derived
tree for the resulting tree by Algorithm 2.

Figure 1 shows a tree with conjunction groups be-
fore and after being processed by Algorithm 1 where
ci are coordinating conjunctions and Xi are conjunc-
tion groups. Figure 2 shows a realisation of Algo-
rithm 2 where Ai are arguments of the head child H
of T and Mi are modifiers of H .

These two algorithms use the function INSERT-
NODE(T,L) shown in Algorithm 3 to insert an inter-
mediate node between a node T and a list of its child

2To our best knowledge, this is the first time such tables are
published for the Vietnamese treebank.

Algorithm 1 PROCESS-CONJ(T )

Require: A tree T
Ensure: T with conjunctions processed

1: for K ∈ T.kids do
2: if IS-PHRASAL(K) then
3: K ← PROCESS-CONJ(K);
4: end if
5: end for
6: (C1, . . . , Ck)← CONJ-GROUPS(T.kids);
7: for i = 1 to k do
8: if ‖Ci‖ > 1 then
9: INSERT-NODE(T, Ci);

10: end if
11: end for
12: if k > 2 then
13: for i = k downto 3 do
14: L ← Ci−1 ∪ ci−1 ∪ Ci;
15: T ∗ ← INSERT-NODE(T,L);
16: Ci−1 ← T ∗;
17: end for
18: end if
19: return T ;

nodes L. This new node is a child of T , has the same
label as T and has L as the list of its kids. The func-
tion CONJ-GROUPS(L) returns k groups of compo-
nents Ci of L which are separated by k− 1 conjunc-
tions c1, . . . , ck−1. The function NEW-NODE(l) re-
turns a new node with label l.

The Algorithm 2 uses several functions that
are relatively self-explained. The function HEAD-
CHILD(X) selects the head child of a node X ac-
cording to a head percolation table. The head per-
colation table for the Vietnamese treebank is shown
in the Table 4. The function IS-LEAF(X) checks
whether a node X is a leaf node or not. The func-
tion IS-PHRASAL(X) checks whether X is a phrasal
node or not.3 The function ARG-NODES(H,L) (re-
spectively, MOD-NODES(H,L)) returns a list of
nodes which are arguments (respectively modifiers)
of a node H . The list L contains all sisters of H .

For example, Figure 3 shows the phrase structure
of a sentence extracted from the Vietnamese tree-
bank “Họ sẽ không chuyển hàng xuống thuyền vào

3A phrasal node is defined to be a node which is not a leaf
or a preterminal. This means that it must have two or more chil-
dren, or one child that is not a leaf.
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Algorithm 2 BUILD-DERIVED-TREE(T )

Require: A tree T whose conjunctions have been
processed

Ensure: A derived tree whose root is T
1: if (not IS-PHRASAL(T )) then
2: return T ;
3: end if
4: H ← HEAD-CHILD(T );
5: if not IS-LEAF(H) then
6: for K ∈ T.kids do
7: K ← BUILD-DERIVED-TREE(K);
8: end for
9: A ← ARG-NODES(H,L);

10: M← MOD-NODES(H,L);
11: m← ‖M‖;
12: if m > 0 then
13: L ← {H} ∪ A;
14: T ∗ ← INSERT-NODE(T,L);
15: end if
16: (M1,M2, . . . ,Mm)←M;
17: for i = 1 to m− 1 do
18: L ← {Mi, T

∗};
19: T ′ ← INSERT-NODE(T,L);
20: T ∗ ← T ′;
21: end for
22: end if
23: return T ;

ngày mai.”4 The head children of phrases are circled.
The derived tree of the sentence given by Algo-

rithm 2 is shown in Figure 4, the inserted nodes are
squared.

4.2 Building elementary trees

At this step, each derived tree is decomposed into a
set of elementary trees. The recursive structures of
the derived tree are factored out and will become
auxiliary trees, the remaining non-recursive struc-
tures will be extracted as initial trees.

Extracted elementary trees fall into one of three
prototypes according to the relation between the an-
chor and other nodes, as shown in Figure 5.

The extraction process involves copying nodes
from the derived tree for building elementary trees.
The result of extraction process is three sets of el-

4They will not deliver the goods to the boat tomorrow.

Algorithm 3 INSERT-NODE(T,L)
Require: A tree T and its children list L
Ensure: A new child node T ∗ of T whose kids are
L

1: T ∗ ← NEW-NODE(T.label);
2: T ∗.kids← L;
3: T.kids← T.kids \ L;
4: T.kids← T.kids ∪ {T ∗};
5: return T ∗;

T

H A1 A2 M1 M2

⇒ T

T ∗ M2

T ∗ M1

H A1 A2

Figure 2: An example of derived tree realisation

ementary trees: S contains spine trees, M contains
modifier trees and C contains conjunction trees.

To build elementary trees from a derived tree T ,
we first find the head path5 {H0,H1, . . . ,Hn} of
T . For each parent P and its head child H , we get
the list L of sisters of H and determine the relation
between H and L. If the relation is coordination,
a conjunction tree will be extracted; if the relation
is modification, a modifier tree will be extracted;
otherwise, the relation is predicate-argument and a
spine tree will be extracted. Algorithm 4 shows the
extraction algorithm.

Algorithm 5 shows the function for building a
spine tree. The function MERGE-LINK-NODES(T )
merges all link nodes of a spine tree into one node
(see Figure 7). Algorithms 6 and 7 are functions
which respectively build modifier and conjunction
trees.

For example, from the derived tree shown in Fig-
ure 4, 9 trees are extracted by algorithms as shown
in Figure 6 and Figure 7.

5A head path starting from a node T in a derived tree is the
unique path from T to a leaf node where each node except T is
the head child of its parents. Here H0 ≡ T and Hj is the parent
of its head child Hj+1. A node on the head path is called a link
node if its label is the same as that of its parent.
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S

NP VP

P R R V NP PP PP-TMP

Họ
They

sẽ
will

không
not

chuyển
deliver

N E NP E NP

hàng
goods

xuống
to

N vào N

thuyền
boat

ngày mai
tomorrow

Figure 3: A treebank tree.

S

NP VP

P R VP

Họ sẽ R VP

không VP PP-TMP

V NP PP E NP

chuyển N E NP vào N

hàngxuống N ngày mai

thuyền

Figure 4: The derived tree of the treebank tree in
Figure 3.

4.3 Filtering out invalid trees

Annotation errors are inevitable for any treebank.
The errors in parse trees will result in wrong ele-
mentary trees. An elementary tree is called invalid
if it does not satisfy some linguistic requirement.
We have construct some linguistic rules for filtering
out invalid elementary trees. For example in Viet-
namese, an adjective (or an adjectival phrase) can be
an argument of a noun (or a noun phrase), however,
they must be always on the right of the noun. Thus
if there is an adjective on the left of a noun of an ex-
tracted spine tree, the tree is invalid and it must be
filtered out.

Xm

Y↓Xm−1

X1

X Z↓

anchor

W

W∗ Xm

Y↓Xm−1

X1

X Z↓

anchor

X

X CC X∗

anchor

Figure 5: Prototypes of spine trees (predicate-
argument relation) and auxiliary trees (modification
and coordination relation).

NP

P

Họ

NP

N

hàng

NP

N

ngày mai

NP

N

thuyền

VP

R VP∗

sẽ

VP

R VP∗

không

PP

E NP↓

xuống

VP

VP∗ PP

E NP↓

vào

Figure 6: Extracted elementary trees.

4.4 Comparison with previous work

As mentioned above, our approach for LTAG ex-
traction follows the uniform method of grammar ex-
traction proposed by Xia (Xia, 2001). Nevertheless,
there are some differences between our design and
implementation of extraction algorithms and that of
Xia.

First, in the building derived tree step, we first re-
cursively bracket all conjunction groups of the tree
before fully bracketing the arguments and modifiers
of the resulting tree. We think that this approach is
easier to understand and implement since conjunc-
tion structures are different from argument and mod-
ifier structures. Second, in the elementary tree de-
composition step, we do not split each node in the
derived tree into the top and bottom parts as it was
done in the approach of Xia. In our implementation,
the nodes are directly copied to build extracted trees.
Third, the tree extraction process is broken into func-
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Algorithm 4 BUILD-ELEMENTARY-TREES(T )

Require: T is a derived tree
Ensure: Sets S,M, C of elementary trees.

1: if (not IS-PHRASAL(T )) then
2: return ;
3: end if
4: {H0,H1, . . . ,Hn} ← HEAD-PATH(T );
5: ok ← false;
6: P ← H0;
7: for j ← 1 to n do
8: L ← SISTERS(Hj);
9: if |L| > 0 then

10: Rel← GET-RELATION(Hj ,L);
11: if Rel = Coordination then
12: C ← C ∪ BUILD-CONJ-TREE(P );
13: end if
14: if Rel = Modification then
15: M←M∪ BUILD-MOD-TREE(P );
16: if j = 1 then
17: S ← S ∪ BUILD-SPINE-TREE(P );
18: ok ← true;
19: end if
20: end if
21: if Rel = Argument then
22: if not ok and not IS-LINK-NODE(P )

then
23: S ← S ∪ BUILD-SPINE-TREE(P );
24: ok ← true;
25: end if
26: end if
27: else
28: if not IS-LINK-NODE(P ) and IS-

PHRASAL(P ) then
29: S ← S ∪ BUILD-SPINE-TREE(P );
30: end if
31: end if
32: P ← Hj;
33: end for

tions, each function builds a type of elementary trees
and they can be called mutually by each other to re-
peat the extraction process for the subtrees whose
roots are not yet visited. In spite of using recursive
functions, our extraction algorithms are carefully de-
signed so that there is no redundant or repeating
function calls: each node is assured to be visited one
time. The “divide and conquer” approach in algo-

Algorithm 5 BUILD-SPINE-TREE(T )

Require: T is a derived tree
Ensure: a spine tree

1: Tc ← COPY(T );
2: P ← Tc;
3: H ← NULL;
4: repeat
5: H ← HEAD-CHILD(P );
6: L ← SISTERS(H);
7: if |L| > 0 then
8: Rel← GET-RELATION(H,L);
9: if Rel = Argument then

10: for A ∈ L do
11: BUILD-ELEMENTARY-TREES(A);
12: A.kids← ∅;
13: A.type← Substitution;
14: end for
15: else
16: for A ∈ L do
17: P.kids← P.kids \A;
18: end for
19: end if
20: end if
21: P ← H;
22: until (H = NULL)
23: return MERGE-LINK-NODES(Tc );

Algorithm 6 BUILD-MOD-TREE(T )

Require: T is a derived tree
Ensure: a modifier tree

1: Tc ← COPY(T );
2: H ← HEAD-CHILD(Tc);
3: H.kids← ∅;
4: H.type← Foot;
5: M ← MODIFIER(H);
6: T ′ ← BUILD-SPINE-TREE(M);
7: if |M.kids| > 1 then
8: BUILD-ELEMENTARY-TREES(M );
9: end if

10: M ← T ′;
11: return Tc;

rithm design has been shown to be efficient and easy
to optimise.
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S

NP VP

VP

VP

VP

V NP PP

chuyển

⇒ S

NP↓ VP

V NP↓ PP↓

chuyển

Figure 7: Merge link nodes to get a spine tree. The
head path of the tree is marked by double lines.

Algorithm 7 BUILD-CONJ-TREE(T )

Require: T is a derived tree
Ensure: a conjunction tree

1: Tc ← COPY(T );
2: H ← HEAD-CHILD(Tc);
3: BUILD-ELEMENTARY-TREES(H);
4: K ← COORDINATOR(H);
5: BUILD-ELEMENTARY-TREES(K);
6: H.kids← ∅;
7: H.type← Foot;
8: K.kids← ∅;
9: K.type← Substitution;

10: return Tc;

Category Original
tags

Tags in G2

noun phrases NP/WHNP NP
adjective phrases AP/WHAP AP
adverbial phrases RP/WHRP RP
preposition phrases PP/WHPP PP
clauses S/SQ S

Table 2: Some tags in the Vietnamese treebank
tagset are merged into a single tag.

5 Experiments

We ran extraction algorithms on the Vietnamese
treebank and extracted two treebank grammars. The
first one, G1, uses the original tagset of the tree-
bank. The second one, G2, uses a reduced tagset,
where some tags in the treebank are merged into a
single tag, as shown in Table 2. The grammar G2 is
smaller than G1 and it is presumable that the sparse
data problem is less severe when G2 is used. Fur-
thermore, it was shown that the size of the extracted
grammar is important for Lightweight Dependency
Analysis (LDA) and supertagging (Bangalore and
Joshi, 1999).

We count the number of elementary trees and tree
templates. The sizes of the two grammars are in Ta-
ble 3. Recall that a template is an elementary tree
without the anchor word.

Type # of trees # of templates
G1 46,382 2,317
Spine trees 24, 973 1, 022
Modifier trees 21, 309 1, 223
Conjunction trees 100 72

G2 46,102 2,113
Spine trees 24, 884 952
Modifier trees 21, 121 1, 093
Conjunction trees 97 68

Table 3: Two LTAG grammars extracted from the
Vietnamese treebank.

There are 15, 035 unique words in the treebank
and the average number of elementary trees that a
word anchors is around 3.07. We also count the num-
ber of context-free rules of the grammars where the
rules are simply read off the templates in an ex-
tracted LTAG. The extracted grammar G1 and G2

respectively has 851 and 727 context-free rules.
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In order to evaluate the coverage of the Viet-
namese treebank, we count the number of extracted
tree templates with respect to size of the treebank.
Figure 8 shows the number of templates converges
very slowly as the size of the corpus grows, implying
that there are many unseen templates. This experi-
ment also implies that the size of the current Viet-
namese treebank is not large enough to cover all the
grammatical templates of the Vietnamese language.
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Figure 8: The growth of tree templates. The x axis
shows the percentage of the corpus used for extrac-
tion, the y axis shows the number of extracted tem-
plates (△), initial templates (o) and auxiliary tem-
plates (⋄).

We have developed a software package that im-
plements the presented algorithms for extracting an
LTAG for Vietnamese. The software is written in the
Java programming language and is freely distributed
under the GNU/GPL license6. The software is very
efficient in term of extraction speed: it takes only
165 seconds to extract the entire grammar G1 on an
ordinary personal computer. It is very easy to ex-
tend the software for use to extract LTAGs from tree-
banks of other languages since the language-specific
information is intensionally factored out of the gen-
eral framework. In order to use the software on a
treebank of a language, user needs to provide the
treebank-specific information for that language: a
tagset, a head percolation table, and an argument ta-
ble.

6http://www.loria.fr/∼lehong/tools/vnLExtractor.php

6 Conclusions

We have presented a system that automatically ex-
tracts LTAGs from treebanks. The system has been
used to extract an LTAG for the Vietnamese lan-
guage from the recently released Vietnamese tree-
bank. The extracted Vietnamese LTAG covers the
corpus, that is the corpus can be seen as a collection
of derived trees for the grammar and can be used to
train statistical LTAG parsers directly.

The number of templates extracted from the cur-
rent Vietnamese treebank converges slowly. This im-
plies that there are many new templates outside the
corpus and the current Vietnamese treebank is not
large or typical enough to cover all the grammatical
templates of the Vietnamese language.

Preliminary experimental parsing results using
the LLP2 LTAG parser (Crabbé et al., 2003) show
a high complexity of Vietnamese parsing in term
of number of parses produced. For example, a test
involving 70 sentences of length 15 words or less,
parsed using an extracted LTAG grammar gives an
average number of parses of 49.6 for a sentence, in
which 14 sentences having unique parse. In future
work, we plan to evaluate and extend the coverage
and performance of both the grammar and parser for
Vietnamese in greater detail.

We are currently experimenting the extraction of
a French LTAG from a French treebank (Abeillé et
al., 2003). We also plan to compare quantitatively
syntactic structures of French and Vietnamese. We
believe that a quantitative comparison of the two
grammars may reveal interesting relations between
them since, due to historical reason, by being in con-
tact with the French language, Vietnamese was en-
riched not only in vocabulary but also in syntax by
the calque of French grammar.
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