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Introduction

These proceedings contain the papers and invited talks presented at the Workshop on Negation and
Speculation in Natural Language Processing (NeSp-NLP 2010) that was held on the 10th of July, 2010
in Uppsala, Sweden. The program consisted of five invited talks, seven presentations of long papers
and two of short papers.

When we thought of organising this workshop, we aimed at bringing together researchers working on
negation and speculation from any area related to computational language learning and processing.
Specific goals were to describe the lexical aspects of negation and speculation, to define how the
semantics of these phenomena can be modelled for computational purposes, to explore techniques
aimed at learning the factuality of an statement, and to analyse how the treatment of these phenomena
affects the efficiency of Natural Language Processing (NLP) applications.

Negation and speculation are two linguistic phenomena involved in deep understanding of text. They are
resources used to express the factuality of statements, which indicates to which extent a statement is or
is not a fact. Negation turns an affirmative statement into negative (it rains/it does not rain). Speculation
is used to express levels of certainty (it might rain/apparently, it will rain/ it is likely to rain/it is not clear
whether it will rain/we suspect that it will rain). We knew that negation and speculation (or modality)
have been extensively studied from a theoretical perspective. Furthermore, we also believed that there
was enough interest on these topics among the NLP community and that there was enough research
going on, so as to organise a topical workshop, the first of its kind as far as we know.

We cannot be exhaustive here about all the NLP related work on these topics that has been published
before the workshop. We apologise for mentioning only some references as examples of research that
is being carried out, which motivated our decision of organising a workshop. As recent references, the
BioScope corpus has been annotated with negation and speculation cues and their scope (Vincze et al.
2009); events in the FactBank corpus (Saurı́ and Pustejovsky 2009) have been annotated with factuality
information; the CoNLL Shared Task 2010 (Farkas et al. 2010) focused on Learning to detect hedges
and their scope in natural language text. The biomedical text mining community has produced tools
to process negation, like Context (Harkema et al. 2009), and negation has also received attention from
researchers working on sentiment analysis (Wilson et al. 2009 and work cited in Wiegand et al. 2010).

We proposed the following topics in the call for papers of the workshop:

• Lexical aspects of negation and speculation

• Linguistic resources with information about negation and speculation: corpora, dictionaries,
lexical databases

• Descriptive analysis of negation and speculation cues

• Negation and speculation across domains and genres

• Negation and speculation in biomedical texts and biomedical text mining

• Handling negation and speculation in NLP: dialogue systems, sentiment analysis, text mining,
textual entailment, information extraction, machine translation, paraphrasing
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• Learning the scope of negation and speculation cues

• Interaction of negation and speculation for evaluating the factuality of an statement

• Corpora annotation: guidelines, bootstrapping techniques, quality assessment

• Modelling factuality for computational purposes

• Algorithms to learn negation and speculation

• Structured prediction of negation and speculation

• Joint learning of negation and speculation

• Inference of factual knowledge

Although we did not receive submissions addressing all the proposed topics, the fact that we received
submissions addressing some of them makes us consider that the main goal of the workshop was
achieved, and that there is a growing interest in processing negation and speculation within several
NLP subareas. From the nine accepted papers, six report research on biomedical texts, four of which
are related to either manual or automatic annotation of corpora, one to automatically identifying
negated biomedical events, and one to evaluating whether identifying negation and speculation helps
in classifying medical reports. Two papers deal with negation in sentiment analysis, one focuses on
automatically learning the scope and another surveys the role of negation in sentiment analysis. One
paper reports research on the relation between positive and negative pairs in textual entailment.

Four of the five invited presentations are from the biomedical domain. Maria Liakata presents an
annotation scheme for annotating full papers with zones of conceptualisation levels to identify the core
components that constitute a scientic investigation. Veronika Vincze presents the difculties encountered
during annotation process of the BioScope corpus. Martin Krallinger elaborates on the importance of
negations and experimental qualifiers to extract information from biomedical literature, and Raheel
Nawaz, Paul Thompson, and Sophia Ananiadou discuss the evaluation of a meta-knowledge annotation
scheme for bio-events. Finally, Ed Hovy, invites us to consider Distributional Semantics as a model for
richer and more semantics-oriented statistics-based NLP. He presents a specic model of Distributional
Semantics, and explores the possibilities for accommodating the phenomena of negation and modality.

We would like to thank the authors of the papers for their interesting contributions, the members of
the program committee for their insightful reviews, and the presenters of invited talks for accepting the
invitation to give a talk at the workshop and share their work. We are grateful to Walter Daelemans for
encouraging us to organise the workshop. The workshop would not have been possible without their
help. We appreciate very much the knowledge, time, and effort that they invested in the workshop. We
are also thankful to the University of Antwerp and Saarland University for their institutional support and
to the SIGs that endorsed the workshop. We sincerely hope that in the future the NLP community will
benefit from the findings made by researchers working on negation, speculation and other phenomena
involved in determining the factuality of an event.

Roser Morante and Caroline Sporleder
July 2010
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Zones of conceptualisation in scientific papers: a window to negative and
speculative statements

Maria Liakata
Department of Computing Science, Aberystwyth University

European Bioinformatics Institute, Cambridge
liakata@ebi.ac.uk

Abstract
In view of the increasing need to facilitate
processing the content of scientific papers,
we present an annotation scheme for anno-
tating full papers with zones of conceptu-
alisation, reflecting the information struc-
ture and knowledge types which constitute
a scientific investigation. The latter are the
Core Scientific Concepts (CoreSCs) and
include Hypothesis, Motivation, Goal, Ob-
ject, Background, Method, Experiment,
Model, Observation, Result and Conclu-
sion. The CoreSC scheme has been used
to annotate a corpus of 265 full papers in
physical chemistry and biochemistry and
we are currently automating the recogni-
tion of CoreSCs in papers. We discuss
how the CoreSC scheme relates to other
views of scientific papers and indeed how
the former could be used to help identify
negation and speculation in scientific texts.

1 Introduction

The recent surge in the numbers of papers pro-
duced, especially in the biosciences, has high-
lighted the need for automatic processing meth-
ods. Work by [Lin (2009)] has shown that methods
such as information retrieval are more effective if
zones of interest are specified within the papers.
Various corpora and annotation schemes have
been proposed for designating a variety of linguis-
tic phenomena permeating scientific papers, in-
cluding negation, hedges, dependencies and se-
mantic relations [Vincze et al. (2008); Pyysalo
et al. (2007); Medlock and Briscoe (2007); McIn-
tosh and Curran (2009)]. Other schemes follow
the argumentation and citation flow within pa-
pers [Teufel et al. (2009); Teufel and Siddharthan
(2007)] or indeed a combination of some of the
above along multiple dimensions [Shatkay et al.
(2008)].

In the following we present the CoreSC anno-
tation scheme and a corpus with CoreSC anno-
tations. The CoreSC scheme is used at the sen-
tence level to identify the core components that
constitute a scientific investigation. We discuss
how the CoreSC scheme relates to other annota-
tion schemes representing alternate views of sci-
entific papers and how CoreSCs could be used to
guide the identification of negation and specula-
tion.

2 The CoreSC scheme

The CoreSC annotation scheme adopts the view
that a scientific paper is the human-readable repre-
sentation of a scientific investigation and therefore
seeks to mark the components of a scientific
investigation as expressed in the text. CoreSC
is ontology-motivated and originates from the
CISP meta-data [Soldatova and Liakata (2007)],
a subset of classes from EXPO [Soldatova and
King (2006)], an ontology for the description of
scientific investigations. CISP consists of the con-
cepts: Motivation, Goal, Object, Method,
Experiment, Observation, Result and
Conclusion, which were validated using an
on-line survey as constituting the indispensable
set of concepts necessary for the description of
a scientific investigation. CoreSC implements
these as well as Hypothesis, Model and
Background, as a sentence-based annotation
scheme for 3-layered annotation. The first layer
pertains to the previously mentioned 11 cate-
gories, the second layer is for the annotation of
properties of the concepts (e.g. “New”, “Old”)
and the third layer caters for identifiers (concep-
tID), which link together instances of the same
concept, e.g. all the sentences pertaining to the
same method will be linked together with the
same conceptID (e.g. “Met1”).

If we combine the layers of annotation so as to
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Table 1: The CoreSC Annotation scheme
Category Description
Hypothesis A statement not yet confirmed rather than a factual statement
Motivation The reasons behind an investigation
Background Generally accepted background knowledge and previous work
Goal A target state of the investigation where intended discoveries are made
Object-New An entity which is a product or main theme of the investigation
Object-New-Advantage Advantage of an object
Object-New-Disadvantage Disadvantage of an object
Method-New Means by which authors seek to achieve a goal of the investigation
Method-New-Advantage Advantage of a Method
Method-New-Disadvantage Disadvantage of a Method
Method-Old A method mentioned pertaining to previous work
Method-Old-Advantage Advantage of a Method
Method-Old-Disadvantage Disadvantage of a Method
Experiment An experimental method
Model A statement about a theoretical model or framework
Observation the data/phenomena recorded in an investigation
Result factual statements about the outputs of an investigation
Conclusion statements inferred from observations & results relating to research hypothesis

give flat labels, we cater for the categories in table
1.

The CoreSC scheme was accompanied by a set of
45 page guidelines which contain a decision tree,
detailed description of the semantics of the cate-
gories, 6 rules for pairwise distinction and exam-
ples from chemistry papers. These guidelines are
available from http://ie-repository.jisc.ac.uk/88/.

3 The CoreSC corpus

We used the CoreSC annotation scheme and the
semantic annotation tool SAPIENT [Liakata et al.
(2009)] to construct a corpus of 265 annotated pa-
pers [Liakata and Soldatova (2009)] from physi-
cal chemistry and biochemistry. The CoreSC cor-
pus was developed in two different phases. Dur-
ing phase I, fifteen Chemistry experts were split
into five groups of three, each of which anno-
tated eight different papers; A 16th expert anno-
tated across groups as a consistency check. This
resulted in a total of 41 papers being annotated,
all of which received multiple annotations. We
ranked annotators according to median success in
terms of inter-annotator agreement (as measured
by Cohen’s kappa) both within their groups and
for a paper common across groups. In phase II,
the 9 best annotators of phase I each annotated 25
papers, amounting to a total of 225 papers.

The CoreSC corpus is now being used to train
a classifier for the automation of Core Scientific
concepts in papers.

4 Correlating CoreSCs to other zones of
interest

Given the plethora of annotation schemes, it is in-
teresting to investigate the correlation between dif-
ferent views of scientific papers and how different
schemes map to each other. We recently looked
at the correlation between the CoreSC scheme,
which views papers as the humanly readable rep-
resentation of scientific investigations and seeks
to recover the investigation components within the
paper, and AZ-II [Teufel et al. (2009)], which as-
sumes a paper is the attempt of claiming owner-
ship for a new piece of knowledge and aims to
recover the rhetorical structure and the relevant
stages in the argumentation.
By definition, the two schemes focus on differ-
ent aspects of the papers, with CoreSCs provid-
ing more detail with respect to different types of
methods and results and AZ-II looking mostly at
the appropriation of knowledge claims. Based on
a set of 36 papers annotated with both schemes,
we were able to confirm that the two schemes
are indeed complementary [Liakata et al. (2010)].
CoreSC categories provide a greater level of gran-
ularity when it comes to the content-related cate-
gories whereas AZ-II categories cover aspects of
the knowledge claims that permeate across differ-
ent CoreSC concepts.
In [Guo et al. (2010)] we followed a simi-
lar methodology for annotating abstracts with
CoreSCs and an independently produced annota-
tion scheme for abstract sections [Hirohata et al.
(2008)]. We found a subsumption relation be-
tween the schemes, with CoreSCs providing the

2



finer granularity.
To obtain the mapping between annotation

schemes, which allows annotation schemes to be
defined in a wider context, we ideally require an-
notations from different schemes to be made avail-
able for the same set of papers. However, a first
interpretation of the relation between schemes can
be made by mapping between annotation guide-
lines.

5 Thoughts on using CoreSCs for
Negation and Speculation

Current work of ours involves automating the
recognition of CoreSCs and we plan to use them
to produce extractive summaries for papers. We
are also in the process of evaluating the usefulness
of CoreSCs for Cancer Risk Assessment (CRA).
An important aspect of the latter is being able
to distinguish between positive and negative re-
sults and assess the confidence in any conclusions
drawn. This naturally leads us to the need for ex-
ploring negation and speculation, both of which
are prominent in scientific papers, as well as how
these two phenomena correlate to CoreSCs.

While it seems that negation can be identified
by means of certain linguistic patterns [Morante
(2010)], different types of negation can appear
throughout the paper, some pertaining to back-
ground work, problems serving as the motivation
of the paper, others referring to intermediate re-
sults or conclusions. It is interesting to look at
these different types of negation in the context of
each of the different CoreSCs, the type of linguis-
tic patterns used to express it and their distribution
across CoreSCs. This can provide a more target-
ted approach to negation, while at the same time it
can be used in combination with a CoreSC to infer
the type of knowledge obtained (e.g. a positive or
negative result). We plan to use automatic meth-
ods for recognising negation patterns in CoreSCs
and relate them to specific CoreSC categories.

There is a consensus that identifying specula-
tion is a harder task than identifying negation.
Part of the problem is that “speculative assertions
are to be identified on the basis of the judge-
ments about the author’s intended meaning, rather
than on the presence of certain designated hedge
terms” [Medlock and Briscoe (2007); Light et al.
(2004)]. When annotating papers with CoreSCs,
annotators are required to understand the paper
content rather than base category assignments en-

tirely on linguistic patterns. This is why we have
chosen experts as annotators for the creation of
the CoreSC corpus. So both speculation and
CoreSC annotation appear to be higher level an-
notation tasks requiring comprehension of the in-
tended meaning. Looking at the annotation guide-
lines for hedges [Medlock and Briscoe (2007)],
it would seem that cases of hedge type 1 corre-
spond to to CoreSC Conclusion, hedge type
2 pertains to Background, hedge type 3 would
mainly be cases of Motivation, hedge type 4
maps to Motivation or Hypothesis, hedge
type 5 maps to Goal and hedge type 6 maps to
Conclusion. One can look at speculation in the
zones/windows identified by the previously men-
tioned CoreSCs. Indeed, two of the categories,
Hypothesis and Motivation are speculative
by definition. We intend to port the issue of iden-
tifying speculation in our papers to that of identi-
fying the corresponding CoreSCs. We also plan to
annotate the hedge classification data of [Medlock
and Briscoe (2007)] with CoreSCs to confirm the
mapping between the two schemes.
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Abstract

In this paper we describe the creation
of a consensus corpus that was obtained
through combining three individual an-
notations of the same clinical corpus in
Swedish. We used a few basic rules that
were executed automatically to create the
consensus. The corpus contains nega-
tion words, speculative words, uncertain
expressions and certain expressions. We
evaluated the consensus using it for nega-
tion and speculation cue detection. We
used Stanford NER, which is based on the
machine learning algorithm Conditional
Random Fields for the training and detec-
tion. For comparison we also used the
clinical part of the BioScope Corpus and
trained it with Stanford NER. For our clin-
ical consensus corpus in Swedish we ob-
tained a precision of 87.9 percent and a re-
call of 91.7 percent for negation cues, and
for English with the Bioscope Corpus we
obtained a precision of 97.6 percent and a
recall of 96.7 percent for negation cues.

1 Introduction

How we use language to express our thoughts, and
how we interpret the language of others, varies be-
tween different speakers of a language. This is
true for various aspects of a language, and also
for the topic of this article; negations and spec-
ulations. The differences in interpretation are of
course most relevant when a text is used for com-
munication, but it also applies to the task of anno-
tation. When the same text is annotated by more
than one annotator, given that the annotating task
is non-trivial, the resulting annotated texts will not
be identical. This will be the result of differences
in how the text is interpreted, but also of differ-
ences in how the instructions for annotation are

interpreted. In order to use the annotated texts,
it must first be decided if the interpretations by the
different annotators are similar enough for the pur-
pose of the text, and if so, it must be decided how
to handle the non-identical annotations.

In the study described in this article, we have
used a Swedish clinical corpus that was anno-
tated for certainty and uncertainty, as well as for
negation and speculation cues by three Swedish-
speaking annotators. The article describes an eval-
uation of a consensus annotation obtained through
a few basic rules for combining the three different
annotations into one annotated text.1

2 Related research

2.1 Previous studies on detection of negation
and speculation in clinical text

Clinical text often contains reasoning, and thereby
many uncertain or negated expressions. When,
for example, searching for patients with a specific
symptom in a clinical text, it is thus important to
be able to detect if a statement about this symptom
is negated, certain or uncertain.

The first approach to identifying negations in
Swedish clinical text was carried out by Skeppst-
edt (2010), by whom the well-known NegEx algo-
rithm (Chapman et al., 2001), created for English
clinical text, was adapted to Swedish clinical text.
Skeppstedt obtained a precision of 70 percent and
a recall of 81 percent in identifying negated dis-
eases and symptoms in Swedish clinical text. The
NegEx algorithm is purely rule-based, using lists
of cue words indicating that a preceding or follow-
ing disease or symptom is negated. The English
version of NegEx (Chapman et al., 2001) obtained
a precision of 84.5 percent and a recall of 82.0 per-
cent.

1This research has been carried out after approval from
the Regional Ethical Review Board in Stockholm (Etikprvn-
ingsnmnden i Stockholm), permission number 2009/1742-
31/5.
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Another example of negation detection in En-
glish is the approach used by Huang and Lowe
(2007). They used both parse trees and regu-
lar expressions for detecting negated expressions
in radiology reports. Their approach could de-
tect negated expressions both close to, and also
at some distance from, the actual negation cue (or
what they call negation signal). They obtained a
precision of 98.6 percent and a recall of 92.6 per-
cent.

Elkin et al. (2005) used the terms in SNOMED-
CT (Systematized Nomenclature of Medicine-
Clinical Terms), (SNOMED-CT, 2010) and
matched them to 14 792 concepts in 41 health
records. Of these concepts, 1 823 were identified
as negated by humans. The authors used Mayo
Vocabulary Server Parsing Engine and lists of cue
words triggering negation as well as words in-
dicating the scope of these negation cues. This
approach gave a precision of 91.2 percent and
a recall of 97.2 percent in detecting negated
SNOMED-CT concepts.

In Rokach et al. (2008), they used clinical nar-
rative reports containing 1 766 instances annotated
for negation. The authors tried several machine
learning algorithms for detecting negated findings
and diseases, including hidden markov models,
conditional random fields and decision trees. The
best results were obtained with cascaded decision
trees, with nodes consisting of regular expressions
for negation patterns. The regular expressions
were automatically learnt, using the LCS (longest
common subsequence) algorithm on the training
data. The cascaded decision trees, built with LCS,
gave a precision of 94.4 percent, a recall of 97.4
percent and an F-score of 95.9 percent.

Szarvas (2008) describes a trial to automatically
identify speculative sentences in radiology reports,
using Maximum Entropy Models. Advanced fea-
ture selection mechanisms were used to automat-
ically extract cue words for speculation from an
initial seed set of cues. This, combined with man-
ual selection of the best extracted candidates for
cue words, as well as with outer dictionaries of
cue words, yielded an F-score of 82.1 percent for
detecting speculations in radiology reports. An
evaluation was also made on scientific texts, and
it could be concluded that cue words for detecting
speculation were domain-specific.

Morante and Daelemans (2009) describe a ma-
chine learning system detecting the scope of nega-

tions, which is based on meta-learning and is
trained and tested on the annotated BioScope Cor-
pus. In the clinical part of the corpus, the au-
thors obtained a precision of 100 percent, a re-
call of 97.5 percent and finally an F-score of 98.8
percent on detection of cue words for negation.
The authors used TiMBL (Tilburg Memory Based
Learner), which based its decision on features
such as the words annotated as negation cues and
the two words surrounding them, as well as the
part of speech and word forms of these words.
For detection of the negation scope, the task was
to decide whether a word in a sentence contain-
ing a negation cue was either the word starting
or ending a negation scope, or neither of these
two. Three different classifiers were used: sup-
port vector machines, conditional random fields
and TiMBL. Features that were used included the
word and the two words preceding and following
it, the part of speech of these words and the dis-
tance to the negation cue. A fourth classifier, also
based on conditional random fields, used the out-
put of the other three classifiers, among other fea-
tures, for the final decision. The result was a pre-
cision of 86.3 percent and a recall of 82.1 percent
for clinical text. It could also be concluded that the
system was portable to other domains, but with a
lower result.

2.2 The BioScope Corpus

Annotated clinical corpora in English for nega-
tion and speculation are described in Vincze et al.
(2008), where clinical radiology reports (a sub-
set of the so called BioScope Corpus) encompass-
ing 6 383 sentences were annotated for negation,
speculation and scope. Henceforth, when refer-
ring to the BioScope Corpus, we only refer to the
clinical subset of the BioScope Corpus. The au-
thors found 877 negation cues and 1 189 specu-
lation cues, (or what we call speculative cues) in
the corpora in 1 561 sentences. This means that
fully 24 percent of the sentences contained some
annotation for negation or uncertainty. However,
of the original 6 383 sentences, 14 percent con-
tained negations and 13 percent contained spec-
ulations. Hence some sentences contained both
negations and speculations. The corpus was anno-
tated by two students and their work was led by a
chief annotator. The students were not allowed to
discuss their annotations with each other, except at
regular meetings, but they were allowed to discuss
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with the chief annotator. In the cases where the
two student annotators agreed on the annotation,
that annotation was chosen for the final corpus. In
the cases where they did not agree, an annotation
made by the chief annotator was chosen.

2.3 The Stanford NER based on CRF
The Stanford Named Entity Recognizer (NER) is
based on the machine learning algorithm Condi-
tional Random Fields (Finkel et al., 2005) and has
been used extensively for identifying named enti-
ties in news text. For example in the CoNLL-2003,
where the topic was language-independent named
entity recognition, Stanford NER CRF was used
both on English and German news text for train-
ing and evaluation. Where the best results for En-
glish with Stanford NER CRF gave a precision of
86.1 percent, a recall of 86.5 percent and F-score
of 86.3 percent, for German the best results had
a precision of 80.4 percent, a recall of 65.0 per-
cent and an F-score of 71.9 percent, (Klein et al.,
2003). We have used the Stanford NER CRF for
training and evaluation of our consensus.

2.4 The annotated Swedish clinical corpus
for negation and speculation

A process to create an annotated clinical corpus
for negation and speculation is described in Dalia-
nis and Velupillai (2010). A total of 6 740 ran-
domly extracted sentences from a very large clin-
ical corpus in Swedish were annotated by three
non-clinical annotators. The sentences were ex-
tracted from the text field Assessment (Bedömning
in Swedish). Each sentence and its context from
the text field Assessment were presented to the an-
notators who could use five different annotation
classes to annotate the corpora. The annotators
had discussions every two days on the previous
days’ work led by the experiment leader.

As described in Velupillai (2010), the anno-
tation guidelines were inspired by the BioScope
Corpus guidelines. There were, however, some
differences, such as the scope of a negation or of
an uncertainty not being annotated. It was instead
annotated if a sentence or clause was certain, un-
certain or undefined. The annotators could thus
choose to annotate the entire sentence as belong-
ing to one of these three classes, or to break up the
sentence into subclauses.

Pairwise inter-annotator agreement was also
measured in the article by Dalianis and Velupillai
(2010) . The average inter-annotator agreement in-

creased after the first annotation rounds, but it was
lower than the agreement between the annotators
of the BioScope Corpus.

The annotation classes used were thus negation
and speculative words, but also certain expression
and uncertain expression as well as undefined. The
annotated subset contains a total of 6 740 sen-
tences or 71 454 tokens, including its context.

3 Method for constructing the consensus

We constructed a consensus annotation out of the
three different annotations of the same clinical cor-
pus that is described in Dalianis and Velupillai
(2010). The consensus was constructed with the
general idea of choosing, as far as possible, an an-
notation for which there existed an identical anno-
tation performed by at least two of the annotators,
and thus to find a majority annotation. In the cases
where no majority was found, other methods were
used.

Other options would be to let the annotators dis-
cuss the sentences that were not identically an-
notated, or to use the method of the BioScope
Corpus, where the sentences that were not iden-
tically annotated were resolved by a chief annota-
tor (Vincze et al., 2008). A third solution, which
might, however, lead to a very biased corpus,
would be to not include the sentences for which
there was not a unanimous annotation in the re-
sulting consensus corpus.

3.1 The creation of a consensus
The annotation classes that were used for annota-
tion can be divided into two levels. The first level
consisted of the annotation classes for classifying
the type of sentence or clause. This level thus in-
cluded the annotation classes uncertain, certain
and undefined. The second level consisted of
the annotation classes for annotating cue words
for negation and speculation, thus the annotation
classes negation and speculative words. The an-
notation classes on the first level were considered
as more important for the consensus, since if there
was no agreement on the kind of expression, it
could perhaps be said to be less important which
cue phrases these expressions contained. In the
following constructed example, the annotation tag
Uncertain is thus an annotation on the first level,
while the annotation tags Negation and Specula-
tive words are on the second level.
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<Sentence>
<Uncertain>
<Speculative_words>
<Negation>Not</Negation>
really

</Speculative_words>
much worse than before

</Uncertain>
<Sentence>

When constructing the consensus corpus, the
annotated sentences from the first rounds of an-
notation were considered as sentences annotated
before the annotators had fully learnt to apply
the guidelines. The first 1 099 of the annotated
sentences, which also had a lower inter-annotator
agreement, were therefore not included when con-
structing the consensus. Thereby, 5 641 sentences
were left to compare.

The annotations were compared on a sentence
level, where the three versions of each sentence
were compared. First, sentences for which there
existed an identical annotation performed by at
least two of the annotators were chosen. This was
the case for 5 097 sentences, thus 90 percent of the
sentences.

For the remaining 544 sentences, only annota-
tion classes on the first level were compared for a
majority. For the 345 sentences where a majority
was found on the first level, a majority on the sec-
ond level was found for 298 sentences when the
scope of these tags was disregarded. The annota-
tion with the longest scope was then chosen. For
the remaining 47 sentences, the annotation with
the largest number of annotated instances on the
second level was chosen.

The 199 sentences that were still not resolved
were then once again compared on the first level,
this time disregarding the scope. Thereby, 77 sen-
tences were resolved. The annotation with the
longest scopes on the first-level annotations was
chosen.

The remaining 122 sentences were removed
from the consensus. Thus, of the 5 641 sentences,
2 percent could not be resolved with these basic
rules. In the resulting corpus, 92 percent of the
sentences were identically annotated by at least
two persons.

3.2 Differences between the consensus and
the individual annotations

Aspects of how the consensus annotation differed
from the individual annotations were measured.
The number of occurrences of each annotation

class was counted, and thereafter normalised on
the number of sentences, since the consensus an-
notation contained fewer sentences than the origi-
nal, individual annotations.

The results in Table 1 show that there are fewer
uncertain expressions in the consensus annotation
than in the average of the individual annotations.
The reason for this could be that if the annotation
is not completeley free of randomness, the class
with a higher probability will be more frequent in
a majority consensus, than in the individual anno-
tations. In the cases where the annotators are un-
sure of how to classify a sentence, it is not unlikely
that the sentence has a higher probability of being
classified as belonging to the majority class, that
is, the class certain.

The class undefined is also less common in
the consensus annotation, and the same reasoning
holds true for undefined as for uncertain, perhaps
to an even greater extent, since undefined is even
less common.

Also the speculative words are fewer in the con-
sensus. Most likely, this follows from the uncer-
tain sentences being less common.

The words annotated as negations, on the other
hand, are more common in the consensus anno-
tation than in the individual annotations. This
could be partly explained by the choice of the 47
sentences with an annotation that contained the
largest number of annotated instances on the sec-
ond level, and it is an indication that the consensus
contains some annotations for negation cues which
have only been annotated by one person.

Type of Annot. class Individ. Consens.
Negation 853 910
Speculative words 1 174 1 077
Uncertain expression 697 582
Certain expression 4 787 4 938
Undefined expression 257 146

Table 1: Comparison of the number of occurrences
of each annotation class for the individual annota-
tions and the consensus annotation. The figures
for the individual annotations are the mean of the
three annotators, normalised on the number of sen-
tences in the consensus.

Table 2 shows how often the annotators have
divided the sentences into clauses and annotated
each clause with a separate annotation class. From
the table we can see that annotator A and also an-
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notator H broke up sentences into more than one
type of the expressions Certain, Uncertain or Un-
defined expressions more often than annotator F.
Thereby, the resulting consensus annotation has a
lower frequency of sentences that contained these
annotations than the average of the individual an-
notations. Many of the more granular annotations
that break up sentences into certain and uncertain
clauses are thus not included in the consensus an-
notation. There are instead more annotations that
classify the entire sentence as either Certain, Un-
certain or Undefined.

Annotators A F H Cons.
No. sentences 349 70 224 147

Table 2: Number of sentences that contained more
than one instance of either one of the annotation
classes Certain, Uncertain or Undefined expres-
sions or a combination of these three annotation
classes.

3.3 Discussion of the method

The constructed consensus annotation is thus dif-
ferent from the individual annotations, and it could
at least in some sense be said to be better, since 92
percent of the sentences have been identically an-
notated by at least two persons. However, since for
example some expressions of uncertainty, which
do not have to be incorrect, have been removed, it
can also be said that some information containing
possible interpretations of the text, has also been
lost.

The applied heuristics are in most cases specific
to this annotated corpus. The method is, however,
described in order to exemplify the more general
idea to use a majority decision for selecting the
correct annotations. What is tested when using the
majority method described in this article for de-
ciding which annotation is correct, is the idea that
a possible alternative to a high annotator agree-
ment would be to ask many annotators to judge
what they consider to be certain or uncertain. This
could perhaps be based on a very simplified idea
of language, that the use and interpretation of lan-
guage is nothing more than a majority decision by
the speakers of that language.

A similar approach is used in Steidl et al.
(2005), where they study emotion in speech. Since
there are no objective criteria for deciding with
what emotion something is said, they use manual

classification by five labelers, and a majority vot-
ing for deciding which emotion label to use. If less
than three labelers agreed on the classification, it
was omitted from the corpus.

It could be argued that this is also true for un-
certainty, that if there is no possibility to ask the
author of the text, there are no objective criteria
for deciding the level of certainty in the text. It is
always dependent on how it is perceived by the
reader, and therefore a majority method is suit-
able. Even if the majority approach can be used for
subjective classifications, it has some problems.
For example, to increase validity more annotators
are needed, which complicates the process of an-
notation. Also, the same phenomenon that was
observed when constructing the consensus would
probably also arise, that a very infrequent class
such as uncertain, would be less frequent in the
majority consensus than in the individual annota-
tions. Finally, there would probably be many cases
where there is no clear majority for either com-
pletely certain or uncertain: in these cases, having
many annotators will not help to reach a decision
and it can only be concluded that it is difficult to
classify this part of a text. Different levels of un-
certainty could then be introduced, where the ab-
sence of a clear majority could be an indication of
weak certainty or uncertainty, and a very weak ma-
jority could result in an undefined classification.

However, even though different levels of cer-
tainty or uncertainty are interesting when study-
ing how uncertainties are expressed and perceived,
they would complicate the process of information
extraction. Thus, if the final aim of the annota-
tion is to create a system that automatically detects
what is certain or uncertain, it would of course be
more desirable to have an annotation with a higher
inter-annotator agreement. One way of achieving
a this would be to provide more detailed annota-
tion guidelines for what to define as certainty and
uncertainty. However, when it comes to such a
vague concept as uncertainty, there is always a thin
line between having guidelines capturing the gen-
eral perception of uncertainty in the language and
capturing a definition of uncertainty that is specific
to the writers of the guidelines. Also, there might
perhaps be a risk that the complex concept of cer-
tainty and uncertainty becomes overly simplified
when it has to be formulated as a limited set of
guidelines. Therefore, a more feasible method of
achieving higher agreement is probably to instead
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Class Neg-Spec Relevant Retrieved Corpus Precision Recall F-score
Negation 782 890 853 0.879 0.917 0.897
Speculative words 376 558 1061 0.674 0.354 0.464
Total 1 158 1 448 1 914 0.800 0.605 0.687

Table 3: The results for negation and speculation on consensus when executing Stanford NER CRF using
ten-fold cross validation.

Class Cert-Uncertain Relevant Retrieved Corpus Precision Recall F-score
Certain expression 4 022 4 903 4 745 0.820 0.848 0.835
Uncertain expression 214 433 577 0.494 0.371 0.424
Undefined expression 2 5 144 0.400 0.014 0.027
Total 4 238 5 341 5 466 0.793 0.775 0.784

Table 4: The results for certain and uncertain on consensus when executing Stanford NER CRF using
ten-fold cross validation.

simplify what is being annotated, and not annotate
for such a broad concept as uncertainty in general.

Among other suggestions for improving the an-
notation guidelines for the corpus that the consen-
sus is based on, Velupillai (2010) suggests that the
guidelines should also include instructions on the
focus of the uncertainties, that is, what concepts
are to be annotated for uncertainty.

The task could thus, for example, be tailored to-
wards the information that is to be extracted, and
thereby be simplified by only annotating for un-
certainty relating to a specific concept. If diseases
or symptoms that are present in a patient are to be
extracted, the most relevant concept to annotate is
whether a finding is present or not present in the
patient, or whether it is uncertain if it is present or
not. This approach has, for example, achieved a
very high inter-annotator agreement in the anno-
tation of the evaluation data used by Chapman et
al. (2001). Even though this approach is perhaps
linguistically less interesting, not giving any infor-
mation on uncertainties in general, if the aim is to
search for diseases and symptoms in patients, it
should be sufficient.

In light of the discussion above, the question to
what extent the annotations in the constructed con-
sensus capture a general perception of certainty or
uncertainty must be posed. Since it is constructed
using a majority method with three annotators,
who had a relatively low pairwise agreement, the
corpus could probably not be said to be a precise
capture of what is a certainty or uncertainty. How-
ever, as Artstein and Poesio (2008) point out, it
cannot be said that there is a fixed level of agree-
ment that is valid for all purposes of a corpus, but
the agreement must be high enough for a certain
purpose. Therefore, if the information on whether

there was a unanimous annotation of a sentence or
not is retained, serving as an indicator of how typ-
ical an expression of certainty or uncertainty is,
the constructed corpus can be a useful resource.
Both for studying how uncertainty in clinical text
is constructed and perceived, and as one of the re-
sources that is used for learning to automatically
detect certainty and uncertainty in clinical text.

4 Results of training with Stanford NER
CRF

As a first indication of whether it is possible to use
the annotated consensus corpus for finding nega-
tion and speculation in clinical text, we trained the
Stanford NER CRF, (Finkel et al., 2005) on the an-
notated data. Artstein and Poesio (2008) write that
the fact that annotated data can be generalized and
learnt by a machine learning system is not an in-
dication that the annotations capture some kind of
reality. If it would be shown that the constructed
consensus is easily generalizable, this can thus not
be used as an evidence of its quality. However, if it
would be shown that the data obtained by the an-
notations cannot be learnt by a machine learning
system, this can be used as an indication that the
data is not easily generalizable and that the task
to learn perhaps should, if possible, be simplified.
Of course, it could also be an indication that an-
other learning algorithm should be used or other
features selected.

We created two training sets of annotated con-
sensus material.

The first training set contained annotations on
the second level, thus annotations that contained
the classes Speculative words and Negation. In 76
cases, the tag for Negation was inside an annota-
tion for Speculative words, and these occurrences
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Class Neg-Spec Bio Relevant Retrieved Corpus Precision Recall F-score
Negation 843 864 872 0.976 0.967 0.971
Speculative words 1 021 1 079 1 124 0.946 0.908 0.927
Scope1 1 295 1 546 1 5952 0.838 0.812 0.825

Table 5: The results for negations, speculation cues and scopes on the BioScope Corpus when executing
Stanford NER CRF using ten-fold cross validation.

Class Neg-Spec Relevant Retrieved Corpus Precision Recall F-score
Negation A 791 1 005 896 0.787 0.883 0.832
Speculative words 684 953 1 699 0.718 0.403 0.516
Negation F 938 1097 1023 0.855 0.916 0.884
Speculative words 464 782 1 496 0.593 0.310 0.407
Negation H 722 955 856 0.756 0.843 0.797
Speculative words 552 853 1 639 0.647 0.336 0.443

Table 6: The results for negations and speculation cues and scopes for annotator A, F and H respectively
when executing Stanford NER CRF using ten-fold cross validation.

of the tag Negation were removed. It is detecting
this difference between a real negation cue and a
negation word inside a cue for speculation that is
one of the difficulties that distinguishes the learn-
ing task from a simple string matching.

The second training set only contained the con-
sensus annotations on the first level, thus the anno-
tation classes Certain, Uncertain and Undefined.

We used the default settings on Stanford NER
CRF. The results of the evaluation using ten-fold
cross validation (Kohavi, 1995) are shown in Table
3 and Table 4.

As a comparison, and to verify the suitabil-
ity of the chosen machine learning method, we
also trained and evaluated the BioScope Corpus
using Stanford NER CRF for negation, specula-
tion and scope. The results can be seen in Ta-
ble 5. When training the detection of scope, only
BioScope sentences that contained an annotation
for negation and speculation were selected for the
training and evaluation material for the Stanford
NER CRF. This division into two training sets fol-
lows the method used by Morante and Daelemans
(2009), where sentences containing a cue are first
detected, and then, among these sentences, the
scope of the cue is determined.

We also trained and evaluated the annotations
that were carried out by each annotator A, F and
H separately, i.e. the source of consensus. The re-
sults can be seen in Table 6.

We also compared the distribution of Negation
and Speculative words in the consensus versus the
BioScope Corpus and we found that the consen-
sus, in Swedish, used about the same number of
(types) for negation as the BioScope Corpus in
English (see Table 7), but for speculative words

the consensus contained many more types than the
BioScope Corpus. In the constructed consensus,
72 percent of the Speculative words occurred only
once, whereas in the BioScope Corpus this was the
case for only 24 percent of the Speculative words.

Type of word Cons. Bio
Unique words (Types)
annotated as Negation 13 19
Negations that
occurred only once 5 10
Unique words (Types)
annotated as Speculative 408 79
Speculative words that
occurred only once 294 19

Table 7: Number of unique words both in the Con-
sensus and in the BioScope Corpus that were an-
notated as Negation and as Speculative words, and
how many of these that occurred only once.

5 Discussion

The training results using our clinical consensus
corpus in Swedish gave a precision of 87.9 percent
and a recall of 91.7 percent for negation cues and a
precision of 67.4 percent and a recall of 35.4 per-
cent for speculation cues. The results for detecting
negation cues are thus much higher than for de-
tecting cues for speculation using Stanford NER
CRF. This difference is not very surprising, given

1The scopes were trained and evaluated separetely from
the negations and speculations.

2The original number of annotated scopes in the BioScope
Corpus is 1 981. Of these, 386 annotations for nested scopes
were removed.
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the data in Table 7, which shows that there are only
a very limited number of negation cues, whereas
there exist over 400 different cue words for spec-
ulation. One reason why the F-score for negation
cues is not even higher, despite the fact that the
number of cues for negations is very limited, could
be that a negation word inside a tag for speculative
words is not counted as a negation cue. There-
fore, the word not in, for example, not really could
have been classified as a negation cue by Stanford
NER CRF, even though it is a cue for speculation
and not for negation. Another reason could be that
the word meaning without in Swedish (utan) also
means but, which only sometimes makes it a nega-
tion cue.

We can also observe in Table 4, that the results
for detection of uncertain expressions are very low
(F-score 42 percent). For undefined expressions,
due to scarce training material, it is not possible
to interpret the results. For certain expressions the
results are acceptable, but since the instances are
in majority, the results are not very useful.

Regarding the BioScope Corpus we can ob-
serve (see Table 5) that the training results both
for detecting cues for negation and for specula-
tions are very high, with an F-score of 97 and 93
percent, respectively. For scope detection, the re-
sult is lower but acceptable, with an F-score of
83 percent. These results indicate that the chosen
method is suitable for the learning task.

The main reason for the differences in F-score
between the Swedish consensus corpus and the
BioScope Corpus, when it comes to the detection
of speculation cues, is probably that the variation
of words that were annotated as Speculative word
is much larger in the constructed consensus than
in the BioScope Corpus.

As can be seen in Table 7, there are many more
types of speculative words in the Swedish consen-
sus than in the BioScope Corpus. We believe that
one reason for this difference is that the sentences
in the constructed consensus are extracted from
a very large number of clinics (several hundred),
whereas the BioScope Corpus comes from one ra-
diology clinic. This is supported by the findings of
Szarvas (2008), who writes that cues for specula-
tion are domain-specific. In this case, however, the
texts are still within the domain of clinical texts.

Another reason for the larger variety of cues for
speculation in the Swedish corpus could be that
the guidelines for annotating the BioScope Cor-

pus and the method for creating a consensus were
different.

When comparing the results for the individual
annotators with the constructed consensus, the fig-
ures in Tables 3 and 6 indicate that there are no
big differences in generalizability. When detecting
cues for negation, the precision for the consensus
is better than the precision for the individual an-
notations. However, the results for the recall are
only slightly better or equivalent for the consensus
than for the individual annotations. If we analyse
the speculative cues we can observe that the con-
sensus and the individual annotations have similar
results.

The low results for learning to detect cues for
speculation also serve as an indicator that the task
should be simplified to be more easily generaliz-
able. For example, as previously suggested for
increasing the inter-annotator agreement, the task
could be tailored towards the specific information
that is to be extracted, such as the presence of a
disease in a patient.

6 Future work

To further investigate if a machine learning algo-
rithm such as Conditional Random Fields can be
used for detecting speculative words, more infor-
mation needs to be provided for the Conditional
Random Fields, such as part of speech or if any
of the words in the sentence can be classified as a
symptom or a disease. One Conditional Random
Fields system that can treat nested annotations is
CRF++ (CRF++, 2010). CRF++ is used by several
research groups and we are interested in trying it
out for the negation and speculation detection as
well as scope detection.

7 Conclusion

A consensus clinical corpus was constructed by
applying a few basic rules for combining three in-
dividual annotations into one. Compared to the
individual annotations, the consensus contained
fewer annotations of uncertainties and fewer an-
notations that divided the sentences into clauses.
It also contained fewer annotations for speculative
words, and more annotations for negations. Of
the sentences in the constructed corpus, 92 percent
were identically annotated by at least two persons.

In comparison with the BioScope Corpus, the
constructed consensus contained both a larger
number and a larger variety of speculative cues.
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This might be one of the reasons why the results
for detecting cues for speculative words using the
Stanford NER CRF are much better for the Bio-
Scope Corpus than for the constructed consensus
corpus; the F-scores are 93 percent versus 46 per-
cent.

Both the BioScope Corpus and the constructed
consensus corpus had high values for detection of
negation cues, F-scores 97 and 90 percent, respec-
tively.

As is suggested by Velupillai (2010), the guide-
lines for annotation should include instructions
on the focus of the uncertainties. To focus the
decision of uncertainty on, for instance, the dis-
ease of a patient, might improve both the inter-
annotator agreement and the possibility of auto-
matically learning to detect the concept of uncer-
tainty.
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Abstract

Electronic Health Records (EHRs) contain
a large amount of free text documentation
which is potentially very useful for Infor-
mation Retrieval and Text Mining appli-
cations. We have, in an initial annotation
trial, annotated 6 739 sentences randomly
extracted from a corpus of Swedish EHRs
for sentence level (un)certainty, and token
level speculative keywords and negations.
This set is split into different clinical prac-
tices and analyzed by means of descrip-
tive statistics and pairwise Inter-Annotator
Agreement (IAA) measured by F1-score.
We identify geriatrics as a clinical prac-
tice with a low average amount of uncer-
tain sentences and a high average IAA,
and neurology with a high average amount
of uncertain sentences. Speculative words
are often n-grams, and uncertain sentences
longer than average. The results of this
analysis is to be used in the creation of a
new annotated corpus where we will refine
and further develop the initial annotation
guidelines and introduce more levels of di-
mensionality. Once we have finalized our
guidelines and refined the annotations we
plan to release the corpus for further re-
search, after ensuring that no identifiable
information is included.

1 Introduction

Electronic Health Records (EHRs) contain a large
amount of free text documentation which is po-
tentially very useful for Information Retrieval and
Text Mining applications. Clinical documentation
is specific in many ways; there are many authors
in a document (e.g. physicians, nurses), there are
different situations that are documented (e.g. ad-
mission, current status). Moreover, they may often

be written under time pressure, resulting in frag-
mented, brief texts often containing spelling errors
and abbreviations. With access to EHR data, many
possibilities to exploit documented clinical knowl-
edge and experience arise.

One of the properties of EHRs is that they con-
tain reasoning about the status and diagnoses of
patients. Gathering such information for the use
in e.g. medical research in order to find rela-
tionships between diagnoses, treatments etc. has
great potential. However, in many situations, clin-
icians might describe uncertain or negated find-
ings, which is crucial to distinguish from positive
or asserted findings. Potential future applications
include search engines where medical researchers
can search for particular diseases where negated
or speculative contexts are separated from asserted
contexts, or text mining systems where e.g. dis-
eases that seem to occur often in speculative con-
texts are presented to the user, indicating that more
research is needed. Moreover, laymen may also
benefit from information retrieval systems that dis-
tinguish diseases or symptoms that are more or
less certain given current medical expertise and
knowledge.

We have, in an initial annotation trial, annotated
6 739 sentences randomly extracted from a corpus
of Swedish EHRs for sentence level (un)certainty,
and token level speculative keywords and nega-
tions1. In this paper, a deeper analysis of the re-
sulting annotations is performed. The aims are
to analyze the results split into different clinical
practices by means of descriptive statistics and
pairwise Inter-Annotator Agreement (IAA) mea-
sured by F1-score, with the goal of identifying a)
whether specific clinical practices contain higher
or lower amounts of uncertain expressions, b)

1This research has been carried out after approval
from the Regional Ethical Review Board in Stockholm
(Etikprövningsnämnden i Stockholm), permission number
2009/1742-31/5
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whether specific clinical practices result in higher
or lower IAA - indicating a less or more difficult
clinical practice for judging uncertainties, and c)
identifying the characteristics of the entities anno-
tated as speculative words, are they highly lexi-
cal or is a deeper syntactic and/or semantic anal-
ysis required for modeling? From this analysis,
we plan to conduct a new annotation trial where
we will refine and further develop the annotation
guidelines and use domain experts for annotations
in order to be able to create a useful annotated cor-
pus modeling uncertainties, negations and specu-
lations in Swedish clinical text, which can be used
to develop tools for the automatic identification of
these phenomena in, for instance, Text Mining ap-
plications.

2 Related Research

In recent years, the interest for identifying and
modeling speculative language in natural language
text has grown. In particular, biomedical scien-
tific articles and abstracts have been the object of
several experiments. In Light et al. (2004), four
annotators annotated 891 sentences each as either
highly speculative, low speculative, or definite,
in biomedical scientific abstracts extracted from
Medline. In total, they found 11 percent specula-
tive sentences, resulting in IAA results, measured
with kappa, between 0.54 and 0.68. One of their
main findings was that the majority of the specu-
lative sentences appeared towards the end of the
abstract.

Vincze et al. (2008) describe the creation of the
BioScope corpus, where more than 20 000 sen-
tences from both medical (clinical) free texts (ra-
diology reports), biological full papers and biolog-
ical scientific abstracts have been annotated with
speculative and negation keywords along with
their scope. Over 10 percent of the sentences
were either speculative or negated. In the clinical
sub-corpus, 14 percent contained speculative key-
words. Three annotators annotated the corpus, and
the guidelines were modified several times during
the annotation process, in order to resolve prob-
lematic issues and refine definitions. The IAA
results, measured with F1-score, in the clinical
sub-corpus for negation keywords ranged between
0.91 and 0.96, and for speculative keywords be-
tween 0.84 and 0.92. The BioScope corpus has
been used to train and evaluate automatic classi-
fiers (e.g. Özgür and Radev (2009) and Morante

and Daelemans (2009)) with promising results.
Five qualitative dimensions for characterizing

scientific sentences are defined in Wilbur et al.
(2006), including levels of certainty. Here, guide-
lines are also developed over a long period of time
(more than a year), testing and revising the guide-
lines consecutively. Their final IAA results, mea-
sured with F1-score, range between 0.70 and 0.80.
Different levels of dimensionality for categorizing
certainty (in newspaper articles) is also presented
in Rubin et al. (2006).

Expressions for communicating probabilities or
levels of certainty in clinical care may be inher-
ently difficult to judge. Eleven observers were
asked to indicate the level of probability of a dis-
ease implied by eighteen expressions in the work
presented by Hobby et al. (2000). They found
that expressions indicating intermediate probabili-
ties were much less consistently rated than those
indicating very high or low probabilities. Sim-
ilarly, Khorasani et al. (2003) performed a sur-
vey analyzing agreement between radiologists and
non-radiologists regarding phrases used to convey
degrees of certainty. In this study, they found lit-
tle or no agreement among the survey participants
regarding the diagnostic certainty associated with
these phrases. Although we do not have access to
radiology reports in our corpus, these findings in-
dicate that it is not trivial to classify uncertain lan-
guage in clinical documentation, even for domain
experts.

3 Method

The annotation trial is based on sentences ran-
domly extracted from a corpus of Swedish EHRs
(see Dalianis and Velupillai (2010) for an initial
description and analysis). These records contain
both structured (e.g. measure values, gender in-
formation) and unstructured information (i.e. free
text). Each free text entry is written under a spe-
cific heading, e.g. Status, Current medication, So-
cial Background. For this corpus, sentences were
extracted only from the free text entry Assessment
(Bedömning), with the assumption that these en-
tries contain a substantial amount of reasoning re-
garding a patient’s diagnosis and situation. A sim-
ple sentence tokenizing strategy was employed,
based on heuristic regular expressions2. We have
used Knowtator (Ogren, 2006) for the annotation

2The performance of the sentence tokenizer has not been
evaluated in this work.
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work.

One senior level student (SLS), one undergrad-
uate computer scientist (UCS), and one undergrad-
uate language consultant (ULC) annotated the sen-
tences into the following classes; on a sentence
level: certain, uncertain or undefined, and on a
token level: speculative words, negations, and un-
defined words.

The annotators are to be considered naive
coders, as they had no prior knowledge of the
task, nor any clinical background. The annota-
tion guidelines were inspired by those created for
the BioScope corpus (Vincze et al., 2008), with
some modifications (see Dalianis and Velupillai
(2010)). The annotators were allowed to break a
sentence into subclauses if they found that a sen-
tence contained conflicting levels of certainty, and
they were allowed to mark question marks as spec-
ulative words. They did not annotate the linguis-
tic scopes of each token level instance. The anno-
tators worked independently, and met for discus-
sions in even intervals (in total seven), in order to
resolve problematic issues. No information about
the clinic, patient gender, etc. was shown. The
annotation trial is considered as a first step in fur-
ther work of annotating Swedish clinical text for
speculative language.

Clinical practice # sentences # tokens
hematology 140 1 494
surgery 295 3 269
neurology 351 4 098
geriatrics 142 1 568
orthopaedics 245 2 541
rheumatology 384 3 348
urology 120 1 393
cardiology 128 1 242
oncology 550 5 262
ENT 224 2 120
infection 107 1 228
emergency 717 6 755
paediatrics 935 8 926
total, clinical practice 4 338 43 244
total, full corpus 6 739 69 495

Table 1: Number of sentences and tokens per clin-
ical practice (#sentences > 100), and in total. ENT
= Ear, Nose and Throat.

3.1 Annotations and clinical practices

The resulting corpus consists of 6 739 sentences,
extracted from 485 unique clinics. In order to
be able to analyze possible similarities and dif-
ferences across clinical practices, sentences from
clinics belonging to a specific practice type were
grouped together. In Table 1, the resulting groups,
along with the total amount of sentences and to-
kens, are presented3. Only groups with a total
amount of sentences > 100 were used in the anal-
ysis, resulting in 13 groups. A clinic was included
in a clinical practice group based on a priority
heuristics, e.g. the clinic ”Barnakuten-kir” (Pae-
diatric emergency surgery) was grouped into pae-
diatrics.

The average length (in tokens) per clinical prac-
tice and in total are given in Table 2. Clinical
documentation is often very brief and fragmented,
for most clinical practices (except urology and
cardiology) the minimum sentence length (in to-
kens) was one, e.g. ”basal”, ”terapisvikt” (ther-
apy failure), ”lymfödem” (lymphedema), ”viros”
(virosis), ”opanmäles” (reported to surgery, com-
pound with abbreviation). We see that the aver-
age sentence length is around ten for all practices,
where the shortest are found in rheumatology and
the longest in infection.

As the annotators were allowed to break up sen-
tences into subclauses, but not required to, this led
to a considerable difference in the total amount of
annotations per annotator. In order to be able to
analyze similarities and differences between the
resulting annotations, all sentence level annota-
tions were converted into one sentence class only,
the primary class (defined as the first sentence
level annotation class, i.e. if a sentence was bro-
ken into two clauses by an annotator, the first be-
ing certain and the second being uncertain, the
final sentence level annotation class will be cer-
tain). The sentence level annotation class certain
was in clear majority among all three annotators.
On both sentence and token level, the class unde-
fined (a sentence that could not be classified as
certain or uncertain, or a token which was not
clearly speculative) was rarely used. Therefore,
all sentence level annotations marked as undefined
are converted to the majority class, certain, result-
ing in two sentence level annotation classes (cer-
tain and uncertain) and two token level annotation
classes (speculative words and negations, i.e. to-

3White space tokenization.
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kens annotated as undefined are ignored).
For the remaining analysis, we focus on the

distributions of the annotation classes uncertain
and speculative words, per annotator and annota-
tor pair, and per clinical practice.

Clinical practice Max Avg Stddev
hematology 40 10.67 7.97
surgery 57 11.08 8.29
neurology 105 11.67 10.30
geriatrics 58 11.04 9.29
orthopaedics 40 10.37 6.88
rheumatology 59 8.72 7.99
urology 46 11.61 7.86
cardiology 50 9.70 7.46
oncology 54 9.57 7.75
ENT 54 9.46 7.53
infection 37 11.48 7.76
emergency 55 9.42 6.88
paediatrics 68 9.55 7.24
total, full corpus 120 10.31 8.53

Table 2: Token statistics per sentence and clinical
practice. All clinic groups except urology (min =
2) and cardiology (min = 2) have a minimum sen-
tence length of one token.

Figure 1: Sentence level annotation: uncertain,
percentage per annotator and clinical practice.

4 Results

We have measured the proportions (in percent) per
annotator for each clinical practice and in total.
This enables an analysis of whether there are sub-
stantial individual differences in the distributions,
indicating that this annotation task is highly sub-
jective and/or difficult. Moreover, we measure
IAA by pairwise F1-score. From this, we may

Figure 2: Pairwise F1-score, sentence level anno-
tation class uncertain.

draw conclusions whether specific clinical prac-
tices are harder or easier to judge reliably (i.e. by
high IAA results).

Figure 3: Average length in tokens, per annotator
and sentence class.

In Figure 1, we see that the average amount of
uncertain sentences lies between 9 and 12 percent
for each annotator in the full corpus. In general,
UCS has annotated a larger proportion of uncer-
tain sentences compared to ULC and SLS.

The clinical discipline with the highest average
amount of uncertain sentences is neurology (13.7
percent), the lowest average amount is found in
cardiology (4.7 percent). Surgery and cardiology
show the largest individual differences in propor-
tions (from 9 percent (ULC) to 15 percent (UCS),
and from 2 percent (ULC) to 7 percent (UCS), re-
spectively).

However, in Figure 2, we see that the pairwise
IAA, measured by F1-score, is relatively low, with
an average IAA of 0.58, ranging between 0.54
(UCS/SLS) and 0.65 (UCS/ULC), for the entire
corpus. In general, the annotator pair UCS/ULC
have higher IAA results, with the highest for geri-
atrics (0.78). The individual proportions for un-
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certain sentences in geriatrics is also lower for
all annotators (see Figure 1), indicating a clinical
practice with a low amount of uncertain sentences,
and a slightly higher average IAA (0.64 F1-score).

4.1 Sentence lengths

As the focus lies on analyzing sentences annotated
as uncertain, one interesting property is to look at
sentence lengths (measured in tokens). One hy-
pothesis is that uncertain sentences are in general
longer. In Figure 3 we see that in general, for
all three annotators, uncertain sentences are longer
than certain sentences. This result is, of course,
highly influenced by the skewness of the data (i.e.
uncertain sentences are in minority), but it is clear
that uncertain sentences, in general, are longer on
average. It is interesting to note that the annota-
tor SLS has, in most cases, annotated longer sen-
tences as uncertain, compared to UCS and ULC.
Moreover, geriatrics, with relatively high IAA but
relatively low amounts of uncertain sentences, has
well above average sentence lengths in the uncer-
tain class.

4.2 Token level annotations

When it comes to the token level annotations,
speculative words and negations, we observed
very high IAA for negations (0.95 F1-score (exact
match) on average in the full corpus, the lowest for
neurology, 0.94). These annotations were highly
lexical (13 unique tokens) and unambiguous, and
spread evenly across the two sentence level anno-
tation classes (ranging between 1 and 3 percent of
the total amount of tokens per class). Moreover,
all negations were unigrams.

On the other hand, we observed large variations
in IAA results for speculative words. In Figure
4, we see that there are considerable differences
between exact and partial matches4 between all
annotator pairs, indicating individual differences
in the interpretations of what constitutes a spec-
ulative word and how many tokens they cover,
and the lexicality is not as evident as for nega-
tions. The highest level of agreement we find be-
tween UCS/ULC in orthopaedics (0.65 F1-score,
partial match) and neurology (0.64 F1-score, par-
tial match), and the lowest in infection (UCS/SLS,
0.31 F1-score).

4Partial matches are measured on a character level.

Figure 4: F1-score, speculative words, exact and
partial match.

4.2.1 Speculative words – most common

The low IAA results for speculative words invites
a deeper analysis for this class. How is this inter-
preted by the individual annotators? First, we look
at the most common tokens annotated as specu-
lative words, shared by the three annotators: ”?”,
”sannolikt” (likely), ”ev” (possibly, abbreviated),
”om” (if). The most common speculative words
are all unigrams, for all three annotators. These
tokens are similar to the most common specu-
lative words in the clinical BioScope subcorpus,
where if, may and likely are among the top five
most common. Those tokens that are most com-
mon per annotator and not shared by the other two
(among the five most frequent) include ”bedöms”
(judged), ”kan” (could), ”helt” (completely) and
”ställningstagande” (standpoint).

Looking at neurology and urology, with a higher
overall average amount of uncertain sentences, we
find that the most common words for neurology
are similar to those most common in total, while
for urology we find more n-grams. In Table 3, the
five most common speculative words per annotator
for neurology and urology are presented.

When it comes to the unigrams, many of these
are also not annotated as speculative words. For
instance, ”om” (if), is annotated as speculative in
only 9 percent on average of its occurrence in the
neurological data (the same distribution holds, on
average, in the total set). In Morante and Daele-
mans (2009), if is also one of the words that are
subject to the majority of false positives in their
automatic classifier. On the other hand, ”sanno-
likt” (likely) is almost always annotated as a spec-
ulative word (over 90 percent of the time).
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UCS ULC SLS
neurology ? ? ?

sannolikt (likely) kan (could) sannolikt (likely)
kan (could) sannolikt (likely) ev (possibly, abbr)

om (if) om (if) om (if)
pröva (try) verkar (seems) ställningstagande (standpoint)
ter (seem) ev (possibly, abbr) möjligen (possibly)

urology kan vara (could be) mycket (very) tyder på(indicates)
tyder på(indicates) inga tecken (no signs) i första hand (primarily)
ev (possibly, abbr) kan vara (could be) misstänkt (suspected)

misstänkt (suspected) kan (could) kanske (perhaps)
kanske (perhaps) tyder (indicates) skall vi försöka (should we try)

planeras tydligen (apparently planned) misstänkt (suspected) kan vara (could be)

Table 3: Most common speculative words per annotator for neurology and urology.

4.2.2 Speculative words – n-grams
Speculative words are, in Swedish clinical text,
clearly not simple lexical unigrams. In Figure 5
we see that the average length of tokens anno-
tated as speculative words is, on average, 1.34,
with the longest in orthopaedics (1.49) and urol-
ogy (1.46). We also see that SLS has, on aver-
age, annotated longer sequences of tokens as spec-
ulative words compared to UCS and ULC. The
longest n-grams range between three and six to-
kens, e.g. ”kan inte se några tydliga” (can’t see
any clear), ”kan röra sig om” (could be about),
”inte helt har kunnat uteslutas” (has not been able
to completely exclude), ”i första hand” (primarily).
In many of these cases, the strongest indicator is
actually a unigram (”kan” (could)), within a verb
phrase. Moreover, negations inside a speculative
word annotation, such as ”inga tecken” (no signs)
are annotated differently among the individual an-
notators.

Figure 5: Average length, speculative words.

4.3 Examples
We have observed low average pairwise IAA for
sentence level annotations in the uncertain class,
with more or less large differences between the an-

notator pairs. Moreover, at the token level and for
the class speculative words, we also see low av-
erage agreement, and indications that speculative
words often are n-grams. We focus on the clinical
practices neurology, because of its average large
proportion of uncertain sentences, geriatrics for
its high IAA results for UCS/ULC and low aver-
age proportion of uncertain sentences, and finally
surgery, for its large discrepancy in proportions
and low average IAA results.

In Example 1 we see a sentence where two an-
notators (ULC, SLS) have marked the sentence
as uncertain, also marking a unigram (”ospecifik”
(unspecific) as a speculative word. This example
is interesting since the utterance is ambiguous, it
can be judged as certain as in the dizziness is con-
firmed to be of an unspecific type or uncertain as
in the type of dizziness is unclear, a type of ut-
terance which should be clearly addressed in the
guidelines.

<C> Yrsel av ospecifik typ. </C>

<U> Yrsel av <S> ospecifik </S> typ.
</U>

<U> Yrsel av <S> ospecifik </S> typ.
</U>

Dizziness of unspecific type

Example 1: Annotation example, neurology. Am-
biguous sentence, unspecific as a possible specu-
lation cue. C = Certain, U = Uncertain, S = Spec-
ulative words.

An example of different interpretations of the
minimum span a speculative word covers is given
in Example 2. Here, we see that ”inga egentliga
märkbara” (no real apparent) has been annotated
in three different ways. It is also interesting to
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note the role of the negation as part of ampli-
fying speculation. Several such instances were
marked by the annotators (for further examples,
see Dalianis and Velupillai (2010)), which con-
forms well with the findings reported in Kilicoglu
and Bergler (2008), where it is showed that ex-
plicit certainty markers together with negation are
indicators of speculative language. In the Bio-
Scope corpus (Vincze et al., 2008), such instances
are marked as speculation cues. This example, as
well as Example 1, is also interesting as they both
clearly are part of a longer passage of reasoning of
a patient, with no particular diagnosis mentioned
in the current sentence. Instead of randomly ex-
tracting sentences from the free text entry Assess-
ment, one possibility would be to let the annotators
judge all sentences in an entry (or a full EHR). Do-
ing this, differences in where speculative language
often occur in an EHR (entry) might become ev-
ident, as for scientific writings, where it has been
showed that speculative sentences occur towards
the end of abstracts (Light et al., 2004).

<U> <S><N> Inga </N> egentliga </S>
<S> märkbara</S> minnessvårigheter under
samtal. </U>.

<U> <N> Inga </N> <S> egentliga </S>
märkbara minnessvårigheter under samtal. </U>.

<U> <S><N> Inga </N> egentliga märkbara
</S> minnessvårigheter under samtal. </U>.

No real apparent memory difficulties during
conversation

Example 2: Annotation example, neurology. Dif-
ferent annotation coverage over negation and spec-
ulation. C = Certain, U = Uncertain, S = Specula-
tive words, N = Negation

In geriatrics, we have observed a lower than
average amount of uncertain sentences, and high
IAA between UCS and ULC. In Example 3 we see
a sentence where UCS and ULC have matching
annotations, whereas SLS has judged this sentence
as certain. This example shows the difficulty of
interpreting expressions indicating possible spec-
ulation – is ”ganska” (relatively) used here as a
marker of certainty (as certain as one gets when
diagnosing this type of illness)?

The word ”sannolikt” (likely) is one of the most
common words annotated as a speculative word
in the total corpus. In Example 4, we see a sen-

<U> Både anamnestiskt och testmässigt <S>
ganska </S> stabil vad det gäller Alzheimer
sjukdom. </U>.

<U> Både anamnestiskt och testmässigt <S>
ganska </S> stabil vad det gl̈ler Alzheimer
sjukdom. </U>.

<C> Både anamnestiskt och testmässigt ganska
stabil vad det gäller Alzheimer sjukdom. </C>.

Both anamnesis and tests relatively stabile
when it comes to Alzheimer’s disease.

Example 3: Annotation example, geriatrics. Dif-
ferent judgements for the word ”ganska” (rela-
tively). C = Certain, U = Uncertain, S = Specu-
lative words.

tence where the annotators UCS and SLS have
judged it to be uncertain, while UCS and ULC
have marked the word ”sannolikt” (likely) as a
speculative word. This is an interesting exam-
ple, through informal discussions with clinicians
we were informed that this word might as well be
used as a marker of high certainty. Such instances
show the need for using domain experts in future
annotations of similar corpora.

<C>En 66-årig kvinna med <S>sannolikt</S>
2 synkrona tumörer vänster colon/sigmoideum och
där till levermetastaser.</C>.

<U>En 66-årig kvinna med <S>sannolikt</S>
2 synkrona tumörer vänster colon/sigmoideum och
där till levermetastaser.</U>.

<C>En 66-årig kvinna med sannolikt 2 synkrona
tumörer vänster colon/sigmoideum och där till
levermetastaser.</C>.

A 66 year old woman likely with 2 synchronous
tumours left colon/sigmoideum in addition to liver
metastasis.

Example 4: Annotation example, surgery. Differ-
ent judgements for the word ”sannolikt” (likely). C
= Certain, U = Uncertain, S = Speculative words.

5 Discussion

We have presented an analysis of an initial anno-
tation trial for the identification of uncertain sen-
tences as well as for token level cues (specula-
tive words) across different clinical practices. Our
main findings are that IAA results for both sen-
tence level annotations of uncertainty and token
level annotations for speculative words are, on av-
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erage, fairly low, with higher average agreement
in geriatrics and rheumatology (see Figures 1 and
2). Moreover, by analyzing the individual distri-
butions for the classes uncertain and speculative
words, we find that neurology has the highest aver-
age amount of uncertain sentences, and cardiology
the lowest. On average, the amount of uncertain
sentences ranges between 9 and 12 percent, which
is in line with previous work on sentence level an-
notations of uncertainty (see Section 2).

We have also showed that the most common
speculative words are unigrams, but that a substan-
tial amount are n-grams. The n-grams are, how-
ever, often part of verb phrases, where the head is
often the speculation cue. However, it is evident
that speculative words are not always simple lex-
ical units, i.e. syntactic information is potentially
very useful. Question marks are the most common
entities annotated as speculative words. Although
these are not interesting indicators in themselves,
it is interesting to note that they are very common
in clinical documentation.

From the relatively low IAA results we draw the
conclusion that this task is difficult and requires
more clearly defined guidelines. Moreover, using
naive coders on clinical documentation is possibly
not very useful if the resulting annotations are to
be used in, e.g. a Text Mining application for med-
ical researchers. Clinical documentation is highly
domain-specific and contains a large amount of
internal jargon, which requires judgements from
clinicians. However, we find it interesting to note
that we have identified differences between dif-
ferent clinical practices. A consensus corpus has
been created from the resulting annotations, which
has been used in an experiment for automatic clas-
sification, see Dalianis and Skeppstedt (2010) for
initial results and evaluation.

During discussions among the annotators, some
specific problems were noted. For instance, the
extracted sentences were not always about the pa-
tient or the current status or diagnosis, and in many
cases an expression could describe (un)certainty of
someone other than the author (e.g. another physi-
cian or a family member), introducing aspects of
perspective. The sentences annotated as certain,
are difficult to interpret, as they are simply not un-
certain. We believe that it is important to intro-
duce further dimensions, e.g. explicit certainty,
and focus (what is (un)certain?), as well as time
(e.g. current or past).

6 Conclusions

To our knowledge, there is no previous research on
annotating Swedish clinical text for sentence and
token level uncertainty together with an analysis
of the differences between different clinical prac-
tices. Although the initial IAA results are in gen-
eral relatively low for all clinical practice groups,
we have identified indications that neurology is a
practice which has an above average amount of
uncertain elements, and that geriatrics has a be-
low average amount, as well as higher IAA. Both
these disciplines would be interesting to continue
the work on identifying speculative language.

It is evident that clinical language contains a rel-
atively high amount of uncertain elements, but it
is also clear that naive coders are not optimal to
use for interpreting the contents of EHRs. More-
over, more care needs to be taken in the extrac-
tion of sentences to be annotated, in order to en-
sure that the sentences actually describe reason-
ing about the patient status and diagnosis. For in-
stance, instead of randomly extracting sentences
from within a free text entry, it might be better to
let the annotators judge all sentences within an en-
try. This would also enable an analysis of whether
speculative language is more or less frequent in
specific parts of EHRs.

From our findings, we plan to further develop
the guidelines and particularly focus on specify-
ing the minimal entities that should be annotated
as speculative words (e.g. ”kan” (could)). We
also plan to introduce further levels of dimension-
ality in the annotation task, e.g. cues that indi-
cate a high level of certainty, and to use domain
experts as annotators. Although there are prob-
lematic issues regarding the use of naive coders
for this task, we believe that our analysis has re-
vealed some properties of speculative language in
clinical text which enables us to develop a useful
resource for further research in the area of specula-
tive language. Judging an instance as being certain
or uncertain is, perhaps, a task which can never
exclude subjective interpretations. One interesting
way of exploiting this fact would be to exploit in-
dividual annotations similar to the work presented
in Reidsma and op den Akker (2008). Once we
have finalized the annotated set, and ensured that
no identifiable information is included, we plan to
make this resource available for further research.
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Abstract 

We explore the role negation and speculation 
identification plays in the multi-label docu-
ment-level classification of medical reports for 
diseases. We identify the polarity of assertions 
made on noun phrases which reference dis-
eases in the medical reports. We experiment 
with two machine learning classifiers: one 
based upon Lucene and the other based upon 
BoosTexter. We find the performance of these 
systems on document-level classification of 
medical reports for diseases fails to show im-
provement when their input is enhanced by the 
polarity of assertions made on noun phrases. 
We conclude that due to the nature of our ma-
chine learning classifiers, information on the 
polarity of phrase-level assertions does not 
improve performance on our data in a multi-
label document-level classification task. 

1 Introduction 

In the medical domain, a substantial amount of 
patient data is stored as free text in patient medi-
cal report narratives (Spat et al. 2008) and needs 
to be processed in order to be converted to more 
widely-useful structured information. These nar-
ratives contain a variety of useful information 
that can support syndromic surveillance (Shapiro 
2004), decision support (Fiszman et al. 2000), 
and problem list generation (Sibanda et al. 2006). 

Physicians often assert negative or speculative 
diagnoses in medical reports (Rao et al. 2003) to 
keep track of all potential diagnoses that have 
been considered and to provide information that 
contrasts with the positive diagnoses (Kim and 
Park 2006). The noun phrases (NP) associated 
with negative and speculative assertions in medi-
cal reports may be confused with positively as-
serted NPs, thereby adversely affecting auto-
mated classification system performance.  In the 
medical domain, verbs often play a reduced role 
or are implied in assertions.  We therefore focus 
our investigation of assertions on NPs. 

In this paper, we describe the polarity of an 
assertion as being positive, speculative, or nega-

tive. Assertion classification is a generally ac-
cepted means for resolving problems caused by 
negation and speculation. Averbuch et al. (2004) 
use context to identify negative/positive in-
stances of various symptoms. Mutalik et al. 
(2001) show that the Unified Medical Language 
System (UMLS) Metathesaurus can be used to 
reliably detect negated concepts in medical nar-
ratives. Harkema et al. (2009) develop ConText 
to determine not only positive and negative as-
sertions, but also assertions referencing someone 
other than the patient. 

The literature is filled with reports of systems 
which employ assertion classification (e.g., 
Google Scholar lists 134 documents citing 
Chapman et al.’s (2001) NegEx). However, few 
reports describe how much assertion classifica-
tion contributes to the final system performance. 
Two exceptions are Goldstein et al. (2007) and 
Ambert and Cohen (2009). 

Goldstein et al. develop a hand-crafted rule 
based system to classify radiological reports 
from the 2007 Computational Medicine Center 
(CMC) Challenge (Pestian et al. 2007). They 
show that negation and speculation play key 
roles in classifying their reports. Ambert and Co-
hen apply a machine learning (ML) approach to 
classifying discharge summaries from the 2008 
i2b2 Obesity Challenge (Uzuner 2008). They 
report that due to “false negations,” simply add-
ing negation detection to their base system does 
not consistently improve performance. Prompted 
by these contradicting results in the literature, we 
explore the role assertion classification plays in 
the multi-label classification of medical reports 
from both the CMC and i2b2 challenges.  

We attempt to improve document-level classi-
fication performance of two multi-label ML clas-
sifiers by identifying the polarity of assertions on 
NPs. We experiment with medical reports from 
two different corpora. We detect NPs which ref-
erence diseases. We then identify the polarity of 
the assertion made for each NP. We show that 
enriching reports with the polarity of the asser-
tions does not improve performance for multi-
label document-level classification of medical 
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reports into diseases in our corpora. Our findings 
imply that, despite common practice, the contri-
bution of assertion classification may be limited 
when employing ML approaches to predicting 
document-level labels of medical reports. 

2 Data 

The data were provided by the CMC challenge 
(Pestian et al. 2007) and the i2b2 Obesity Chal-
lenge (Uzuner 2008). Both data sets had been de-
identified (anonymized) and, where appropriate, 
re-identified with surrogates. Our task is to de-
termine the presence of diseases in the patient 
based upon medical report narratives. The insti-
tutional review boards of the SUNY Albany and 
Partners HealthCare approved this study. 

2.1 CMC Data Set 

The CMC data set consists of a training set of 
978 radiology reports and a test set of 976 radi-
ology reports. Each report is labeled with 
ICD-9-CM (National Center for Health Statistics 
2010) standard diagnostic classification codes.  

The reports have been hand labeled with 45 
ICD-9-CM. Each code represents a distinct dis-
ease present in the patient. The codes reflect only 
the definite diagnoses mentioned in that report. 
At least one code is assigned to each report. Mul-
tiple codes per report are allowed. For each re-
port in the test set, we predict which diseases are 
present in the patient and label the report with 
the ICD-9-CM code for that disease. Any code 
not assigned to a report implies that the corre-
sponding disease is not present in the patient. 

2.2 i2b2 Data Set 

The i2b2 data set consists of a training set of 720 
discharge summaries and a test set of 501 dis-
charge summaries. These medical reports range 
in size from 133 words to more than 3000 words. 
The reports have been labeled for information on 
obesity and 15 of its most frequent co-
morbidities. For each report, each disease is la-
beled as being present, absent, or questionable in 
the patient, or unmentioned in the narrative. Mul-
tiple codes per report are allowed. 

Since we are interested in those diseases pre-
sent in the patient, we retain the present class and 
collapse the absent, questionable, and 
unmentioned categories into a not present class. 
For each report in the test set we predict whether 
each of the 16 diseases is present or not present 
in the patient. We label each report with our pre-
diction for each of the 16 diseases. 

3 Methods 

We preprocess the medical report narratives 
with a Noun Phrase Detection Pre-processor 
(NPDP) to detect noun phrases referencing dis-
eases. We implement our own version of Con-
Text (Harkema et al. 2009), enhance it to also 
detect speculation, and employ it to identify the 
polarity of assertions made on the detected NPs. 
We expand the text of the medical reports with 
asserted NPs. We conflate lexical variations of 
words. We train two different types of classifiers 
on each of the training sets. We apply labels to 
both the expanded and non-expanded reports us-
ing two ML classifiers. We evaluate and report 
results only on the test sets. 

3.1 Noun Phrase and Assertion Detection  

We detect noun phrases via an NPDP. We build 
our NPDP based on MetaMap (Aronson 2001). 
The NPDP identifies NPs which reference dis-
eases in medical reports. We select 17 UMLS 
semantic types whose concepts can assist in the 
classification of diseases. First, NPDP maps NPs 
in the text to UMLS semantic types. If the 
mapped semantic type is one of the target seman-
tic types, NPDP then tags the NP. 

NPDP uses the pre-UMLS negation phrases of 
Extended NegEx (Sibanda et al. 2006) to identify 
adjectives indicating the absence or uncertainty 
of each tagged NPs. It differentiates these adjec-
tives from all other adjectives modifying tagged 
NPs. For example, possible in possible reflux is 
excluded from the tagged NP, whereas severe in 
severe reflux is retained. We then identify the 
polarity of the assertion made on each NP. In 
order to distinguish the polarity of the assertions 
from one another, we do not modify the positive 
assertions, but transform the negative and specu-
lative assertions in the following manner: Sen-
tences containing negative assertions are re-
peated and modified with the NP pre-pended 
with “abs” (e.g., “Patient denies fever.” is re-
peated as “Patient denies absfever.”). Similarly, 
sentences containing speculative assertions are 
repeated and modified with the NP pre-pended 
with “poss”. We refer to these transformed terms 
as asserted noun phrases. We assert NPs for the 
unmodified text of both the data sets. Table 1 
provides a breakdown of the assertions for each 
of the detected NPs for each of the data sets. 

We examine the performance of our enhanced 
implementation of ConText by comparing its 
results against CMC test set NPs manually anno-
tated by a nurse librarian and author IG. Table 2 
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shows the performance for each of the three po-
larities. We find these results to be comparable to 
those reported in the literature: Mutalik et al.’s 
(2001) NegFinder finds negated concepts with a 
recall of .957; Chapman et al.’s (2001) NegEx 
report a precision of .8449 and a recall of .8241. 

CMC i2b2 Assertion Training Test Training Test
Positive 2,168 2,117 47,860 34,112
Speculative 312 235 3,264 2,166
Negative 351 353 8,202 5,654

Table 1 - Distribution of Asserted Noun Phrases for 
both the CMC and i2b2 data sets. 

Assertion Precision Recall F1-Measure
Positive 0.991 0.967 0.979 
Speculative 0.982 0.946 0.964 
Negative 0.770 0.983 0.864 

Table 2 - Assertion Performance on the CMC test set. 

3.2 Lucene Classifier  

We follow the k-Nearest Neighbor (Cover and 
Hart 1967) process previously described in Gold-
stein et al. (2007) to build our Lucene-based 
classifier. Classification is based on the nearest 
training samples, as determined by the feature 
vectors. This approach assumes that similar 
training samples will cluster together in the fea-
ture vector space. The nearest training samples 
are considered to be those that are most similar 
to the data sample. 

We build our Lucene-based classifier using 
Apache Lucene (Gospodnetić and Hatcher 2005). 
We use the Lucene library to determine the simi-
larity of medical report narratives. We determine 
which training reports are similar to the target 
report based upon their text. For each target re-
port we retrieve the three most similar training 
reports and assign to the target report any codes 
that are used by the majority of these reports. In 
cases where the retrieved reports do not provide 
a majority code, the fourth nearest training report 
is used. If a majority code is still not found, a 
NULL code is assigned to the target report. 

We first run the Lucene Classifier on lower 
case, stemmed text of the medical reports. We 
refer to this as the Base Lucene Classifier run. 
We next run the Lucene Classifier on the text 
expanded with asserted noun phrases. We refer 
to this as the Asserted Lucene Classifier run. 

3.3 BoosTexter Classifier 

BoosTexter (Schapire and Singer 2000) builds 
classifiers from textual data by performing mul-
tiple iterations of dividing the text into subsam-
ples upon which weak decision-stub learners are 

trained. Among these weak learners, BoosTexter 
retains those that perform even marginally better 
than chance. After a set number of iterations, the 
retained weak learners are combined into the fi-
nal classifier. BoosTexter classifies text using 
individual words (unigrams), strings of consecu-
tive words (n-grams), or strings of non-
consecutive words, without considering seman-
tics. 

We cross-validate BoosTexter (tenfold) on the 
CMC training set. We establish the optimal pa-
rameters on the CMC training set to be 1100 it-
erations, with n-grams of up to four words. We 
find the optimal parameters of the i2b2 training 
set to be similar to those of the CMC training set. 
For consistency, we apply the parameters of 
1100 iterations and n-grams of up to four words 
to both data sets. In addition, we apply unigrams 
to BoosTexter in order to provide BoosTexter 
classifier results that are comparable to those of 
the Lucene classifiers. 

We create two classifiers with BoosTexter us-
ing the lower case, stemmed text of the medical 
reports: one with unigrams and one with 
n-grams. We refer to these as Base BoosTexter 
Classifier runs. For each of unigrams and 
n-grams, we create runs on the text expanded 
with the asserted noun phrases. We refer to these 
as Asserted BoosTexter Classifier runs. 

4 Evaluation 

We evaluate our classifiers on both the plain text 
of the reports and on text expanded with asserted 
NPs. We present results in terms of micro-
averaged precision, recall, and F1-measure 
(Özgür et al. 2005). We check the significance of 
classifier performance differences at α=0.10. We 
apply a two-tailed Z test, with Z = ±1.645. 

5 Results and Discussion 

Table 3 and Table 4 show our systems’ perform-
ances. We predict ICD-9-CM codes for each of 
the 976 CMC test reports. We predict whether or 
not each of 16 diseases is present in the patient 
for each of the 501 i2b2 test set reports. 

Negative Reports Positive Reports 

Run 
Preci-
sion

Re-
call 

F1-
Meas-

ure 
Preci-
sion 

Re-
call 

F1-
Meas
ure 

CMC Base 0.991 0.993 0.992 0.717 0.664 0.690
CMC Asserted 0.991 0.992 0.992 0.712 0.668 0.690
i2b2 Base 0.905 0.886 0.896 0.612 0.660 0.635
i2b2 Asserted 0.904 0.890 0.897 0.618 0.651 0.634
Table 3 - Lucene Classifier’s Performance. 
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The Asserted Lucene and BoosTexter Classi-
fier runs show no significant difference in per-
formance from their Base runs on either corpus. 
These results indicate that asserted noun phrases 
do not contribute to the document-level classifi-
cation of our medical reports 

5.1 Contribution of Asserted Noun Phrases 

Through analysis of the Base and Asserted runs, 
we find enough similarities in the text of the 
training and test reports for a given class to allow 
our ML classifiers to correctly predict the labels 
without needing to identify the polarity of the 
assertions made on individual NPs. For example, 
for the CMC target report 97729923: 

5-year-9-month - old female 
with two month history of 
cough. Evaluate for pneumonia. 
No pneumonia. 

the Base Lucene Classifier retrieves report 
97653364: 

Two - year-old female with 
cough off and on for a month 
(report states RSV nasal 
wash). 
No radiographic features of 
pneumonia. 

which allows the system to classify the target 
report with the ICD-9-CM code for cough. While 
identifying the polarity of the assertions for 
pneumonia strengthens the evidence for cough 
and not pneumonia, it cannot further improve the 
already correct document-level classification. 
These unenhanced assertions do not stand in the 
way of correct classification by our systems.  

5.2  Approach, Data, and Task 

Hand-crafted rule-based approaches usually 
encode the most salient information that the ex-
perts would find useful in classification and 
would therefore benefit from explicit assertion 
classification subsystems, e.g., Goldstein et al., 
(2007). On the other hand, ML approaches have 
the ability to identify previously undetected pat-
terns in data (Mitchell et al. 1990). This enables 
ML approaches to find patterns that may not be 
obvious to experts, while still performing correct 
classification. Therefore, the contribution of as-
serted NPs appears to be limited when applied to 
ML approaches to document-level classification 
of medical reports. This is not to say that an ML 
approach to document-level classification will 
never benefit from identifying the polarity of 
NPs; only that on our data we find no improve-
ment. 

Negative Reports Positive Reports 

Run 
Preci-
sion 

Re-
call 

F1-
Meas
ure 

Preci-
sion 

Re-
call 

F1-
Meas
ure 

Base 0.993 0.995 0.994 0.812 0.747 0.778CMC 
uni-
gram Asserted 0.993 0.996 0.995 0.837 0.767 0.800

Base 0.995 0.996 0.996 0.865 0.812 0.838CMC
n-
gram Asserted 0.995 0.996 0.996 0.866 0.812 0.839

Base 0.970 0.973 0.917 0.902 0.889 0.895i2b2 
uni-
gram Asserted 0.970 0.975 0.973 0.908 0.891 0.899

Base 0.971 0.976 0.974 0.911 0.895 0.903i2b2 
n-
gram Asserted 0.974 0.977 0.975 0.914 0.903 0.908

Table 4 - BoosTexter Classifier’s Performance. 

The CMC and i2b2 data sets can each be de-
scribed as being homogenous; they come from a 
relatively small communities and limited geo-
graphic areas. In these data, variation in vocabu-
lary that might arise from the use of regional ex-
pressions would be limited. This would be espe-
cially true for the CMC data since it comes from 
a single medical department at a single hospital. 
It would not be surprising for colleagues in a 
given department who work together for a period 
of time to adopt similar writing styles and to em-
ploy consistent terminologies (Suchan 1995). 

Our task is one of multi-label document-level 
classification. Working at the document level, 
each negative and speculative assertion would 
play only a small role in predicting class labels. 

The homogeneity of the text in our data sets, 
and the task of document-level classification may 
have been factors in our results. Future research 
should examine how the characteristics of the 
data and the nature of the task affect the role of 
assertion classification. 

6 Conclusion 

Identifying the polarity of phrase-level assertions 
in document-level classification of medical re-
ports may not always be necessary. The specific 
task and approach applied, along with the charac-
teristics of the corpus under study, should be 
considered when deciding the appropriateness of 
assertion classification. The results of this study 
show that on our data and task, identifying the 
polarity of the assertions made on noun phrases 
does not improve machine learning approaches 
to multi-label document-level classification of 
medical reports. 
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1 Introduction

In information extraction, it is of key impor-
tance to distinguish between facts and uncertain
or negated information. In other words, IE appli-
cations have to treat sentences / clauses containing
uncertain or negated information differently from
factual information that is why the development of
hedge and negation detection systems has received
much interest – e.g. the objective of the CoNLL-
2010 Shared Task was also to develop hedge de-
tection systems (Farkas et al., 2010). For the train-
ing and evaluation of such systems, corpora anno-
tated for negation and speculation are necessary.

There are several linguistic phenomena that can
be grouped under the term uncertainty. Besides
hedge and speculation, doubtful events are also
considered as a subtype of uncertainty (Kim et al.,
2008) and Ganter and Strube (2009) argue that the
notion of weasel words are similar to hedges. A
word is considered to be a weasel word if it creates
an impression that something important has been
said, but what is really communicated is vague,
misleading, evasive or ambiguous, thus, it is also
related to uncertainty. All these phenomena might
be of interest for IE applications, which yields that
the creation of corpora with uncertainty annotation
is indispensable.

2 Related work

There exist some corpora that contain annota-
tion for speculation and/or negation. The GE-
NIA Event corpus (Kim et al., 2008) annotates
biological events with negation and two types of
uncertainty. In the BioInfer corpus (Pyysalo et
al., 2007) biological relations are annotated for
negation. The system developed by Medlock and
Briscoe (2007) made use of a corpus consisting
of six papers from genomics literature in which
sentences were annotated for speculation. Set-
tles et al. (2008) constructed a corpus where sen-

tences are classified as either speculative or defi-
nite, however, no keywords are marked in the cor-
pus and Shatkay et al. (2008) describe a database
where sentences are annotated for certainty among
other features. As a corpus specifically annotated
for weasel words, WikiWeasel should be men-
tioned, which was constructed for the CoNLL-
2010 Shared Task (Farkas et al., 2010) and con-
tains Wikipedia paragraphs annotated for weasel
words.

3 The BioScope corpus

The BioScope corpus (Vincze et al., 2008) is – to
our best knowledge – the largest corpus available
that is annotated for both negation and hedge key-
words and the only one that contains annotation
for linguistic scopes. It includes three types of
texts from the biomedical domain – namely, radio-
logical reports, biological full papers and abstracts
from the GENIA corpus. (15 new full biomedi-
cal papers were annotated for hedge cues and their
scopes, which served as the evaluation database
of the CoNLL-2010 Shared Task (Farkas et al.,
2010), and this dataset will be added to BioScope
in the near future.) The annotation was carried out
by two students of linguistics supervised by a lin-
guist. Problematic cases were continuously dis-
cussed among the annotators and dissimilar anno-
tations were later resolved by the linguist.

3.1 Annotation principles
In BioScope, speculation is understood as the pos-
sible existence of a thing is claimed – neither its
existence nor its non-existence is known for sure.
Only one level of uncertainty is marked (as op-
posed to the GENIA corpus (Kim et al., 2008) or
Shatkay et al. (2008)) and no weasels are anno-
tated. Negation is seen as the implication of non-
existence of something.

The annotation was based on four basic princi-
ples:
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• Each keyword has a scope.

• The scope must include its keyword.

• Min-max strategy:

– The minimal unit expressing
hedge/negation is marked as keyword.

– The scope is extended to the maximal
syntactic unit.

• No intersecting scopes are allowed.

These principles were determined at the very
beginning of the annotation process and they were
strictly followed throughout the corpus building.

3.2 Problematic cases
However, in some cases, some language phenom-
ena seemed to contradict the above principles.
These issues required a thorough consideration of
the possible solutions in accordance with the basic
principles in order to keep the annotation of the
corpus as consistent as possible. The most notable
examples include the following:

• Negative keywords without scope:

[Negative] chest radiograph.

In this case, the scope contains only the key-
word.

• Elliptic sentences

Moreover, ANG II stimulated NF-
kappaB activation in human mono-
cytes, but [not] in lymphocytes
from the same preparation.

With the present encoding scheme of scopes,
there is no way to signal that the negation
should be extended to the verb and the object
as well.

• Nested scopes

One scope includes another one:

These observations (suggest that
TNF and PMA do (not lead to NF-
kappa B activation through induc-
tion of changes in the cell redox
status)).

The semantic interpretation of such nested
scopes should be understood as ”it is possi-
ble that there is no such an event that. . . ”.

• Elements in between keyword and target
word

Although however is not affected by the
hedge cue in the following example, it is in-
cluded in the scope since consecutive text
spans are annotated as scopes:

(Atelectasis in the right mid zone
is, however, <possible>).

• Complex keywords

Sometimes a hedge / negation is expressed
via a phrase rather than a single word: these
are marked as complex keywords.

• Inclusion of modifiers and adjuncts

It is often hard to decide whether a modifier
or adjunct belongs to the scope or not. In or-
der not to lose potentially important informa-
tion, the widest scope possible is marked in
each case.

• Intersecting scopes

When two keywords occur within one sen-
tence, their scopes might intersect, yielding
one apparently empty scope (i.e. scope with-
out keyword) and a scope with two keywords:

(Repression did ([not] <seem> to
involve another factor whose activ-
ity is affected by the NSAIDs)).

In such cases, one of the scopes (usually the
negative one) was extended:

((Repression did [not] <seem> to
involve another factor whose activ-
ity is affected by the NSAIDs)).

On the other hand, there were some cases where
the difficulty of annotation could be traced back to
lexical issues. Some of the keyword candidates
have several senses (e.g. if ) or can be used in dif-
ferent grammatical structures (e.g. indicate vs. in-
dicate that) and not all of them are to be marked
as a keyword in the corpus. Thus, senses / usages
to be annotated and those not to be annotated had
to be determined precisely.

Finally, sometimes an apparently negative key-
word formed part of a complex hedge keyword
(e.g. cannot be excluded), which refers to the
fact that speculation can be expressed also by a
negated word, thus, the presence of a negative
word does not automatically entail that the sen-
tence is negated.
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4 Outlook: Comparison with other
corpora

Besides BioScope, the GENIA Event corpus (Kim
et al., 2008) also contains annotation for negation
and speculation. In order to see what the main dif-
ferences are between the corpora, the annotation
principles were contrasted:

• in GENIA Event, no modifier keywords are
marked, however, in BioScope, they are;

• the scope of speculation and negation is ex-
plicitly marked in BioScope and it can be
extended to various constituents within the
clause / sentence though in GENIA Event, it
is the event itself that is within the scope;

• two subtypes of uncertainty are distinguished
in GENIA Event: doubtful and probable,
however, in BioScope there is one umbrella
term for them (speculation).

An essential difference in annotation principles
between the two corpora is that GENIA Event fol-
lows the principles of event-centered annotation
while BioScope annotation does not put special
emphasis on events. Event-centered annotation
means that annotators are required to identify as
many events as possible within the sentence then
label each separately for negation / speculation.

The multiplicity of events in GENIA and the
maximum scope principle exploited in BioScope
(see 3.1) taken together often yields that a GENIA
event falls within the scope of a BioScope key-
word, however, it should not be seen as a specu-
lated or negated event on its own. Here we provide
an illustrative example:

In summary, our data suggest that
changes in the composition of tran-
scription factor AP-1 is a key molecu-
lar mechanism for increasing IL-2 tran-
scription and may underlie the phe-
nomenon of costimulation by EC.

According to the BioScope analysis of the sen-
tence, the scope of suggest extends to the end of
the sentence. It entails that in GENIA it is only
the events is a key molecular mechanism and un-
derlie the phenomenon that are marked as proba-
ble, nevertheless, the events changes, increasing,
transcription and costimulation are also included
in the BioScope speculative scope. Thus, within

this sentence, there are six GENIA events out of
which two are labeled as probable, however, in
BioScope, all six are within a speculative scope.

In some cases, there is a difference in between
what is seen as speculative / negated in the cor-
pora. For instance, negated ”investigation” verbs
in Present Perfect are seen as doubtful events in
GENIA and as negative events in BioScope:

However, a role for NF-kappaB in hu-
man CD34(+) bone marrow cells has not
been described.

According to GENIA annotation principles, the
role has not been described, therefore it is doubt-
ful what the role exactly is. However, in BioScope,
the interpretation of the sentence is that there has
not been such an event that the role for NF-kappaB
in human CD34(+) bone marrow cells has been de-
scribed. Thus, it is marked as negative.

Another difference between the annotation
schemes of BioScope and GENIA is that instances
of weaseling are annotated as probable events in
GENIA, however, in BioScope they are not. An
example for a weasel sentence is shown below:

Receptors for leukocyte chemoattrac-
tants, including chemokines, are tradi-
tionally considered to be responsible for
the activation of special leukocyte func-
tions such as chemotaxis, degranulation,
and the release of superoxide anions.

5 Conclusions

Some interesting conclusions can be drawn from
the difficulties encountered during annotation pro-
cess of the BioScope corpus. As for method-
ology, it is unquestionable that precisely defined
rules (on scope marking, keyword marking and on
the interpretation of speculation / negation) are es-
sential for consistent annotation, thus, pre-defined
guidelines can help annotation work a lot. How-
ever, difficulties or ambiguities not seen previ-
ously may emerge (and they really do) only dur-
ing the process of annotation. In this way, a con-
tinuous reformulation and extension of annotation
rules is required based on the corpus data. On the
other hand, problematic issues sometimes might
be solved in several different ways. When decid-
ing on their final treatment, an ideal balance be-
tween gain and loss should be reached, in other
words, the min-max strategy as a basic annotation
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principle can also be applied here (minimize the
loss and maximize the gain that the solution can
provide).

Acknowledgments

This work was supported in part by the National
Office for Research and Technology (NKTH,
http://www.nkth.gov.hu/) of the Hun-
garian government within the framework of the
project MASZEKER.

References
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György Móra, and János Csirik. 2008. The Bio-
Scope Corpus: Biomedical Texts Annotated for Un-
certainty, Negation and their Scopes. BMC Bioin-
formatics, 9(Suppl 11):S9.

31



Proceedings of the Workshop on Negation and Speculation in Natural Language Processing, pages 32–40,
Uppsala, July 2010.

Automatic annotation of speculation in biomedical texts: new perspec-

tives and large-scale evaluation 

 

Julien Desclés 

julien.descles@gmail.com 

Olfa Makkaoui 

olfa_makkaoui@yahoo.fr 

Taouise Hacène 

taouise@gmail.com 

LaLIC Université Paris-Sorbonne Maison de la Recherche 28 rue Serpente, 75006 Paris 
  

 

Abstract 

 

One emergent field in text mining tools ap-

plied to biological texts is the automatic de-

tection of speculative sentences. In this pa-

per, we test on a large scale BioExcom, a 

rule-based system which annotates and ca-

tegorizes automatically speculative sen-

tences (“prior” and “new”). This work 

enables us to highlight a more restrictive 

way to consider speculations, viewed as a 

source of knowledge, and to discuss the cri-

teria used to determine if a sentence is spe-

culative or not. By doing so, we demonstrate 

the efficiency of BioExcom to extract these 

types of speculations and we argue the im-

portance of this tool for biologists, who are 

also interested in finding hypotheses. 

1 Introduction 

In one of the first studies about biological 

speculations in Natural Language Processing, 

Light et al. (2004) have reported that biologists 

can have a dual posture concerning this sub-

ject: 

 
“In the context of information retrieval, an ex-

ample information need might be “I am looking 

for speculations about the X gene in liver tis-

sue.” One of the authors spoke at a research 

department of a drug company and the biolo-

gists present expressed this sort of information 

need. On the other hand, one of the authors has 

also encountered the opposite need: “I am look-

ing for definite statements about transcription 

factors that interact with NF Kappa B.” Both 

these information needs would be easier to ful-

fill if automated annotation of speculative pas-

sages was possible.” (Light et al., 2004) 
 

 In this quotation, the term “speculation” has 

not exactly the same meaning in these two 

statements (depending if it comes from compu-

tational linguists or from biologists). Indeed, 

because biologists are almost interested in 

knowing only factual statements, the informa-

tion extraction tools have to remove all uncer-

tain statements, identified as hedging or specu-

lation, or at least to present them separately 

from definite results. Consequently, the vast 

majority of Natural Language Processing tools 

dealing with the identification of speculation 

have followed this very large meaning of the 

word “speculation”, in order to avoid extract-

ing uncertain information as factual informa-

tion (Kilicoglu and Bergler, 2008; Medlock, 

2008; Szarvas, 2008; Morante and Daelemans, 

2009; Özgur and Radev, 2009). To help im-

prove the information extraction tools, a cor-

pus, called BioScope, has been annotated for 

speculation, negation and its linguistic scopes 

in biomedical texts (Szarvas et al., 2008). 

 However, when a biologist says he is inter-

ested in knowing all speculations about a bio-

logical entity (gene or protein for example) or 

a biological process, this claim concerns 

another meaning of the word “speculation”. 

The latter is in this case more restrictive than 

previously, and close to the notion of hypothe-

sis and uncertain proposal. This interest of bi-

ologists can be explained by different reasons. 

Firstly, since speculations give meaning to re-

sults, they sometimes carry more useful infor-

mation than factual sentences. In addition, spe-

culative sentences emphasize important data, 

which can be very useful in data-collection 

papers (genomic and post-genomic papers, see 

(Brent and Lok, 2005)). Finally, speculations 

can also give current trends or directions, by 

enabling the researchers to anticipate future 

experimental discoveries, or by suggesting 

other ways to envision biological problems and 

giving new ideas for future experiments (Bla-

gosklonny and Pardee, 2002). Hence, despite 

its importance for biologists, the need to find 

speculation according to this view has been 

neglected until now in Natural Language 
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Processing. To our knowledge, the only work 

focusing specifically on this issue is the devel-

opment of the rule-based system BioExcom 

(Desclés et al., 2009). Since BioExcom has 

obtained good results for detecting specula-

tions but in a relatively small scale evaluation, 

it seems useful to test this tool on a large, un-

known corpus like BioScope. Furthermore, it is 

important to compare in greater detail these 

two different approaches to characterize spe-

culative sentences and see more precisely in 

what they differ.  

 We performed an automatic annotation of 

the BioScope corpus by BioExcom and we 

measured raw performance. We observed that 

the vast majority of the divergences between 

BioExcom results and BioScope were due to 

the criteria used for detecting a speculative 

sentence. We manually treated the diverging 

sentences in order to correctly evaluate BioEx-

com according to its own criteria.  

The contributions of this paper are the fol-

lowing: 

 We present an original approach for consi-

dering speculative sentences in bio text min-

ing. It concerns the definition of a specula-

tion, the criteria used to find it and its im-

portance for biologists. 

 We demonstrate the efficiency of BioEx-

com to recognize these statements on a 

large-scale evaluation with good results. 

 According to this new approach we pro-

vide an annotated corpus freely available in 

order to be used by researchers.  

2 Related work 

Hyland (1995) has extensively studied hedg-

ing, from a linguistic perspective, (the term of 

hedging has been introduced by Lakoff (1972)) 

in biological papers. Hedging represents an 

absence of certainty and is employed to 

indicate either a lack of commitment to the 

truth value of an accompanying proposition; 

either a desire not to express that commitment 

categorically. Three main functions are 

outlined for hedging: weakening the strength 

of a statement, signalling uncertainty and 

expressing deference to the reader. 

 From a Natural Language Processing pers-

pective, the first work was carried out by Light 

et al. (2004). After a linguistic study of the use 

of speculative language in MEDLINE ab-

stracts, the authors tested the possibility of ma-

nually annotating the speculative sentences by 

experts and linguists whilst providing small 

annotation guidelines. They concluded that 

humans can reliably annotate speculative sen-

tences but that it is not possible to distinguish 

between “high” speculations and “low” specu-

lations. Furthermore they performed an expe-

riment with different automated methods based 

principally on the retrieval of keywords. Wil-

bur et al. (2006) defined five qualitative di-

mensions for scientific text annotations. Two 

of them concerned speculative statements (cer-

tainty and evidence) and they defined various 

guidelines for annotating text using them. 

 Medlock and Briscone (2007) provided 

much more detailed guidelines for hedge de-

tection. A linguist and a domain expert without 

any input into the guideline development 

process, labelled a publicly available dataset 

(FlyBase dataset, consisting of 6 papers on 

Drosophila melanogaster) in order to perform 

a probabilistic acquisition model and to test it. 

A separation of the acquisition and classifica-

tion phases in semi-supervised machine learn-

ing was used.  

 Svarzas (2008) managed to devise a hedge 

classification in biomedical texts based on a 

weakly supervised selection of keywords. To 

evaluate their system, they manually annotated 

four papers of BMC Bioinformatics with the 

same criteria as Medlock and Briscone (2007). 

They obtained an F-Measure of 85% on the 

FlyBase dataset and an F-Measure of 75% on 

the BMC Bioinformatics dataset, when the 

training was carried out with the FlyBase data-

set, demonstrating that the probability of their 

hedge classifiers is limited.  

 To recognize speculative sentences, Kili-

coglu and Bergler (2008) also used speculative 

keywords from prior linguistic work and ex-

panded them by WordNet, UMLS Specialist 

Lexicon, and by introducing syntactic patterns. 

In order to determine the speculative strength 

of sentences, they assigned speculative cues to 

weights in two methods. They worked on the 

two publicly available corpora, obtaining an F-

Measure of 85% on the FlyBase data set and 

an F-Measure of 82% on the BMC Bioinfor-

matics data. 

 The BioScope corpus is a manually anno-

tated corpus for speculation and negation key-

words (token level), and their linguistic scopes 

(sentence level) (Szarvas et al., 2008). This 

corpus is publicly available
1
 and the annotation 

                                                 
1
 http://www.inf.u-szeged.hu/rgai/bioscope  
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process has been performed by two indepen-

dent annotators and a chief linguist. In particu-

lar, the corpus consists of 9 full texts papers 

(five papers from the FlyBase dataset and four 

papers from the journal BMC Bioinformatics), 

and 1273 abstracts (from the Genia Corpus 

(Collier et al., 1999)). The annotation guide-

lines are provided and speculation is identified 

to uncertainty and hedging. However the crite-

ria used here are not detailed very accurately, 

unlike the detailed work of Medlock and Bris-

cone (2007).    

 In order to detect hedging but also their 

scope, two recent works were recently 

published. Morante and Daelemans (2009) 

present a machine learning system based on a 

previous system used to detect the scope of 

negation cues. Thus they show that the same 

scope finding system can be applied to both 

negation and hedging. They used the three 

subcropora of the BioScope corpus to test the 

efficiency of their system: the best F-Measures 

they obtained were 85% on the abstracts (10-

fold cross-validation experiments), 72% on the 

Full Text Papers and 60% on the Clinical 

reports for hedge detection (training phase on 

the full abstract subcorpus). Özgur and Radev 

(2009) built also a system that detects specula-

tions and their scopes in biomedical scientific 

texts. They performed a supervised classifica-

tion task, where they classified the potential 

keywords as real speculation keywords or not 

by using a diverse set of linguistic features that 

represent the contexts of the keywords. They 

obtained F-Measure of 92% for the scientific 

abstracts (10-fold cross-validation 

experiments). The F-Measure for Full Text 

Papers (leave-one-out-cross-validation) was 

83%. 

3 BioExcom 

EXCOM
2 
 (Djioua et al., 2006; Alrahabi, 2010) 

is a rule-based system using the computational 

principles of the Contextual Exploration 

processing (Desclés, 2006). EXCOM does not 

need any morpho-syntactic analysis and only 

requires one pre-treatment step of corpus seg-

mentation into segments (which are sentences 

or sometimes clauses according to the punctua-

tion) (Figure 1). EXCOM uses declarative 

rules built by linguists or domain experts and 

based on the search for linguistic markers in 

the text. The latter are hierarchically organized 

                                                 
2 http://www.excom.fr/  

into the rules: they are either indicators (strong 

markers) or clues (complementary markers). 

Only the presence of indicators in the text 

triggers the associated CE rules, and then the 

additional clues can be searched for in the 

context defined by the rules, which is in our 

case the same sentence as the indicator (Figure 

2). 

 
Figure 1: Overview of Excom processing (Alrahabi, 

2010) 

 EXCOM allows the use of already 

annotated segments as markers, and also to 

order the rules and to use “negative” clues that 

cancel certain rules. The clues can be arranged 

between each other and versus the indicator (at 

its left, right or inside it). They are used to con-

firm, invalidate or specify an annotation car-

ried by an indicator. If all the examined 

conditions of a rule are satisfied, EXCOM 

attributes the corresponding annotation to the 

designated segment. Generally the indicators 

are interconnected into graphs called “semantic 

maps” (Alrahabi and Desclés, 2008). EXCOM 

has been used for various tasks such as auto-

matic summarization, relationships between 

concepts, categorization of bibliographic cita-

tions and reported speech. 

BioExcom is the system that uses the anno-

tation performed by EXCOM thanks to 

specific linguistic resources built for detecting 

speculations in biomedical papers (Desclés et 

al., 2009). Furthermore, BioExcom performs 

an indexation of the annotated segments in or-

der to provide the possibility of searching for 
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specific terms. The rules used for the annota-

tion processing are based on a precise semantic 

analysis of the multiple ways to express specu-

lation performed by an expert in about seventy 

biological papers. BioExcom also categorizes 

speculative segments into “new speculation” 

(speculative sentences presented for the first 

time in the paper or not explicitly presented as 

prior speculation) and “prior speculation” 

(speculative sentences cited in the paper, but 

presented as having been proposed previously). 

BioExcom uses thirty rules, based on twelve 

indicator classes. 

 

 
Figure 2: The contextual exploration principles: 

search for an indicator and then for some clues in a 

contextual space (a sentence or a clause in our case) 

according to some associated rules. 

 

The criteria used to find speculations are de-

scribed in detailed annotation guidelines, 

which are available on line
3
. Only the seg-

ments containing at least one linguistic element 

expressing speculation are considered. A spec-

ulation is defined as a proposal still not dem-

onstrated about a biological issue and explicit-

ly presented as uncertain in the paper. Thus, 

speculations are considered as potential 

sources of relevant information for biologists. 

Others types of statements such as deductions, 

conclusions, arguments and discussions are not 

considered as speculative but as intermediary 

statements, because they either present con-

cepts more or less certain, or they do not make 

a proposal.  

It is worth noting that contrary to other ap-

proaches, like Medlock (2008), the open ques-

tions are not speculative because they only ask 

a question about a biological problem without 

proposing a mechanism (sentence 1). 

 

                                                 
3
 http://www.bioexcom.net/  

(1) How endocytosis of DI leads to the 

activation of N remains to be 

elucidated. 

In order to better illustrate what a proposal 

is and how BioExcom performs annotation we 

can compare this sentence with the example 

(2) where BioExcom finds the indicator “is not 

known”. Nevertheless, as the goal of this tool is 

not to extract all sentences expressing 

uncertainty, BioExcom searches for the clue 

“whether” at the right or at the left of the indi-

cator. The presence of this clue indicates that, 

contrary to the sentence (1) with “how”, the 

sentence (2) proposes a mechanism and 

consequently is a speculation.  

 

(2) Also, whether the signaling activity of 

Ser is similarly regulated by 

endocytosis is not known. 

 

The sentences which discuss a speculation 

without being informative about the content of 

the speculation are also not considered as 

speculations (sentence 3, extracted from the 

guidelines of Medlock (2008)). Indeed the goal 

of BioExcom is to detect a sentence explaining, 

at least partially, a speculation, and not to 

know, as the example (3), whether a specula-

tion is purely speculative or is supported (or 

not) by facts. For the same reason, BioExcom 

extracts speculation without taking into ac-

count whether this speculation is denied or not. 

 

(3) The rescue of the D-mib mutant    

phenotype by ectopic expression of 

Neur strongly supports this 

interpretation 

At present, the evaluation process of BioEx-

com has only been performed on a relatively 

small scale (2 full-text papers read by five ex-

perts and containing 59 speculative sentences 

in total) and after the automatic annotation 

process (Desclés et al., 2009). Promising re-

sults have been reported for BioExcom in de-

tecting speculations, by providing a high Preci-

sion of 98,3%, and a Recall of 95,1% (F-

Measure of 96,7%). This rate is consistent with 

the goal of BioExcom to be a monitoring and 

decision support tool. 
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4 Raw evaluation  

The Bioscope corpus (Szarvas et al., 2008) 

consists of three parts; namely medical free 

texts, biological full papers and biological 

scientific abstracts. However in this test, we 

only used two parts of the Bioscope corpus 

(full papers and abstracts) because we were 

preferentially interested in the biomedical 

scientific domain.  

First, we cleaned the corpus from all element 

tags (angled brackets marking hedge keywords 

and parentheses marking scopes) and saved 

these documents into text files. The latter could 

then be automatically segmented into sen-

tences or clauses and semantically annotated 

by BioExcom. As a result of this processing, 

BioExcom automatically extracted 341 seg-

ments from the Full Text Papers Corpus and 

1489 segments from the Abstract Corpus (1830 

segments in total)
4
. We could then compare 

our output files with the Bioscope Corpus 

which contained manual annotations. In this 

task we do not consider the categorization of 

BioExcom (“new speculation” and “prior 

speculation”) and these annotated sentences 

are only considered as speculative. Thus, we 

obtained the results presented in Table 1. Con-

sistent with the previous evaluation performed 

on BioExcom (Desclés et al., 2009), the Preci-

sion is high (approximately 93% in average, 

calculated from the total of segments of the 

two corpora). Nevertheless, the Recall dramat-

ically falls to approximately 68% (in average) 

compared to the first evaluation (Recall of 

93%). 

 
 Precision Recall F-Measure 

Full Text Pa-

pers 

89,35 62,92 73,84 

Abstracts 94,75 68,83 79,74 

 

Table 1: Summary of raw results for BioExcom 

evaluation 

 

Presented briefly are comments and some 

annotations performed by BioExcom which are 

in agreement with BioScope. 

                                                 
4
 The results of the annotation of BioScope corpus by 

BioExcom are publicly available: 

http://www.bioexcom.net/. It is worth mentioning that a 

few sentences were not segmented exactly in the same 

way by BioExcom and in the BioScope corpus 

(approximately 2% of divergences). We based all our 

calculations on BioExcom segmentation. 

(4) High conservation of residues near the 

inframe stop codon also suggests the 

importance of this region. 

(5)  Therefore, sets of genes identified from 

co-expression data may often contain 

multiple extraneous upstream 

sequences. 

(6)  To test the hypothesis that cortivazol 

acts in dex-resistant cells by making 

use of the residual GR found there, 

wild-type and dex-resistant clones 

were treated with various 

concentrations of cortivazol and the 

induction of GR mRNA was studied. 

(7) To determine whether specific mem-

bers of the NF-kappa B family contri-

bute to this effect, we examined the 

abilities of different NF-kappa B subu-

nits to act with Tat-I to stimulate 

transcription of HIV in Jurkat T-

leukemia cells. 

If we compare the speculative keywords in-

dicated in BioScope (underlined) and the 

markers used by BioExcom, we see some con-

vergences (“suggests” and “may” for the sen-

tences (4) and (5)), but also some divergences. 

In the sentence (6), BioExcom uses “hypothe-

sis that” as an indicator in order to extract in-

formative speculations and not only sentences 

containing the word “hypothesis”. The exam-

ple of the sentence (7) is much more illustra-

tive for the differences: whereas only “wheth-

er” is taken into account as a keyword in Bi-

oScope, BioExcom uses “to determine” as an 

indicator and “whether” as a positive clue, al-

lowing extracting only sentences containing a 

proposal (see example 2). The minimalist 

strategy (searching for the minimal unit that 

expresses speculation) followed by the annota-

tors of BioScope for the keywords can explain 

these observations.  

5 Corrected evaluation 

Our goal was to evaluate the performance of 

BioExcom according to its own definition of 

speculation. To analyze the observed low Re-

call (Table 1), we assumed that all sentences 

presenting an agreement between both me-

thods (manual annotation in BioScope and au-

tomatic annotation by BioExcom) were cor-

rectly annotated and we checked manually all 

the segments (984 segments) presenting a di-

vergence of annotation. This checking was per-

formed by a biologist as chief evaluator (writer 
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of the annotation guidelines) and two indepen-

dent linguists, not allowed to communicate 

with each other. None of these evaluators knew 

the annotation performed by BioExcom or in 

BioScope (blind study). The conflicts were 

resolved by discussions during regular meet-

ings and, in case of important uncertainty for at 

least two annotators, the sentences (54 in total) 

were not taken into account. The BioScope 

corpus re-annotated according to the criteria of 

BioExcom is publicly available
5
.  

We can divide the segments presenting a 

disagreement between BioExcom and BioS-

cope into two groups depending on the annota-

tion performed either automatically by BioEx-

com or manually in the BioScope corpus (Fig-

ure 3). 

The first group consists of 865 segments 

which were considered as speculations in Bi-

oScope (representing around 36% of the total 

of annotated sentences in BioScope) and which 

were not annotated by BioExcom (see Figure 

2). After manual checking, we found that only 

around one third of these segments in the cor-

pus Full papers were speculative according to 

the criteria of BioExcom. This proportion was 

around one fourth in the BioScope corpus Ab-

stract. The goal of BioExcom to avoid annotat-

ing open questions (see examples (1-2)) or lack 

of knowledge (sentence (8)) can explain some 

of the absences of annotation by BioExcom. 

 

(8) The exact role of the ubiquitination 

pathway in regulating apoptosis is still 

unclear. 

 

In other cases, some differences linked to 

the semantic conception of speculation play a 

role. Thus, the following sentences are consi-

dered as speculative in BioScope: 

 

(9) Furthermore, genetic and 

transplantation studies indicate that 

both Neur and Mib act in a non-

autonomous manner 

[18,21,22,23,25,29], indicating that 

endocytosis of Dl is associated with 

increased Dl signalling activity. 

(10) It can be deduced that the erythroid 

ALAS precursor protein has a molecu-

lar weight of 64.6 kd, and is similar in 

size to the previously isolated human 

                                                 
5
 http://www.bioexcom.net/  

housekeeping ALAS precursor of mo-

lecular weight 70.6 kd. 

Although these sentences correspond to 

hedging as it has been defined by Hyland 

(1995), we argue that the sentences (9-10) can 

be characterized more as a demonstration or a 

deduction with the expressions “indicate that” 

and “it can be deduced” than a speculation. 

According to the criteria used for establishing 

BioExcom rules, these sentences do not cor-

respond to a speculation because they present 

things more or less as certain (see also 

(Thompson et al., 2008)). In this view, the case 

of “indicate that” is interesting to be detailed. 

Whereas many studies use it as a linguistic 

marker of speculation, Kilicoglu and Bergler 

(2008) recently moderated its speculative 

meaning by highlighting the additional need to 

take into account its context. The linguistic 

analysis used to establish the rules in BioEx-

com is much more restrictive and does not 

consider it as a marker. 

It should also be mentioned that we noticed a 

few sentences which were incorrectly anno-

tated in BioScope as speculation. Thus, the 

sentence (11) is rather, in our opinion, a defi-

nite statement (“or” can be replaced by “and”).  

 

(11) Tandem copies of this 67-bp MnlI-AluI 

fragment, when fused to the 

chloramphenicol acetyltransferase 

gene driven by the conalbumin 

promoter, stimulated transcription in 

B cells but not in Jurkat T cells or 

HeLa cells.  

 

There are also some sentences annotated in 

Bioscope which are undoubtedly speculations 

but they were not identified by BioExcom. 

Thus, BioExcom has not annotated some spe-

culative sentences because of the lack of some 

accurate markers into its linguistic resources. 

This is the case in the sentence (12): “seems” is 

recognized by BioExcom only when it is asso-

ciated with some adjectives (“seems probable” 

for example). We can also cite the more ambi-

guous case of “predicted” (sentence (13)) 

which is also absent from the linguistic re-

sources of BioExcom. Although a prediction 

can be considered as having a more particular 

status because it presents a low degree of un-

certainty, we can consider that it should be 

taken into account because the predicted pro-

posal remains hypothetical.  
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Figure 3: Results of the annotation of BioScope by BioExcom and of the manual checking (the calculations are 

based on BioExcom segmentation). Spe = speculative segment; no Spe = non speculative segment. 

 

(12) A transcription factor, NF-AT, which 

is essential for early T-cell gene 

activation, seems to be a specific 

target of cyclosporin A and FK506 

action because transcription directed 

by this protein is blocked in T cells 

treated with these drugs, with little or 

no effect on other transcription factors 

such as AP-1 and NF-kappa B.  

(13) Expression of full-length and mutant 

cDNA clones in bacteria reveal that 

the single HMG motif, which is 

predicted to contain two extended 

alpha-helical segments, is sufficient to 

direct the sequence-specific binding of 

TCF-1 alpha to DNA. 

 

Beside the lack of accurate markers, the ab-

sence of specific markers in some sentences 

does not allow the detection of some specula-

tions by BioExcom. For example, in BioEx-

com, the ambiguity of the indicator “could” 

(past form or conditional form) is lifted by the 

presence of some positive clues expressing 

conditionality or possibility, such as “if” or 

“whether”. But in the sentence (14), “could” 

has no clues to be disambiguated and although 

it is a speculation, BioExcom did not annotate 

it. 

 

  (14) This method could be quite useful to 

detect not only CAG repeats in SBMA 

but also other polymorphic 

dinucleotide and trinucleotide repeats. 

 

The second group consists of segments anno-

tated by BioExcom and not in BioScope  

 

(119 segments, see Figure 2). Around 80% of 

these sentences appeared to be speculative af-

ter manual examination. As an illustration, the 

following sentence is clearly a speculation 

(“We hypothesize that”) but is not annotated in 

BioScope. 

   

  (15) We hypothesize that a mutation of the 

hGR glucocorticoid-binding domain is 

the cause of cortisol resistance. 

 

Finally, based on these results, we decided to 

recalculate the Precision, Recall and F-

Measure to be more in agreement with the no-

tion of speculation as it has been described by 

Desclés et al. (2009) (last lines in Tables 2 and 

3). Corrected Precision, Recall and F-Measure 

are respectively around 99%, 83% and 90% 

(averages calculated from the total of segments 

of the two corpora). These results are close to 

the first evaluation performed by Desclés et al. 

(2009), even if Recall is still lower than pre-

viously. 

Obviously, our results are not directly com-

parable with the prior studies because BioEx-

com does not use exactly the same criteria to 

recognize the speculative sentences and conse-

quently we re-annotated the BioScope corpus 

according to the criteria of BioExcom. One 

other difference is that the source used for lin-

guistic resources and rules of BioExcom is 

completely different from the source of the 

corpus used for the evaluation, aside from the 

studies using directly BioScope like Morante 

and Daelemans (2009) or Özgur and Radev 

(2009). Nevertheless, considering that there are 

a few studies using a part of the BioScope cor-
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pus, it can be interesting to mention that Bio-

Excom achieves good performances in particu-

lar for Precision rate (Table 2 and 3). 

 
  Precision Recall F-Measure 

1 Fruit-fly dataset   85,08 

1 BMC dataset   74,93 

2 Fruit-fly dataset 85 86 85 

2 BMC dataset 80 85 82 

3 BioScope 75,35 68,18 71,59 

4 BioScope  90,81 76,17 82,82 

5 BioScope (cor-

rected)  

97,63 77,46 86,39 

 
Table 2: Results reported in different publications 

and concerning the recognition of speculations in 

Scientific Full Text Papers, representing a part of 

the BioScope corpus: (1) (Szarvas, 2008), (2) (Kili-

coglu and Bergler, 2008), (3) (Morante and Daele-

mans, 2009), (5) (Özgur and Radev, 2009), (5) 

BioExcom in this study  

 
 Corpus Precision Recall F-Measure 

1 BioScope 90,81 79,84 84,77 

2 BioScope  95,56 88,22 91,69 

3 BioScope (cor-

rected)  

99,39 83,93 91,01 

 
Table 3: Results reported in different publications 

and concerning the recognition of speculations in 

Scientific Abstracts, representing a part of the Bi-

oScope corpus: (1) (Morante and Daelemans, 2009) 

(2) (Özgur and Radev, 2009), (3) BioExcom in this 

study   

6 Conclusion and Perspectives 

Our aim was to test on a large scale (the ma-

nually annotated BioScope corpus) the rule 

based system BioExcom that automatically 

annotates speculations in biomedical papers. 

We observed an important disagreement be-

tween the two annotations and as a result, 

treated it manually.  We put forward three 

principal reasons for the differences in annota-

tion: 

  The lack of certain linguistic markers in 

BioExcom (false negative): some of them have 

to be added in the system (for example “seem” 

or “it appears”). Some other markers are too 

ambiguous to be relevant (for example “could” 

without a positive clue). 

  An error in the annotation of BioExcom or in 

BioScope (false positives): this is relatively 

rare, especially for BioExcom, which favors 

the Precision. 

  The difference of criteria used to determine 

whether a sentence is speculative or not: this is 

the main reason and we discuss it hereafter. 

Obtaining a good manual annotation is a 

recurrent problem in semantic annotation 

(Uren et al., 2006) and some studies have stu-

died the disagreement in human judgment (Ve-

ronis, 1998). This phenomenon is undoubtedly 

found here since Szarvas et al. (2008) and 

Desclés et al. (2009) have reported the difficul-

ty even for experts to detect speculations. But 

the disagreement between BioExcom and Bi-

oScope has to be seen almost as a conflict con-

cerning the meaning given to the word “specu-

lation” and if we agree on its definition, we 

demonstrated the efficiency of BioExcom. 

 Indeed, in order to provide good tools to 

biologists, computational linguists seek to ex-

tract only definite statements and consequently 

try to remove or to present separately hedging. 

Some of them have also tried to indicate the 

degree of uncertainty, in order to better charac-

terize hedging. Despite the promising use of 

weighting of hedging cues (Kilicoglu and 

Bergler, 2008), the task of determining the 

strength of speculation appears to be difficult, 

even for biologists (Light et al., 2004). In 

another hand biologists can also consider spec-

ulation as a source of knowledge (for example, 

Thompson et al. (2008) categorize speculation 

as a type of knowledge), giving actual trends, 

new ideas and hypothesis useful for them. In 

this view, BioExcom extracts them according 

to more restrictive criteria and categorizes 

them into “prior” and “new” in order to better 

highlight speculations. Knowing the new spec-

ulations of a paper can reveal some of the real 

new output of it and so help to decide which 

paper is worth spending time. The categoriza-

tion into prior speculation highlights the emer-

gence of an idea which is taken into considera-

tion by the scientific community and thus can 

also, at least partially, give an indication of its 

importance among the huge amount of specu-

lations in the literature.  

The availability of the corpora (raw BioEx-

com annotations and re-annotations of BioS-

cope according to these criteria) could help to 

better take into account these views. In particu-

lar, these corpora will be useful to improve the 

rules of BioExcom for detecting speculations. 

And many of the other sentences belonging to 

hedging and discarded during the re-annotation 

process (previously annotated or not in BioS-

cope) will serve to develop other semantic cat-

egories such as demonstration/conclusion or 

deduction.  
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Abstract

In this initial annotation study, we sug-
gest an appropriate approach for determin-
ing the level of certainty in text, including
classification into multiple levels of cer-
tainty, types of statement and indicators of
amplified certainty. A primary evaluation,
based on pairwise inter-annotator agree-
ment (IAA) usingF1-score, is performed
on a small corpus comprising documents
from theWorld Bank. While IAA results
are low, the analysis will allow further re-
finement of the created guidelines.

1 Introduction

Despite ongoing efforts to codify knowledge, it is
often communicated in an informal manner. In
our choice of words and expressions, we implicitly
or explicitly judge the certainty of the knowledge
we wish to convey. This fact makes it possible
to gauge the reliability of knowledge based on the
subjective perspective of the author.

As knowledge is often difficult to ascertain, it
seems reasonable to regard knowledge on a contin-
uum of varying degrees of certainty, as opposed to
a binary (mis)conception. This corresponds to the
notion ofepistemic modality: the degree of confi-
dence in, or commitment to, the truth of proposi-
tions (Hyland, 1998).Hedgingis a means of af-
fecting epistemic modalityby qualifying proposi-
tions, realized through tentative words and expres-
sions such aspossiblyandtends to.

A holistic perspective on certainty—in which
not only speculation is considered, but also signs
of increased certainty—requires a classification
into various levels. Applying such an approach
to knowledge-intensive corpora, it may in due
course be possible to evaluate unstructured, infor-
mal knowledge. This would not least be valuable
to organizational knowledge management prac-

tices, where it could provide a rough indicator of
reliability in internalknowledge audits.

2 Related Research

The hedging concept was first introduced by
Lakoff (1973) but has only really come into the
spotlight in more recent years. Studies have
mainly taken place in the biomedical domain, with
Hyland’s (1998) influential work investigating the
phenomenon in scientific research articles. Spec-
ulative keywords and negations, along with their
linguistic scopes, are annotated in theBioScope
corpus by Vincze et al. (2008), which contains a
large collection of medical and biological text (sci-
entific articles and abstracts, as well as radiology
reports). After several iterations of refining their
guidelines, they report IAA values ranging from
77.6 to 92.37F1-score for speculative keywords
(62.5 and 95.54F1-score for full scope). This cor-
pus is freely available and has been used for train-
ing and evaluation of automatic classifiers, see e.g.
Morante and Daelemans (2009). One of the main
findings is that hedge cues are highly domain-
dependent. Automatic identification of other pri-
vate states, including opinions, represents a sim-
ilar task, see e.g. Wiebe et al. (2005). Diab et
al. (2009) study annotation of committed and non-
committed belief and show that automatic tagging
of such classes is feasible. A different annotation
approach is proposed by Rubin et al. (2006), in
which certainty in newspaper articles is catego-
rized along four dimensions:level, perspective, fo-
cusand time. Similarly, five dimensions are used
in Wilbur et al. (2006) for the creation of an an-
notated corpus of biomedical text:focus, polarity,
certainty, evidenceanddirectionality.

3 Method

Based on previous approaches and an extensive lit-
erature review, we propose a set of guidelines that

41



(1) incorporates some new features and (2) shifts
the perspective to suit knowledge-intensive cor-
pora, e.g. comprising organizational knowledge
documents. Besides categorization into levels of
certainty, this approach distinguishes between two
types of statement and underscores the need to
take into account words and expressions that add
certainty to a proposition.

A small corpus of 10World Bankdocuments—
a publicly available resource known asViewpoints
(The World Bank Group, 2010)—is subsequently
annotated in two sets by different annotators. The
corpus is from a slightly different domain to those
previously targeted and represents an adequate al-
ternative to knowledge documents internal to an
organization by fulfilling the criterion of knowl-
edge intensity. The process is carried out in a
Protéǵe plugin: Knowtator (Ogren, 2006). Pair-
wise IAA, measured asF1-score, is calculated to
evaluate the feasibility of the approach.

Statements are annotated at the clause level, as
sentences often contain subparts subject to differ-
ent levels of certainty. These are not predefined
and the span of classes is determined by the an-
notator. Furthermore, a distinction is made be-
tween different types of statement: statements that
give anaccountof something, typically a report
of past events, and statements that express con-
crete knowledgeclaims. The rationale behind this
distinction is that text comprises statements that
make more or less claims of constituting knowl-
edge. Thus, knowledgeclaims—often less preva-
lent thanaccounts—should be given more weight
in the overall assessment, as the application lies
in automatically evaluating the reliability of infor-
mal knowledge. Assuming the view of knowledge
and certainty as continuous, it is necessary to dis-
cretize that into a number of intervals, albeit more
than two. Hence,accountsand claims are cate-
gorized according to four levels of certainty:very
certain, quite certain, quite uncertainandvery un-
certain. In addition to the statement classes, four
indicators make up the total of twelve. We in-
troducecertainty amplifiers, which have received
little attention in previous work. These are lin-
guistic features that add certainty to a statement,
e.g. words likedefinitely and expressions like
without a shadow of a doubt. Hedging indica-
tors, on the other hand, have gained much atten-
tion recently and signify uncertainty. Thesource
hedgeclass is applicable to instances where the

source ofepistemic judgementis stated explicitly,
yet only when it provides a hedging function (e.g.
some say). Modality strengthenersare features
that strengthen the effect ofepistemic modality
when used in conjunction with other (un)certainty
indicators—but alone do not signify any polarity
orientation—and may be in the form of vagueness
(e.g.<could be> aroundthat number) or quantity
gradations (e.g.very<sure>).

4 Results

The corpus contains a total of 772 sentences,
which are annotated twice: set #1 by one anno-
tator and set #2 by five annotators, annotating two
documents each. The statistics in Table 1 show
a discrepancy over the two sets in the number of
classified statements, which is likely due to diffi-
culties in determining the scope of clauses. There
are likewise significant differences in the propor-
tion betweenaccountsandclaims, as had been an-
ticipated.

Accounts Claims
Set #1 Set #2 Set #1 Set #2
726 574 395 393

Table 1: Frequencies of accounts and claims.

Despite the problem of discriminating betweenac-
countsandclaims, they seem to be susceptible to
varying levels of certainty. The average distribu-
tion of certainty foraccountstatements is depicted
in Figure 1. As expected, an overwhelming ma-
jority (87%) of such statements arequite certain,
merely relating past events and established facts.

Figure 1: Average distribution of certainty inac-
countstatements.

By comparison, knowledgeclaims are more
commonly hedged (23%), although the majority
is still quite certain. Interestingly,claimsare also
expressed with added confidence more often than
accounts—around one in every tenclaims.
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Figure 2: Average distribution of certainty in
knowledgeclaims.

As expected, the most common indicator is of
hedging. Common cues includemay, can, might,
could, indicate(s), generallyand typically. Many
of these cues are also among the most common in
the biomedical sub-corpus ofBioScope(Vincze et
al., 2008). It is interesting to note the fairly com-
mon phenomenon ofcertainty amplifiers. These
are especially interesting, as they have not been
studied much before, although Wiebe et al. (2005)
incorporate intensity ratingsin their annotation
scheme. There is agreement on words likeclearly,
stronglyandespecially.

Indicator Set #1 Set #2
Certainty amplifier 61 29
Hedging indicator 151 133
Source hedge 0 40
Modality strengthener 9 122

Table 2: Frequency of indicators

To evaluate the approach, we calculate IAA by
pairwiseF1-score, considering set #1 as the gold
standard, i.e. as correctly classified, in relation to
which the other subsets are evaluated. We do this
for exact matches and partial matches1. For exact
matches in a single document, the F1-score val-
ues range from an extremely low 0.09 to a some-
what higher—although still poor—0.52, yielding
an overall average of 0.28. These results clearly
reflect the difficulty of the task, although one has
to keep in mind the impact of the discrepancy in
the number of annotations. This is partly reflected
in the higher overall average for partial matches:
0.41.

Certainty amplifiers and hedging indicators
haveF1-scores that range up to 0.53 and 0.55 re-
spectively (ditto for partial matches) in a single
document. Over the entire corpus, however, the

1Partial matches are calculated on a character level while
exact matches are calculated on a token level.

averages come down to 0.27 forcertainty ampli-
fiers (0.30 for partial matches) and 0.33 forhedg-
ing indicators(0.35 for partial matches).

Given the poor results, we want to find out
whether the main difficulty is presented by having
to judge certainty according to four levels of cer-
tainty, or whether it lies in having to distinguish
between types of statement. We therefore general-
ize the eight statement-related classes into a single
division betweenaccountsandclaims. Naturally,
the agreement is higher than for any single class,
with 0.44 for the former and 0.41 for the latter.
A substantial increase is seen in partial matches,
with 0.70 for accountsand 0.55 forclaims. The
results are, however, sufficiently low to conclude
that there were real difficulties in distinguishing
between the two.

Statement Type Exact F1 Partial F1

Account 0.44 0.70
Claim 0.41 0.55

Table 3: Pairwise IAA per statement type,F1-
scores for exact and partial matches.

We subsequently generalize the eight classes into
four, according to their level of certainty alone.
The results are again low:quite certain yields
the highest agreement at 0.47 (0.76 for partial
matches), followed byquite uncertainat 0.24
(0.35 for partial matches). These numbers suggest
that this part of the task is likewise difficult. The
rise inF1-scores for partial matches is noteworthy,
as it highlights the problem of different interpreta-
tions of clause spans.

Certainty Level Exact F1 Partial F1

Very certain 0.15 0.15
Quite certain 0.47 0.76

Quite uncertain 0.24 0.35
Very uncertain 0.08 0.08

Table 4: Pairwise IAA per certainty level, F1-
scores for exact and partial matches

5 Discussion

In the guidelines, it is suggested that the level of
certainty can typically be gauged by identifying
the number of indicators. There is, however, a se-
rious drawback to this approach. Hedging indica-
tors, in particular, are inherently uncertain to dif-
ferent degrees. Consider the wordspossiblyand
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probably. According to the guidelines, a single
occurrence of either of these hedging indicators
would normally render a statementquite uncer-
tain. Giving freer hands to the annotator might
be a way to evade this problem; however, it is not
likely to lead to any more consistent annotations.
Kilicoglu and Bergler (2008) address this by as-
signing weights to hedging cues.

A constantly recurring bone of contention is
presented by the relationship between certainty
and precision. One of the hardest judgements to
make is whether imprecision, or vagueness, is a
sign of uncertainty. Consider the following exam-
ple from the corpus:

Cape Verde had virtually no private sec-
tor.

Clearly, this statement would be more certain if it
had said:Cape Verde had no private sector.How-
ever, virtually no could be substituted with, say,
a very small, in which case the statement would
surely not be deemed uncertain. Perhaps precision
is a dimension of knowledge that should be ana-
lyzed in conjunction with certainty, but be anno-
tated separately.

6 Conclusion

There are, of course, a number of ways one can
go about annotating the level of certainty from
a knowledge perspective. Some modifications to
the approach described here are essential—which
the low IAA values are testament to—while oth-
ers may be worth exploring. Below is a selection
of five key changes to the approach that may lead
to improved results:

1. Explicate statement types. Although there
seems to be a useful difference between the
two types, the distinction needs to be further
explicated in the guidelines.

2. Focus on indicators. It is clear that indicators
cannot be judged in an identical fashion only
because they have been identified as signify-
ing either certainty or uncertainty. It is not
simply the number of occurrences of indica-
tors that determines the level of certainty but
rather howstrongthose indicators are. A pos-
sible solution is to classify indicators accord-
ing to the level of certainty they affect.

3. Discard rare classes. Very rare phenomena
that do not have a significant impact on the

overall assessment can be sacrificed without
affecting the results negatively, which may
also make the task a little less difficult.

4. Clarify guidelines. A more general remedy
is to clarify further the guidelines, including
instructions on how to determine the scope of
clauses; alternatively, predefine them.

5. Instruct annotators. Exposing annotators
to the task would surely result in increased
agreement, in particular if they agree be-
forehand on the distinctions described in the
guidelines. At the same time, you do not
want to steer the process too much. Perhaps
the task is inherently difficult to define in de-
tail. Studies on how to exploit subjective an-
notations might be interesting to explore, see
e.g. Reidsma and op den Akker (2008).

In the attempt to gauge the reliability of knowl-
edge, incorporating multiple levels of certainty
becomes necessary, as does indicators of in-
creased certainty. Given the similar rates of
agreement onhedging indicatorsand certainty
amplifiers (0.33 and 0.27 respectively; 0.30 and
0.35 for partial matches), the latter class seem
to be confirmed. It is an existing and impor-
tant phenomenon, although—likehedging indica-
tors—difficult to judge. Moreover, a differentia-
tion between types of statement is important due
to their—to different degrees—varying claims of
constituting knowledge. An automatic classifier
built on such an approach could be employed with
significant benefit to organizations actively man-
aging their collective knowledge. The advantage
of being aware of the reliability of knowledge are
conceivably manifold: it could, for instance, be
(1) provided as an attribute to end-users brows-
ing documents, (2) used as metadata by search
engines, (3) used inknowledge auditsandknowl-
edge gap analyses, enabling organizations to learn
when knowledge in a particular area needs to be
consolidated. It is, of course, also applicable in a
more general information extraction sense: infor-
mation that is extracted from text needs to have a
certainty indicator attached to it.

A dimension other than certainty that has a clear
impact on knowledge is precision. It would be in-
teresting to evaluate the reliability of knowledge
based on a combination of certainty and precision.

The annotatedWorld Bankcorpus will be made
available for further research on the Web.
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Abstract

A general characteristic of most biomed-
ical disciplines is their primarily experi-
mental character. Discoveries are obtained
through molecular biology and biochemi-
cal techniques that allow understanding of
biological processes at the molecular level.
To qualify biological events, it is of practi-
cal significance to detect specific types of
negations that can imply either that a given
event is not observed under specific con-
ditions or even the opposite, that a given
event is true by altering the bio-entities
studied (e.g. introducing specific modifi-
cations like mutations). Of special interest
is also to determine if a detected assertion
is linked to experimental support provided
by the authors. Finding experimental qual-
ifier cues and detecting experimental tech-
nique mentions is of great interest to the
biological community in general and par-
ticularly for annotation databases. A short
overview of different types of negations
and biological qualifiers of practical rele-
vance will be provided.

1 Biological Annotations

In line with the rapid accumulation of biological
literature and the growing number of large-scale
experiments in biomedicine, it is becoming more
important to capture essential facts contained in
the literature and storing them in form of biolog-
ical annotations. Such annotations usually con-
sist in structured database records, where biologi-
cal entities of relevance, like genes or proteins are
associated to controlled vocabularies that are use-
ful to describe the most relevant aspects of these
entities (their function, localization, processes or
pathways they participate in or implications in dis-
eases). Also specific types of relations between

bio-entities (e.g. physical or regulatory interac-
tions) are manually extracted from the literature.
For biological interpretation and to determine the
reliability of annotations it is crucial to capture
both negative annotations, whether a given rela-
tion has been studied experimentally and does not
occur, as well as to determine the experimental
method used to study the bio-entity of interest. For
instance, the value of in vitro generated results, or
those obtained by large-scale experiments have a
different significance compared to those generated
in vivo. The most relevant biological annotations
contained in databases and constructed manually
by expert curators are linked to experimental qual-
ifiers. Such experimental qualifiers can range from
simple method terms to more sophisticated ontolo-
gies or hierarchical terminologies. Experimental
qualifiers used to annotate biological entities are
for instance provided by the Proteomics Standards
Initiative Molecular Interaction (PSI-MI) ontol-
ogy, (Orchard S, Kerrien S., 2010) the Evidence
Codes of Gene Ontology (GO) (Rogers MF, Ben-
Hur A, 2010) or the Open REGulatory ANNOta-
tion (ORegAnno) database Evidence Types.

2 Importance of Negations in
Biomedicine

There is an increasing interest to extract from
the literature negative associations. For instance,
one of the most popular biological annotation ef-
forts, Gene Ontology Annotation (GOA), also sup-
ports the annotation of ′NOT ′ relations (associa-
tion.is not) to be able to represent these types of
relations in their annotation data. In GO, such re-
lations are labeled using ′NOT ′ in the qualifier
column for a particular annotation. This negation
qualifier is applied to provide an explicit note that
the bio-entity is not associated with a given GO
term. This is important when a GO term might
otherwise be expected to apply to a bio-entity, but
an experiment proves otherwise. Negative asso-
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ciations are also used when a cited reference ex-
plicitly states a negation event, e.g. in the form
of: bio-entity X is not found in the location Y. In
addition to annotation efforts there are a range of
scenarios where extraction of negative events are
of practical importance, these are described in the
following subsections.

2.1 Negations and Negative Controls
A common setting in experimental biology is to
use controls to avoid alternative explanations of
results and to minimize experimental artifacts.
Negative controls corroborate that the experimen-
tal outcome is not due to some sort of unrelated ef-
fect; it serves to minimize false positives and can
serve as a background observation. The underly-
ing assumption of negative controls is that one as-
sumes in advance that the result should be nega-
tive, i.e. no significant effect should be obtained.
Such negative controls are mainly expressed in the
literature using negations. For instance in case of
protein-protein interaction experiments, a negative
control could be to demonstrate that a signal is
only obtained when the two interactor proteins are
present, and not when the label (tag-protein) alone
is given to each interactor individually. To illus-
trate this aspect consider the example sentences
provided below:

• Our results show that, when AGG1 is present
in the matrix, it shows a strong ability to bind
35S-labeled AGB1, whereas GST alone is not
able to bind any detectable AGB1.

• GST alone did not interact with FKHR even
in the presence of E2 (Fig. 2B, lane 5), in-
dicating the specific interaction between ER
and FKHR.

• 35S-labeled in vitrotranslated FBXO11
bound to immobilized GST-p53 (lane 3) but
not GST alone (lane 2).

• PKC bound to GST-RINCK1 (lane 2) but not
to GST alone (lane 1), revealing that PKC
binds to RINCK directly.

In those example cases, GST (alone) would rep-
resent the negative control. Only in presence of the
interactor proteins a signal should be observed, if
GST alone is present the assumption is that no sig-
nal should be obtained. Negative controls are cru-
cial for interpretation of the actual experimental
outcome.

2.2 Negative associations in medical and
population genetics

A considerable effort is being made to detect genes
and mutations in genes that have implications in
the susceptibility of complex disorders. Naturally
occurring variations in the sequence of genes, of-
ten called polymorphisms might have a deleteri-
ous, protective or no associations at all to a patho-
logic condition. Not only to capture deleterious
and protective mutations, but also those that do not
have any effect is important to aid in the interpre-
tation of mutations observed in patients. This is
especially true taking into account the increasing
use of molecular screening technologies and per-
sonalized medicine in the clinical domain. Exam-
ple cases of negative associations between genes
and mutations to disease conditions derived from
PubMed abstracts can be seen below:

• CC16 gene may be not a susceptibility gene
of asthmatic patients of Han population in
southwest China.

• The FZD3 gene might not play a role in con-
ferring susceptibility to major psychosis in
our sample.

• Apolipoprotein E gene polymorphism is not
a strong risk factor for diabetic nephropa-
thy and retinopathy in Type I diabetes: case-
control study.

• In view of this evidence, it is likely that the
SIGMAR1 gene does not confer susceptibility
to schizophrenia.

• Thus, this SNP in the PGIS gene is not asso-
ciated with EH.

• The gene encoding GABBR1 is not associ-
ated with childhood absence epilepsy in the
Chinese Han population.

• We did not find an association between OCD,
family history for OCD, and the COMT gene
polymorphism.

Such negative associations can be useful for
the interpretation of relevance of genes for certain
conditions, enabling filtering un-relevant genes
and improving target selection for more detailed
molecular examinations.
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2.3 Toxicology and negations
A simplified view of toxicology experiments is
to distinguish, given the administration of differ-
ent amounts of a specific compound or drug (e.g.
low, medium and high dosage) during predefined
time spans, between toxic and non-toxic effects.
Such effects can be examined in animal models
like rats or mini-pigs by examining a series of
aspects, such as hematological parameters, organ
histological properties (tissue alterations and size
of organs), biochemical parameters, and changes
in food/water consumption or fertility. Usually an-
imals to which specific amounts of the compound
has been administered are compared to control
cases. Here it is important to determine also three
kinds of negative associations: (1) under which
conditions a given parameter or tissue has not been
negatively affected (save dosage, non-toxic), (2)
which compound did not show the desired bene-
ficial effect (e.g. was not effective in treating the
pathologic condition) and (3) under which admin-
istration conditions a compound was not save. Ex-
ample sentences illustrating these negative associ-
ations are:

• Morphological evaluation showed that 1-BP
did not cause morphological changes in sem-
iniferous epithelium, but 2-BP treatment re-
sulted in the disappearance of spermatogo-
nia, atrophy of the seminiferous tubules and
degeneration of germ cells..

• This is an indication that the extracts may not
be completely safe in male rats when contin-
uously administered for 14days.

• Histopathologic analysis of the vital organs
revealed no significant lesions in the brain,
liver, kidney, heart, spleen, ovary, and testis.

• The extract did not produce any significant
(P>0.05) changes in the mean concentra-
tions of urea, creatinine, Na+, K+, and Cl-
ions of rats in the extract treated groups com-
pared to that of control.

2.4 Experimentally altered bio-entities and
negations

In order to characterize certain biological associa-
tions, it is a common practice to alter the bio-entity
of interest, with the assumption that a given ob-
servation should change upon alteration. This is
the case of mutations or deletions experimentally

introduced to gene or protein sequences, with the
underlying assumption that the mutated or trun-
cated protein/gene should loose it ability to bind
or regulate another bio-entity, or even be non-
functional. Such mutations are useful to pin down
the actual biologically relevant functional parts of
bio-entities, which are usually of great therapeutic
importance (as target sites to inhibit certain bio-
entities or interactions). Such cases can be seen in
the example sentences provided below:

• Accordingly, this p73 N-terminal deletion
was unable to activate transcription or to in-
duce apoptosis.

• The G62D mutant did not bind AMP at all.

• The resulting mutant SOS3 protein was not
able to interact with the SOS2 protein kinase
and was less capable of activating it.

• MYB4 did not localize to the nucleus in the
sad2 mutant, suggesting that SAD2 is re-
quired for MYB4 nuclear trafficking.

In these example cases, altered bio-entities did not
display the biological function of their wild type
(unaltered) counterparts.

3 Experimental qualifiers

Biological annotation efforts are primarily con-
cerned about experimentally confirmed events.
Despite the importance of experimental qualifiers,
only limited effort has been made to construct
comprehensive resources to retrieve assertions that
have experimental support and to construct useful
lexical resources and thesauri of experimental evi-
dence techniques. To detect novel protein interac-
tions that have been experimentally characterized
in the biomedical literature was one of the tasks
posed in the BioCreative challenge, a community
effort to assess text-mining tools developed for the
biomedical domain (Krallinger M, et al, 2008).
Also some systems to detect technical term men-
tions have been developed such as Termine. A
range of recurrent cues relevant for experimental
qualifiers can be observed in the literature, some
of the most relevant ones are summarized in the
table 1.

Using such experimental evidence cues together
with linguistic patterns and NLP techniques it is
feasible to determine whether a given event de-
scribed in the literature has some sort of experi-
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Cue Pattern PMID
reveal METHOD revealed that EVENT 12506203

show METHOD showed that EVENT 17189287

demonstrate METHOD demonstrated that EVENT 18466309

study EVENT was studied by METHOD 15147239

identify EVENT identified in METHOD 10905349

prove EVENT proved by METHOD 16354655

analyze EVENT analyzed by METHOD 9477575

determine EVENT determined by METHOD 12006647

confirm EVENT confirmed using METHOD 10788494

obtain EVENT obtained by METHOD 16582012

support EVENT supported by METHOD 18156215

corroborate EVENT corroborated using METHOD 15757661

validate EVENT validated by METHOD 17287294

verify EVENT verified by METHOD 18296724

detect EVENT detected with METHOD 14581623

discover EVENT discovered by METHOD 11251078

observe EVENT observed using METHOD 16778013

test EVENTwas tested using METHOD 14646219

Table 1: Experimental evidence cue terms.

mental qualifier associated to it. The simplest pat-
terns of this sort would be for instance:

• METHOD cue (a|that|novel|the|this)

• METHOD cue that

• as cue by METHOD

• was cue by METHOD

• cue (in|by|here by|using|via|with) METHOD

Applying such patterns can be useful to con-
struct automatically an experimental technique
dictionary that can be handcrafted to enrich ex-
isting evidential qualifier resources. Nevertheless,
linking automatically extracted experiment terms
to controlled vocabularies used for annotation in
biology is still a challenging task that need more
manually labeled textual data. Some example sen-
tences illustrating the usefulness of experimental
evidence cues can be seen below:

• Gel-shift and co-immunoprecipitation assays
have revealed that GT-1 can interact with and
stabilize the TFIIA-TBP-TATA complex.

• By yeast two-hybrid assays, we demonstrate
an interaction of APC2 with two other APC/C
subunits.

• The specificity of interaction of VIRP1 with
viroid RNA was studied by different method-
ologies, which included Northwestern blot-
ting, plaque lift, and electrophoretic mobility
shift assays.

• A complex containing Mus81p and Rad54p
was identified in immunoprecipitation exper-
iments.

• In addition, we proved by affinity chromatog-
raphy that NaTrxh specifically interacts with
S-RNase.
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Abstract

In Natural Language Processing, negation and modality have mostly been handled
using the older, pre-statistical methodologies of formal representations subject to
rule-based processing. This fits the traditional treatment of negation and modality
in logic-based knowledge representation and linguistics. However, in modern-day
statistics-based NLP, how exactly negation and modality should be taken into ac-
count, and what role these phenomena play overall, is much less clear. The closest
statistics-based NLP gets to semantics at this time is lexical-based word distribu-
tions (such as used in word sense disambiguation) and topic models (such as pro-
duced by Latent Dirichlet Allocation). What exactly in such representations should
a negation or a modality actually apply to? What would, or should, the resulting
effects be? The traditional approaches are of little or no help.

In this talk I argue that neither model is adequate, and that one needs a different
model of semantics to be able to accommodate negation and modality. The tradi-
tional formalisms are impoverished in their absence of an explicit representation
of the denotations of each symbol, and the statistics-based word distributions do
not support the compositionality required of semantics since it is unclear how to
link together two separate word distributions in a semantically meaningful way. A
kind of hybrid, which one could call Distributional Semantics, should be formu-
lated to include the necessary aspects of both: the ability to carry explicit word
associations that are still partitioned so as to allow negation and modality to affect
the representations in intuitively plausible ways is what is required.

I present a specific model of Distributional Semantics that, although still rudi-
mentary, exhibits some of the desired features. I explore the possibilities for ac-
commodating the phenomena of negation and modality. The talk poses many more
questions than it answers and is an invitation to consider Distributional Semantics
as a model for richer and more semantics-oriented statistics-based NLP.
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Abstract

Automatic detection of linguistic negation
in free text is a critical need for many text
processing applications, including senti-
ment analysis. This paper presents a nega-
tion detection system based on a condi-
tional random field modeled using fea-
tures from an English dependency parser.
The scope of negation detection is limited
to explicit rather than implied negations
within single sentences. A new negation
corpus is presented that was constructed
for the domain of English product reviews
obtained from the open web, and the pro-
posed negation extraction system is eval-
uated against the reviews corpus as well
as the standard BioScope negation corpus,
achieving 80.0% and 75.5% F1 scores, re-
spectively. The impact of accurate nega-
tion detection on a state-of-the-art senti-
ment analysis system is also reported.

1 Introduction

The automatic detection of the scope of linguistic
negation is a problem encountered in wide variety
of document understanding tasks, including but
not limited to medical data mining, general fact or
relation extraction, question answering, and senti-
ment analysis. This paper describes an approach
to negation scope detection in the context of sen-
timent analysis, particularly with respect to sen-
timent expressed in online reviews. The canoni-
cal need for proper negation detection in sentiment
analysis can be expressed as the fundamental dif-
ference in semantics inherent in the phrases, “this
is great,” versus, “this is not great.” Unfortunately,
expressions of negation are not always so syntac-
tically simple.

Linguistic negation is a complex topic: there
are many forms of negation, ranging from the use

of explicit cues such as “no” or “not” to much
more subtle linguistic patterns. At the highest
structural level, negations may occur in two forms
(Givón, 1993): morphological negations, where
word roots are modified with a negating prefix
(e.g., “dis-”, “non-”, or “un-”) or suffix (e.g., “-
less”), and syntactic negation, where clauses are
negated using explicitly negating words or other
syntactic patterns that imply negative semantics.
For the purposes of negation scope detection, only
syntactic negations are of interest, since the scope
of any morphological negation is restricted to an
individual word. Morphological negations are
very important when constructing lexicons, which
is a separate but related research topic.

Tottie (1991) presents a comprehensive taxon-
omy of clausal English negations, where each
form represents unique challenges for a negation
scope detection system. The top-level negation
categories – denials, rejections, imperatives, ques-
tions, supports, and repetitions – can be described
as follows:

• Denials are the most common form and are
typically unambiguous negations of a partic-
ular clause, such as, “There is no question
that the service at this restaurant is excellent,”
or, “The audio system on this television is not
very good, but the picture is amazing.”

• Rejections often occur in discourse, where
one participant rejects an offer or sugges-
tion of another, e.g., “Can I get you any-
thing else? No.” However, rejections may ap-
pear in expository text where a writer explic-
itly rejects a previous supposition or expec-
tation, for instance, “Given the poor reputa-
tion of the manufacturer, I expected to be dis-
appointed with the device. This was not the
case.”

• Imperatives involve directing an audience
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away from a particular action, e.g., “Do not
neglect to order their delicious garlic bread.”

• Questions, rhetorical or otherwise, can indi-
cate negations often in the context of surprise
or bewilderment. For example, a reviewer of
a desk phone may write, “Why couldn’t they
include a decent speaker in this phone?”, im-
plying that the phone being reviewed does not
have a decent speaker.

• Supports and Repetitions are used to ex-
press agreement and add emphasis or clar-
ity, respectively, and each involve multiple
expressions of negation. For the purpose of
negation scope detection, each instance of
negation in a support or repetition can be iso-
lated and treated as an independent denial or
imperative.

Tottie also distinguishes between intersenten-
tial and sentential negation. In the case of inter-
sentential negation, the language used in one sen-
tence may explicitly negate a proposition or impli-
cation found in another sentence. Rejections and
supports are common examples of intersentential
negation. Sentential negation, or negations within
the scope of a single sentence, are much more
frequent; thus sentential denials, imperatives, and
questions are the primary focus of the work pre-
sented here.

The goal of the present work is to develop a sys-
tem that is robust to differences in the intended
scope of negation introduced by the syntactic and
lexical features in each negation category. In par-
ticular, as the larger context of this research in-
volves sentiment analysis, it is desirable to con-
struct a negation system that can correctly identify
the presence or absence of negation in spans of text
that are expressions of sentiment. It so follows that
in developing a solution for the specific case of the
negation of sentiment, the proposed system is also
effective at solving the general case of negation
scope identification.

This rest of this paper is organized as follows.
§2 presents related work on the topic of auto-
matic detection of the scope of linguistic nega-
tions. The annotated corpora used to evaluate
the proposed negation scope identification method
are presented in§3, including a new data set de-
veloped for the purpose of identifying negation
scopes in the context of online reviews.§4 de-
scribes the proposed negation scope detection sys-

tem. The novel system is evaluated in§5 in
terms of raw results on the annotated negation cor-
pora as well as the performance improvement on
sentiment classification achieved by incorporating
the negation system in a state-of-the-art sentiment
analysis pipeline. Lessons learned and future di-
rections are discussed in§6.

2 Related work

Negation and its scope in the context of senti-
ment analysis has been studied in the past (Moila-
nen and Pulman, 2007). In this work we focus
on explicit negation mentions, also called func-
tional negation by Choi and Cardie (2008). How-
ever, others have studied various forms of nega-
tion within the domain of sentiment analysis, in-
cluding work on content negators, which typi-
cally are verbs such as “hampered”, “lacked”, “de-
nied”, etc. (Moilanen and Pulman, 2007; Choi
and Cardie, 2008). A recent study by Danescu-
Niculescu-Mizil et al. (2009) looked at the prob-
lem of finding downward-entailing operators that
include a wider range of lexical items, includ-
ing soft negators such as the adverbs “rarely” and
“hardly”.

With the absence of a general purpose corpus
annotating the precise scope of negation in sen-
timent corpora, many studies incorporate nega-
tion terms through heuristics or soft-constraints in
statistical models. In the work of Wilson et al.
(2005), a supervised polarity classifier is trained
with a set of negation features derived from a
list of cue words and a small window around
them in the text. Choi and Cardie (2008) com-
bine different kinds of negators with lexical polar-
ity items through various compositional semantic
models, both heuristic and machine learned, to im-
prove phrasal sentiment analysis. In that work the
scope of negation was either left undefined or de-
termined through surface level syntactic patterns
similar to the syntactic patterns from Moilanen
and Pulman (2007). A recent study by Nakagawa
et al. (2010) developed an semi-supervised model
for sub-sentential sentiment analysis that predicts
polarity based on the interactions between nodes
in dependency graphs, which potentially can in-
duce the scope of negation.

As mentioned earlier, the goal of this work is to
define a system that can identify exactly the scope
of negation in free text, which requires a robust-
ness to the wide variation of negation expression,
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both syntactic and lexical. Thus, this work is com-
plimentary to those mentioned above in that we
are measuring not only whether negation detec-
tion is useful for sentiment, but to what extent we
can determine its exact scope in the text. Towards
this end in we describe both an annotated nega-
tion span corpus as well as a negation span detec-
tor that is trained on the corpus. The span detec-
tor is based on conditional random fields (CRFs)
(Lafferty, McCallum, and Pereira, 2001), which is
a structured prediction learning framework com-
mon in sub-sentential natural language process-
ing tasks, including sentiment analysis (Choi and
Cardie, 2007; McDonald et al., 2007)

The approach presented here resembles work by
Morante and Daelemans (2009), who used IGTree
to predict negation cues and a CRF metalearner
that combined input from k-nearest neighbor clas-
sification, a support vector machine, and another
underlying CRF to predict the scope of nega-
tions within the BioScope corpus. However, our
work represents a simplified approach that re-
places machine-learned cue prediction with a lex-
icon of explicit negation cues, and uses only a sin-
gle CRF to predict negation scopes, with a more
comprehensive model that includes features from
a dependency parser.

3 Data sets

One of the only freely available resources for eval-
uating negation detection performance is the Bio-
Scope corpus (Vincze et al., 2008), which consists
of annotated clinical radiology reports, biological
full papers, and biological abstracts. Annotations
in BioScope consist of labeled negation and spec-
ulation cues along with the boundary of their as-
sociated text scopes. Each cue is associated with
exactly one scope, and the cue itself is considered
to be part of its own scope. Traditionally, negation
detection systems have encountered the most dif-
ficulty in parsing the full papers subcorpus, which
contains nine papers and a total of 2670 sentences,
and so the BioScope full papers were held out as a
benchmark for the methods presented here.

The work described in this paper was part of a
larger research effort to improve the accuracy of
sentiment analysis in online reviews, and it was
determined that the intended domain of applica-
tion would likely contain language patterns that
are significantly distinct from patterns common in
the text of professional biomedical writings. Cor-

rect analysis of reviews generated by web users
requires robustness in the face of ungrammatical
sentences and misspelling, which are both exceed-
ingly rare in BioScope. Therefore, a novel cor-
pus was developed containing the text of entire
reviews, annotated according to spans of negated
text.

A sample of 268 product reviews were obtained
by randomly sampling reviews from Google Prod-
uct Search1 and checking for the presence of nega-
tion. The annotated corpus contains 2111 sen-
tences in total, with 679 sentences determined to
contain negation. Each review was manually an-
notated with the scope of negation by a single per-
son, after achieving inter-annotator agreement of
91% with a second person on a smaller subset of
20 reviews containing negation. Inter-annotator
agreement was calculated using a strict exact span
criteria where both the existenceand the left/right
boundaries of a negation span were required to
match. Hereafter the reviews data set will be re-
ferred to as the Product Reviews corpus.

The Product Reviews corpus was annotated ac-
cording to the following instructions:

1. Negation cues: Negation cues (e.g., the
words “never”, “no”, or “not” in it’s various
forms) are not included the negation scope.
For example, in the sentence, “It was not X”
only “X” is annotated as the negation span.

2. General Principles: Annotate the minimal
span of a negation covering only the portion
of the text being negated semantically. When
in doubt, prefer simplicity.

3. Noun phrases: Typically entire noun
phrases are annotated as within the scope
of negation if a noun within the phrase is
negated. For example, in the sentence, “This
was not a review” the string “a review” is an-
notated. This is also true for more complex
noun phrases, e.g., “This was not a review
of a movie that I watched” should be anno-
tated with the span “a review of a movie that
I watched”.

4. Adjectives in noun phrases: Do not anno-
tate an entire noun phrase if an adjective is all
that is being negated - consider the negation
of each term separately. For instance, “Not

1http://www.google.com/products/
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top-drawer cinema, but still good...”: “top-
drawer” is negated, but “cinema” is not, since
it is still cinema, just not “top-drawer”.

5. Adverbs/Adjective phrases:

(a) Case 1: Adverbial comparatives like
“very,” “really,” “less,” “more”, etc., an-
notate the entire adjective phrase, e.g.,
“It was not very good” should be anno-
tated with the span “very good”.

(b) Case 2: If only the adverb is directly
negated, only annotate the adverb it-
self. E.g., “Not only was it great”, or
“Not quite as great”: in both cases the
subject still “is great”, so just “only”
and “quite” should be annotated, respec-
tively. However, there are cases where
the intended scope of adverbial negation
is greater, e.g., the adverb phrase “just a
small part” in “Tony was on stage for the
entire play. It was not just a small part”.

(c) Case 3: “as good as X”. Try to identify
the intended scope, but typically the en-
tire phrase should be annotated, e.g., “It
was not as good as I remember”. Note
that Case 2 and 3 can be intermixed,
e.g., “Not quite as good as I remem-
ber”, in this case follow 2 and just anno-
tate the adverb “quite”, since it was still
partly “as good as I remember”, just not
entirely.

6. Verb Phrases: If a verb is directly negated,
annotate the entire verb phrase as negated,
e.g., “appear to be red” would be marked in
“It did not appear to be red”.

For the case of verbs (or adverbs), we made no
special instructions on how to handle verbs that
are content negators. For example, for the sen-
tence “I can’t deny it was good”, the entire verb
phrase “deny it was good” would be marked as the
scope of “can’t”. Ideally annotators would also
mark the scope of the verb “deny”, effectively can-
celing the scope of negation entirely over the ad-
jective “good”. As mentioned previously, there are
a wide variety of verbs and adverbs that play such
a role and recent studies have investigated meth-
ods for identifying them (Choi and Cardie, 2008;
Danescu-Niculescu-Mizil et al., 2009). We leave
the identification of the scope of such lexical items

hardly lack lacking lacks
neither nor never no
nobody none nothing nowhere
not n’t aint cant
cannot darent dont doesnt
didnt hadnt hasnt havnt
havent isnt mightnt mustnt
neednt oughtnt shant shouldnt
wasnt wouldnt without

Table 1: Lexicon of explicit negation cues.

and their interaction with explicit negation as fu-
ture work.

The Product Reviews corpus is different from
BioScope in several ways. First, BioScope ignores
direct adverb negation, such that neither the nega-
tion cue nor the negation scope in the the phrase,
“not only,” is annotated in BioScope. Second,
BioScope annotations always include entire adjec-
tive phrases as negated, where our method distin-
guishes between the negation of adjectives and ad-
jective targets. Third, BioScope includes nega-
tion cues within their negation scopes, whereas
our corpus separates the two.

4 System description

As the present work focuses on explicit negations,
the choice was made to develop a lexicon of ex-
plicit negation cues to serve as primary indicators
of the presence of negation. Klima (1964) was the
first to identify negation words using a statistics-
driven approach, by analyzing word co-occurrence
with n-grams that are cues for the presence of
negation, such as “either” and “at all”. Klima’s
lexicon served as a starting point for the present
work, and was further refined through the inclu-
sion of common misspellings of negation cues and
the manual addition of select cues from the “Neg”
and “Negate” tags of the General Inquirer (Stone
et al., 1966). The final list of cues used for the
evaluations in§5 is presented in Table 1. The lex-
icon serves as a reliable signal to detect the pres-
ence of explicit negations, but provides no means
of inferring the scope of negation. For scope de-
tection, additional signals derived from surface
and dependency level syntactic structure are em-
ployed.

The negation scope detection system is built as
an individual annotator within a larger annotation
pipeline. The negation annotator relies on two dis-
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tinct upstream annotators for 1) sentence boundary
annotations, derived from a rule-based sentence
boundary extractor and 2) token annotations from
a dependency parser. The dependency parser is an
implementation of the parsing systems described
in Nivre and Scholz (2004) and Nivre et al. (2007).
Each annotator marks the character offsets for the
begin and end positions of individual annotation
ranges within documents, and makes the annota-
tions available to downstream processes.

The dependency annotator controls multiple
lower-level NLP routines, including tokenization
and part of speech (POS) tagging in addition to
parsing sentence level dependency structure. The
output that is kept for downstream use includes
only POS and dependency relations for each to-
ken. The tokenization performed at this stage is re-
cycled when learning to identify negation scopes.

The feature space of the learning problem ad-
heres to the dimensions presented in Table 2,
and negation scopes are modeled using a first or-
der linear-chain conditional random field (CRF)2,
with a label set of size two indicating whether a
token is within or outside of a negation span. The
features include the lowercased token string, token
POS, token-wise distance from explicit negation
cues, POS information from dependency heads,
and dependency distance from dependency heads
to explicit negation cues. Only unigram features
are employed, but each unigram feature vector is
expanded to include bigram and trigram represen-
tations derived from the current token in conjunc-
tion with the prior and subsequent tokens.

The distance measures can be explained as fol-
lows. Token-wise distance is simply the number
of tokens from one token to another, in the order
they appear in a sentence. Dependency distance is
more involved, and is calculated as the minimum
number of edges that must be traversed in a de-
pendency tree to move from one node (or token)
to another. Each edge is considered to be bidi-
rectional. The CRF implementation used in our
system employs categorical features, so both inte-
ger distances are treated as encodings rather than
continuous values. The number 0 implies that a
token is, or is part of, an explicit negation cue.
The numbers 1-4 encode step-wise distance from
a negation cue, and the number 5 is used to jointly
encode the concepts of “far away” and “not appli-
cable”. The maximum integer distance is 5, which

2Implemented with CRF++: http://crfpp.sourceforge.net/

Feature Description

Word The lowercased token string.
POS The part of speech of a token.
Right Dist. The linear token-wise distance to

the nearest explicit negation cue
to the right of a token.

Left Dist. The linear token-wise distance to
the nearest explicit negation cue
to the left of a token.

Dep1 POS The part of speech of the the first
order dependency of a token.

Dep1 Dist. The minimum number of depen-
dency relations that must be tra-
versed to from the first order de-
pendency head of a token to an
explicit negation cue.

Dep2 POS The part of speech of the the sec-
ond order dependency of a token.

Dep2 Dist. The minimum number of depen-
dency relations that must be tra-
versed to from the second order
dependency head of a token to an
explicit negation cue.

Table 2: Token features used in the conditional
random field model for negation.

was determined empirically.

The negation annotator vectorizes the tokens
generated in the dependency parser annotator and
can be configured to write token vectors to an out-
put stream (training mode) or load a previously
learned conditional random field model and ap-
ply it by sending the token vectors directly to the
CRF decoder (testing mode). The output annota-
tions include document-level negation span ranges
as well as sentence-level token ranges that include
the CRF output probability vector, as well as the
alpha and beta vectors.

5 Results

The negation scope detection system was evalu-
ated against the data sets described in§3. The
negation CRF model was trained and tested
against the Product Reviews and BioScope biolog-
ical full papers corpora. Subsequently, the practi-
cal effect of robust negation detection was mea-
sured in the context of a state-of-the-art sentiment
analysis system.

55



Corpus Prec. Recall F1 PCS
Reviews 81.9 78.2 80.0 39.8
BioScope 80.8 70.8 75.5 53.7

Table 3: Results of negation scope detection.

5.1 Negation Scope Detection

To measure scope detection performance, the
automatically generated results were compared
against each set of human-annotated negation cor-
pora in a token-wise fashion. That is, precision
and recall were calculated as a function of the pre-
dicted versus actual class of each text token. To-
kens made up purely of punctuation were consid-
ered to be arbitrary artifacts of a particular tok-
enization scheme, and thus were excluded from
the results. In keeping with the evaluation pre-
sented by Morante and Daelemans (2009), the
number of perfectly identified negation scopes is
measured separately as the percentage of correct
scopes (PCS). The PCS metric is calculated as the
number of correct spans divided by the number of
true spans, making it a recall measure.

Only binary classification results were consid-
ered (whether a token is of class “negated” or “not
negated”) even though the probabilistic nature of
conditional random fields makes it possible to ex-
press uncertainty in terms of soft classification
scores in the range 0 to 1. Correct predictions of
the absence of negation are excluded from the re-
sults, so the reported measurements only take into
account correct prediction of negation and incor-
rect predictions of either class.

The negation scope detection results for both
the Product Reviews and BioScope corpora are
presented in Table 3. The results on the Product
Reviews corpus are based on seven-fold cross vali-
dation, and the BioScope results are based on five-
fold cross validation, since the BioScope data set
is smaller. For each fold, the number of sentences
with and without negation were balanced in both
training and test sets.

The system was designed primarily to support
the case of negation scope detection in the open
web, and no special considerations were taken to
improve performance on the BioScope corpus. In
particular, the negation cue lexicon presented in
Table 1 was not altered in any way, even though
BioScope contains additional cues such as “rather
than” and “instead of”. This had a noticeable ef-
fect on on recall in BioScope, although in several

Condition Prec. Recall F1 PCS
BioScope,
trained on
Reviews

72.2 42.1 53.5 52.2

Reviews,
trained on
Bioscope

58.8 68.8 63.4 45.7

Table 4: Results for cross-trained negation mod-
els. This shows the results for BioScope with
a model trained on the Product Reviews corpus,
and the results for Product Reviews with a model
trained on the BioScope corpus.

cases the CRF was still able to learn the missing
cues indirectly through lexical features.

In general, the system performed significantly
better on the Product Reviews corpus than on Bio-
Scope, although the performance on BioScope full
papers is state-of-the-art. This can be accounted
for at least partially by the differences in the nega-
tion cue lexicons. However, significantly more
negation scopes were perfectly identified in Bio-
Scope, with a 23% improvement in the PCS metric
over the Product Reviews corpus.

The best reported performance to date on the
BioScope full papers corpus was presented by
Morante and Daelemans (2009), who achieved an
F1 score of 70.9 with predicted negation signals,
and an F1 score of 84.7 by feeding the manually
annotated negation cues to their scope finding sys-
tem. The system presented here compares favor-
ably to Morante and Daelemans’ fully automatic
results, achieving an F1 score of 75.5, which is
a 15.8% reduction in error, although the results
are significantly worse than what was achieved via
perfect negation cue information.

5.2 Cross training

The degree to which models trained on each
corpus generalized to each other was also mea-
sured. For this experiment, each of the two mod-
els trained using the methods described in§5.1
was evaluated against its non-corresponding cor-
pus, such that the BioScope-trained corpus was
evaluated against all of Product Reviews, and the
model derived from Product Reviews was evalu-
ated against all of BioScope.

The cross training results are presented in Ta-
ble 4. Performance is generally much worse, as
expected. Recall drops substantially in BioScope,
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which is almost certainly due to the fact that not
only are several of the BioScope negation cues
missing from the cue lexicon, but the CRF model
has not had the opportunity to learn from the lex-
ical features in BioScope. The precision in Bio-
Scope remains fairly high, and the percentage of
perfectly labeled scopes remains almost the same.
For Product Reviews, an opposing trend can be
seen: precision drops significantly but recall re-
mains fairly high. This seems to indicate that the
scope boundaries in the Product Reviews corpus
are generally harder to predict. The percentage
of perfectly labeled scopes actually increases for
Product Reviews, which could also indicate that
scope boundaries are less noisy in BioScope.

5.3 Effect on sentiment classification

In addition to measuring the raw performance of
the negation scope detection system, an experi-
ment was conducted to measure the effect of the
final negation system within the context of a larger
sentiment analysis system.

The negation system was built into a senti-
ment analysis pipeline consisting of the following
stages:

1. Sentence boundary detection.

2. Sentiment detection.

3. Negation scope detection, applying the sys-
tem described in§4.

4. Sentence sentiment scoring.

The sentiment detection system in stage 2 finds
and scores mentions of n-grams found in a large
lexicon of sentiment terms and phrases. The sen-
timent lexicon is based on recent work using label
propagation over a very large distributional simi-
larity graph derived from the web (Velikovich et
al., 2010), and applies positive or negative scores
to terms such as “good”, “bad”, or “just what the
doctor ordered”. The sentence scoring system in
stage 4 then determines whether any scored senti-
ment terms fall within the scope of a negation, and
flips the sign of the sentiment score for all negated
sentiment terms. The scoring system then sums all
sentiment scores within each sentence and com-
putes overall sentence sentiment scores.

A sample of English-language online reviews
was collected, containing a total of 1135 sen-
tences. Human raters were presented with consec-
utive sentences and asked to classify each sentence
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Figure 1: Precision-recall curve showing the effect
of negation detection on positive sentiment predic-
tion.

as expressing one of the following types of sen-
timent: 1) positive, 2) negative, 3) neutral, or 4)
mixed positive and negative. Each sentence was
reviewed independently by five separate raters,
and final sentence classification was determined
by consensus. Of the original 1135 sentences 216,
or 19%, were found to contain negations.

The effect of the negation system on sentiment
classification was evaluated on the smaller subset
of 216 sentences in order to more precisely mea-
sure the impact of negation detection. The smaller
negation subset contained 73 sentences classified
as positive, 114 classified as negative, 12 classified
as neutral, and 17 classified as mixed. The num-
ber of sentences classified as neutral or mixed was
too small for a useful performance measurement,
so only sentences classified as positive or negative
sentences were considered.

Figures 1 and 2 show the precision-recall curves
for sentences predicted by the sentiment analysis
system to be positive and negative, respectively.
The curves indicate relatively low performance,
which is consistent with the fact that sentiment
polarity detection is notoriously difficult on sen-
tences with negations. The solid lines show per-
formance with the negation scope detection sys-
tem in place, and the dashed lines show perfor-
mance with no negation detection at all. From
the figures, a significant improvement is immedi-
ately apparent at all recall levels. It can also be
inferred from the figures that the sentiment analy-
sis system is significantly biased towards positive
predictions: even though there were significantly
more sentences classified by human raters as neg-
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Figure 2: Precision-recall curve showing the ef-
fect of negation detection on negative sentiment
prediction.

Metric w/o Neg. w/ Neg. % Improv.

Positive Sentiment

Prec. 44.0 64.1 35.9
Recall 54.8 63.7 20.0
F1 48.8 63.9 29.5

Negative Sentiment

Prec. 68.6 83.3 46.8
Recall 21.1 26.3 6.6
F1 32.3 40.0 11.4

Table 5: Sentiment classification results, show-
ing the percentage improvement obtained from in-
cluding negation scope detection (w/ Neg.) over
results obtained without including negation scope
detection (w/o Neg.).

ative, the number of data points for positive pre-
dictions far exceeds the number of negative pre-
dictions, with or without negation detection.

The overall results are presented in Table 5, sep-
arated by positive and negative class predictions.
As expected, performance is improved dramati-
cally by introducing negation scope detection. The
precision of positive sentiment predictions sees the
largest improvement, largely due to the inherent
bias in the sentiment scoring algorithm. F1 scores
for positive and negative sentiment predictions im-
prove by 29.5% and 11.4%, respectively.

6 Conclusions

This paper presents a system for identifying the
scope of negation using shallow parsing, by means

of a conditional random field model informed by
a dependency parser. Results were presented on
the standard BioScope corpus that compare favor-
ably to the best results reported to date, using a
software stack that is significantly simpler than the
best-performing approach.

A new data set was presented that targets the
domain of online product reviews. The product re-
view corpus represents a departure from the stan-
dard BioScope corpus in two distinct dimensions:
the reviews corpus contains diverse common and
vernacular language patterns rather than profes-
sional prose, and also presents a divergent method
for annotating negations in text. Cross-training by
learning a model on one corpus and testing on an-
other suggests that scope boundary detection in the
product reviews corpus may be a more difficult
learning problem, although the method used to an-
notate the reviews corpus may result in a more
consistent representation of the problem.

Finally, the negation system was built into a
state-of-the-art sentiment analysis system in order
to measure the practical impact of accurate nega-
tion scope detection, with dramatic results. The
negation system improved the precision of positive
sentiment polarity detection by 35.9% and nega-
tive sentiment polarity detection by 46.8%. Error
reduction on the recall measure was less dramatic,
but still significant, showing improved recall for
positive polarity of 20.0% and improved recall for
negative polarity of 6.6%.

Future research will include treatment of im-
plicit negation cues, ideally by learning to predict
the presence of implicit negation using a prob-
abilistic model that generates meaningful confi-
dence scores. A related topic to be addressed
is the automatic detection of sarcasm, which is
an important problem for proper sentiment anal-
ysis, particularly in open web domains where lan-
guage is vernacular. Additionally, we would like
to tackle the problem of inter-sentential negations,
which could involve a natural extension of nega-
tion scope detection through co-reference resolu-
tion, such that negated pronouns trigger negations
in text surrounding their pronoun antecedents.
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Abstract

This paper presents a survey on the role of
negationin sentiment analysis. Negation
is a very common linguistic construction
that affects polarity and, therefore, needs
to be taken into consideration in sentiment
analysis.
We will present various computational ap-
proaches modeling negation in sentiment
analysis. We will, in particular, focus
on aspects, such as level of representation
used for sentiment analysis, negation word
detection and scope of negation. We will
also discuss limits and challenges of nega-
tion modeling on that task.

1 Introduction

Sentiment analysisis the task dealing with the
automatic detection and classification of opinions
expressed in text written in natural language.
Subjectivityis defined as the linguistic expression
of somebody’s opinions, sentiments, emotions,
evaluations, beliefs and speculations (Wiebe,
1994). Subjectivity is opposed to objectivity,
which is the expression of facts. It is important to
make the distinction between subjectivity detec-
tion and sentiment analysis, as they are two sep-
arate tasks in natural language processing. Sen-
timent analysis can be dependently or indepen-
dently done from subjectivity detection, although
Pang and Lee (2004) state that subjectivity de-
tection performed prior to the sentiment analysis
leads to better results in the latter.
Although research in this area has started only re-
cently, the substantial growth in subjective infor-
mation on the world wide web in the past years
has made sentiment analysis a task on which con-
stantly growing efforts have been concentrated.

The body of research published on sentiment anal-
ysis has shown that the task is difficult, not only
due to the syntactic and semantic variability of
language, but also because it involves the extrac-
tion of indirect or implicit assessments of objects,
by means of emotions or attitudes. Being a part
of subjective language, the expression of opinions
involves the use of nuances and intricate surface
realizations. That is why the automatic study of
opinions requires fine-grained linguistic analysis
techniques and substantial efforts to extract fea-
tures for machine learning or rule-based systems,
in which subtle phenomena asnegationcan be ap-
propriately incorporated.
Sentiment analysis is considered as a subsequent
task to subjectivity detection, which should ideally
be performed to extract content that is not factual
in nature. Subsequently, sentiment analysis aims
at classifying the sentiment of the opinions into
polarity types (the common types are positive and
negative). This text classification task is also re-
ferred to aspolarity classification.
This paper presents a survey on the role ofnega-
tion in sentiment analysis. Negation is a very com-
mon linguistic construction that affects polarity
and, therefore, needs to be taken into considera-
tion in sentiment analysis. Before we describe the
computational approaches that have been devised
to account for this phenomenon in sentiment anal-
ysis, we will motivate the problem.

2 Motivation

Since subjectivity and sentiment are related to ex-
pressions of personal attitudes, the way in which
this is realized at the surface level influences the
manner in which an opinion is extracted and its
polarity is computed. As we have seen, sentiment
analysis goes a step beyond subjectivity detection,
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including polarity classification. So, in this task,
correctly determining the valence of a text span
(whether it conveys a positive or negative opinion)
is equivalent to the success or failure of the auto-
matic processing.
It is easy to see that Sentence 1 expresses a posi-
tive opinion.

1. I like+ this new Nokia model.

The polarity is conveyed bylike which is apolar
expression. Polar expressions, such aslike or hor-
rible, are words containing a prior polarity. The
negation of Sentence 1, i.e. Sentence 2, using the
negation wordnot, expresses a negative opinion.

2. I do [not like+]− this new Nokia model.

In this example, it is straightforward to notice the
impact of negation on the polarity of the opinion
expressed. However, it is not always that easy
to spot positive and negative opinions in text. A
negation word can also be used in other expres-
sions without constituting a negation of the propo-
sition expressed as exemplified in Sentence 3.

3. Not onlyis this phone expensivebut it is alsoheavy and
difficult to use.

In this context,not does not invert the polarity of
the opinion expressed which remains negative.
Moreover, the presence of an actual negation word
in a sentence does not mean that all its polar opin-
ions are inverted. In Sentence 4, for example, the
negation does not modify the second polar expres-
sion intriguing since the negation andintriguing
are in separate clauses.

4. [I do [not like+]− the design of new Nokia model] but
[it contains some intriguing+ new functions].

Therefore, when treating negation, one must be
able to correctly determine the scope that it has
(i.e. determine what part of the meaning expressed
is modified by the presence of the negation).
Finally, the surface realization of a negation is
highly variable, depending on various factors,
such as the impact the author wants to make on
the general text meaning, the context, the textual
genre etc. Most of the times, its expression is far
from being simple (as in the first two examples),
and does not only contain obvious negation words,
such asnot, neitheror nor. Research in the field
has shown that there are many other words that in-
vert the polarity of an opinion expressed, such as
diminishers/valence shifters(Sentence 5),connec-
tives(Sentence 6), or evenmodals(Sentence 7).

5. I find the functionality of the new phonelesspractical.

6. Perhaps it is a great phone,but I fail to see why.

7. In theory, the phoneshouldhave worked even under
water.

As can be seen from these examples, modeling
negation is a difficult yet important aspect of sen-
timent analysis.

3 The Survey

In this survey, we focus on work that has presented
novel aspects for negation modeling in sentiment
analysis and we describe them chronologically.

3.1 Negation and Bag of Words in Supervised
Machine Learning

Several research efforts in polarity classification
employ supervised machine-learning algorithms,
like Support Vector Machines, Naı̈ve Bayes Clas-
sifiers or Maximum Entropy Classifiers. For these
algorithms, already a low-level representation us-
ing bag of words is fairly effective (Pang et al.,
2002). Using a bag-of-words representation, the
supervised classifier has to figure out by itself
which words in the dataset, or more precisely fea-
ture set, are polar and which are not. One either
considers all words occurring in a dataset or, as
in the case of Pang et al. (2002), one carries out
a simple feature selection, such as removing infre-
quent words. Thus, the standard bag-of-words rep-
resentation does not contain any explicit knowl-
edge of polar expressions. As a consequence of
this simple level of representation, the reversal
of the polarity type of polar expressions as it is
caused by a negation cannot be explicitly modeled.
The usual way to incorporate negation modeling
into this representation is to add artificial words:
i.e. if a wordx is preceded by a negation word,
then rather than considering this as an occurrence
of the featurex, a new featureNOT x is created.
The scope of negation cannot be properly modeled
with this representation either. Pang et al. (2002),
for example, consider every word until the next
punctuation mark. Sentence 2 would, therefore,
result in the following representation:

8. I do not NOTlike NOT this NOT new NOT Nokia
NOT model.

The advantage of this feature design is that a plain
occurrence and a negated occurrence of a word are
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reflected by two separate features. The disadvan-
tage, however, is that these two contexts treat the
same word as two completely different entities.
Since the words to be considered are unrestricted,
any word – no matter whether it is an actual po-
lar expression or not – is subjected to this nega-
tion modification. This is not only linguistically
inaccurate but also increases the feature space with
more sparse features (since the majority of words
will only be negated once or twice in a corpus).
Considering these shortcomings, it comes to no
surprise that the impact of negation modeling on
this level of representation is limited. Pang et al.
(2002) report only anegligible improvement by
adding the artificial features compared to plain bag
of words in which negation is not considered.
Despite the lack of linguistic plausibility, super-
vised polarity classifiers using bag of words (in
particular, if training and testing are done on the
same domain) offer fairly good performance. This
is, in particular, the case on coarse-grained clas-
sification, such as on document level. The suc-
cess of these methods can be explained by the
fact that larger texts contain redundant informa-
tion, e.g. it does not matter whether a classifier
cannot model a negation if the text to be classi-
fied contains twenty polar opinions and only one
or two contain a negation. Another advantage
of these machine learning approaches on coarse-
grained classification is their usage of higher order
n-grams. Imagine a labeled training set of docu-
ments contains frequent bigrams, such asnot ap-
pealingor less entertaining. Then a feature set us-
ing higher order n-grams implicitly contains nega-
tion modeling. This also partially explains the ef-
fectiveness of bigrams and trigrams for this task as
stated in (Ng et al., 2006).
The dataset used for the experiments in (Pang et
al., 2002; Ng et al., 2006) has been established as
a popular benchmark dataset for sentiment analy-
sis and is publicly available1.

3.2 Incorporating Negation in Models that
Include Knowledge of Polar Expressions
- Early Works

The previous subsection suggested that appropri-
ate negation modeling for sentiment analysis re-
quires the awareness of polar expressions. One
way of obtaining such expressions is by using a

1http://www.cs.cornell.edu/people/
pabo/movie-review-data

polarity lexicon which contains a list of polar ex-
pressions and for each expression the correspond-
ing polarity type. A simple rule-based polarity
classifier derived from this knowledge typically
counts the number of positive and negative polar
expressions in a text and assigns it the polarity
type with the majority of polar expressions. The
counts of polar expressions can also be used as
features in a supervised classifier. Negation is typ-
ically incorporated in those features, e.g. by con-
sidering negated polar expressions as unnegated
polar expressions with the opposite polarity type.

3.2.1 Contextual Valence Shifters

The first computational model that accounts for
negation in a model that includes knowledge of
polar expressions is (Polanyi and Zaenen, 2004).
The different types of negations are modeled via
contextual valence shifting. The model assigns
scores to polar expressions, i.e. positive scores to
positive polar expressions and negative scores to
negative polar expressions, respectively. If a polar
expression is negated, its polarity score is simply
inverted (see Example 1).

clever(+2)→ not clever(−2) (1)

In a similar fashion, diminishers are taken into
consideration. The difference is, however, that
the score is only reduced rather than shifted to the
other polarity type (see Example 2).

efficient(+2)→ rather efficient(+1) (2)

Beyond that the model also accounts for modals,
presuppositional items and even discourse-based
valence shifting. Unfortunately, this model is
not implemented and, therefore, one can only
speculate about its real effectiveness.

Kennedy and Inkpen (2005) evaluate a nega-
tion model which is fairly identical to the one pro-
posed by Polanyi and Zaenen (2004) (as far as
simple negation words and diminishers are con-
cerned) in document-level polarity classification.
A simple scope for negation is chosen. A polar
expression is thought to be negated if the negation
word immediately precedes it. In an extension of
this work (Kennedy and Inkpen, 2006) a parser is
considered for scope computation. Unfortunately,
no precise description of how the parse is used
for scope modeling is given in that work. Neither
is there a comparison of these two scope models
measuring their respective impacts.
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Final results show that modeling negation is im-
portant and relevant, even in the case of such sim-
ple methods. The consideration of negation words
is more important than that of diminishers.

3.2.2 Features for Negation Modeling

Wilson et al. (2005) carry out more advanced
negation modeling on expression-level polarity
classification. The work uses supervised machine
learning where negation modeling is mostly en-
coded as features using polar expressions. The
features for negation modeling are organized in
three groups:

• negation features

• shifter features

• polarity modification features

Negation featuresdirectly relate to negation ex-
pressions negating a polar expression. One feature
checks whether a negation expression occurs in a
fixed window of four words preceding the polar
expression. The other feature accounts for a polar
predicate having a negated subject. This frequent
long-range relationship is illustrated in Sentence 9.

9. [No politically prudent Israeli]subject could
supportpolar pred either of them.

All negation expressions are additionally disam-
biguated as some negation words do not function
as a negation word in certain contexts, e.g.not to
mentionor not just.
Shifter featuresare binary features checking the
presence of different types ofpolarity shifters. Po-
larity shifters, such aslittle, are weaker than ordi-
nary negation expressions. They can be grouped
into three categories, general polarity shifters,
positive polarity shifters, and negative polarity
shifters. General polarity shifters reverse polarity
like negations. The latter two types only reverse
a particular polarity type, e.g. the positive shifter
abateonly modifies negative polar expressions as
in abate the damage. Thus, the presence of a pos-
itive shifter may indicate positive polarity. The set
of words that are denoted by these three features
can be approximately equated with diminishers.
Finally, polarity modification featuresdescribe
polar expressions of a particular type modify-
ing or being modified by other polar expressions.
Though these features do not explicitly contain
negations, language constructions which are sim-
ilar to negation may be captured. In the phrase

[disappointed− hope+]−, for instance, a negative
polar expression modifies a positive polar expres-
sion which results in an overall negative phrase.
Adding these three feature groups to a feature
set comprising bag of words and features count-
ing polar expressions results in a significant im-
provement. In (Wilson et al., 2009), the experi-
ments of Wilson et al. (2005) are extended by a
detailed analysis on the individual effectiveness of
the three feature groups mentioned above. The re-
sults averaged over four different supervised learn-
ing algorithms suggest that the actual negation fea-
tures are most effective whereas the binary polar-
ity shifters have the smallest impact. This is con-
sistent with Kennedy and Inkpen (2005) given the
similarity of polarity shifters and diminishers.
Considering the amount of improvement that is
achieved by negation modeling, the improvement
seems to be larger in (Wilson et al., 2005). There
might be two explanations for this. Firstly, the
negation modeling in (Wilson et al., 2005) is con-
siderably more complex and, secondly, Wilson et
al. (2005) evaluate on a more fine-grained level
(i.e. expression level) than Kennedy and Inkpen
(2005) (they evaluate on document level). As al-
ready pointed out in §3.1, document-level polar-
ity classification contains more redundant infor-
mation than sentence-level or expression-level po-
larity classification, therefore complex negation
modeling on these levels might be more effective
since the correct contextual interpretation of an in-
dividual polar expression is far more important2.
The fine-grained opinion corpus used in (Wilson
et al., 2005; Wilson et al., 2009) and all the re-
sources necessary to replicate the features used in
these experiments are also publicly available3.

3.3 Other Approaches

The approaches presented in the previous sec-
tion (Polanyi and Zaenen, 2004; Kennedy and
Inkpen, 2005; Wilson et al., 2005) can be consid-
ered as the works pioneering negation modeling
in sentiment analysis. We now present some more
recent work on that topic. All these approaches,
however, are heavily related to these early works.

2This should also explain why most subsequent works
(see §3.3) have been evaluated on fine-grained levels.

3The corpus is available under:
http://www.cs.pitt.edu/mpqa/
databaserelease and the resources
for the features are part of OpinionFinder:
http://www.cs.pitt.edu/mpqa/
opinionfinderrelease

63



3.3.1 Semantic Composition

In (Moilanen and Pulman, 2007), a method to
compute the polarity of headlines and complex
noun phrases using compositional semantics is
presented. The paper argues that the principles of
this linguistic modeling paradigm can be success-
fully applied to determine the subsentential polar-
ity of the sentiment expressed, demonstrating it
through its application to contexts involving senti-
ment propagation, polarity reversal (e.g. through
the use of negation following Polanyi and Zae-
nen (2004) and Kennedy and Inkpen (2005)) or
polarity conflict resolution. The goal is achieved
through the use of syntactic representations of sen-
tences, on which rules for composition are de-
fined, accounting for negation (incrementally ap-
plied to constituents depending on the scope) us-
ing negation words, shifters and negative polar ex-
pressions. The latter are subdivided into differ-
ent categories, such that special words are defined,
whose negative intensity is strong enough that they
have the power to change the polarity of the entire
text spans or constituents they are part of.
A similar approach is presented by Shaikh et al.
(2007). The main difference to Moilanen and
Pulman (2007) lies in the representation format
on which the compositional model is applied.
While Moilanen and Pulman (2007) use syntac-
tic phrase structure trees, Shaikh et al. (2007) con-
sider a more abstract level of representation be-
ing verb frames. The advantage of a more abstract
level of representation is that it more accurately
represents the meaning of the text it describes.
Apart from that, Shaikh et al. (2007) design a
model for sentence-level classification rather than
for headlines or complex noun phrases.
The approach by Moilanen and Pulman (2007) is
not compared against another established classifi-
cation method whereas the approach by Shaikh et
al. (2007) is evaluated against a non-compositional
rule-based system which it outperforms.

3.3.2 Shallow Semantic Composition

Choi and Cardie (2008) present a more lightweight
approach using compositional semantics towards
classifying the polarity of expressions. Their
working assumption is that the polarity of a phrase
can be computed in two steps:

• the assessment of polarity of the constituents

• the subsequent application of a set of previously-
defined inference rules

An example rule, such as:

Polarity([NP1]− [IN] [NP2]−) = + (3)

may be applied to expressions, such as
[lack]−NP1 [of]IN [crime]−NP2 in rural areas.
The advantage of these rules is that they restrict
the scope of negation to specific constituents
rather than using the scope of the entire target
expression.
Such inference rules are very reminiscent of
polarity modification features(Wilson et al.,
2005), as a negative polar expression is modified
by positive polar expression. The rules presented
by Choi and Cardie (2008) are, however, much
more specific, as they define syntactic contexts of
the polar expressions. Moreover, from each con-
text a direct polarity for the entire expression can
be derived. In (Wilson et al., 2005), this decision
is left to the classifier. The rules are also similar
to the syntactic rules from Moilanen and Pulman
(2007). However, they involve less linguistic
processing and are easier to comprehend4. The
effectiveness of these rules are both evaluated in
rule-based methods and a machine learning based
method where they are anchored as constraints
in the objective function. The results of their
evaluation show that the compositional methods
outperform methods using simpler scopes for
negation, such as considering the scope of the
entire target expression. The learning method
incorporating the rules also slightly outperforms
the (plain) rule-based method.

3.3.3 Scope Modeling

In sentiment analysis, the most prominent work
examining the impact of different scope models
for negation is (Jia et al., 2009). The scope de-
tection method that is proposed considers:

• static delimiters

• dynamic delimiters

• heuristic rules focused on polar expressions

Static delimitersare unambiguous words, such as
becauseor unlessmarking the beginning of an-
other clause. Dynamic delimitersare, however,

4It is probably due to the latter, that these rules have
been successfully re-used in subsequent works, most promi-
nently Klenner et al. (2009).
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ambiguous, e.g.like and for, and require disam-
biguation rules, using contextual information such
as their pertaining part-of-speech tag. These de-
limiters suitably account for various complex sen-
tence types so that only the clause containing the
negation is considered.
The heuristic rulesfocus on cases in which po-
lar expressions in specific syntactic configurations
are directly preceded by negation words which re-
sults in the polar expression becoming a delimiter
itself. Unlike Choi and Cardie (2008), these rules
require a proper parse and reflect grammatical re-
lationships between different constituents.
The complexity of the scope model proposed
by Jia et al. (2009) is similar to the ones of
the compositional models (Moilanen and Pulman,
2007; Shaikh et al., 2007; Choi and Cardie, 2008)
where scope modeling is exclusively incorporated
in the compositional rules.
Apart from scope modeling, Jia et al. (2009) also
employ a complex negation term disambiguation
considering not only phrases in which potential
negation expressions do not have an actual negat-
ing function (as already used in (Wilson et al.,
2005)), but alsonegative rhetorical questionsand
restricted comparative sentences.
On sentence-level polarity classification, their
scope model is compared with

• a simple negation scope using a fixed window size
(similar to the negation feature in (Wilson et al., 2005))

• the text span until the first occurrence of a polar expres-
sion following the negation word

• the entire sentence

The proposed method consistently outperforms
the simpler methods proving that the incorpora-
tion of linguistic insights into negation modeling
is meaningful. Even on polarity document re-
trieval, i.e. a more coarse-grained classification
task where contextual disambiguation usually
results in a less significant improvement, the
proposed method also outperforms the other
scopes examined.
There have only been few research efforts in
sentiment analysis examining the impact of scope
modeling for negation in contrast to other research
areas, such as the biomedical domain (Huang and
Lowe, 2007; Morante et al., 2008; Morante and
Daelemans, 2009). This is presumably due to the
fact that only for the biomedical domain, publicly
available corpora containing annotation for the
scope of negation exist (Szarvas et al., 2008). The

usability of those corpora for sentiment analysis
has not been tested.

3.4 Negation within Words

So far, negation has only be considered as a phe-
nomenon that affects entire words or phrases.
The word expressing a negation and the words
or phrases being negated are disjoint. There are,
however, cases in which both negation and the
negated content which can also be opinionated
are part of the same word. In case, these words
are lexicalized, such asflaw-less, and are conse-
quently to be found a polarity lexicon, this phe-
nomenon does not need to be accounted for in sen-
timent analysis. However, since this process is (at
least theoretically) productive, fairly uncommon
words, such asnot-so-nice, anti-war or offensive-
lesswhich are not necessarily contained in lexical
resources, may emerge as a result of this process.
Therefore, a polarity classifier should also be able
to decompose words and carry out negation mod-
eling within words.
There are only few works addressing this particu-
lar aspect (Moilanen and Pulman, 2008; Ku et al.,
2009) so it is not clear how much impact this type
of negation has on an overall polarity classification
and what complexity of morphological analysis is
really necessary. We argue, however, that in syn-
thetic languages where negation may regularly be
realized as an affix rather than an individual word,
such an analysis is much more important.

3.5 Negation in Various Languages

Current research in sentiment analysis mainly fo-
cuses on English texts. Since there are signifi-
cant structural differences among the different lan-
guages, some particular methods may only cap-
ture the idiosyncratic properties of the English lan-
guage. This may also affect negation modeling.
The previous section already stated that the need
for morphological analyses may differ across the
different languages.
Moreover, the complexity of scope modeling may
also be language dependent. In English, for ex-
ample, modeling the scope of a negation as a
fixed window size of words following the oc-
currence of a negation expression already yields
a reasonable performance (Kennedy and Inkpen,
2005). However, in other languages, for example
German, more complex processing is required as
the negated expression may either precede (Sen-
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tence 10) or follow (Sentence 11) the negation ex-
pression. Syntactic properties of the negated noun
phrase (i.e. the fact whether the negated polar ex-
pression is a verb or an adjective) determine the
particular negation construction.

10. Peter mag den Kuchen nicht.

Peter likes the cake not.

‘Peter does not like the cake.’

11. Der Kuchen ist nicht köstlich.

The cake is not delicious.

‘The cake is not delicious.’

These items show that, clearly, some more ex-
tensive cross-lingual examination is required in or-
der to be able to make statements of the general
applicability of specific negation models.

3.6 Bad and Not Good are Not the Same

The standard approach of negation modeling sug-
gests to consider a negated polar expression, such
asnot bad, as an unnegated polar expression with
the opposite polarity, such asgood. Liu and Seneff
(2009) claim, however, that this is an oversimpli-
fication of language.Not badandgoodmay have
the same polarity but they differ in their respec-
tive polar strength, i.e.not bad is less positive
than good. That is why, Liu and Seneff (2009)
suggest a compositional model in which for indi-
vidual adjectives and adverbs (the latter include
negations) a prior rating score encoding their in-
tensity and polarity is estimated from pros and
cons of on-line reviews. Moreover, compositional
rules for polar phrases, such asadverb-adjectiveor
negation-adverb-adjectiveare defined exclusively
using the scores of the individual words. Thus,
adverbs function like universal quantifiers scaling
either up or down the polar strength of the specific
polar adjectives they modify. The model indepen-
dently learns what negations are, i.e. a subset of
adverbs having stronger negative scores than other
adverbs. In short, the proposed model provides
a unifying account for intensifiers (e.g.very), di-
minishers, polarity shifters and negation words. Its
advantage is that polarity is treated composition-
ally and is interpreted as a continuum rather than
a binary classification. This approach reflects its
meaning in a more suitable manner.

3.7 Using Negations in Lexicon Induction

Many classification approaches illustrated above
depend on the knowledge of which natural lan-

guage expressions are polar. The process of ac-
quiring such lexical resources is called lexicon in-
duction. The observation that negations co-occur
with polar expressions has been used for inducing
polarity lexicons on Chinese in an unsupervised
manner (Zagibalov and Carroll, 2008). One ad-
vantage of negation is that though the induction
starts with just positive polar seeds, the method
also accomplishes to extract negative polar expres-
sions since negated mentions of the positive po-
lar seeds co-occur with negative polar expressions.
Moreover, and more importantly, the distribution
of the co-occurrence between polar expressions
and negations can be exploited for the selection of
those seed lexical items. The model presented by
Zagibalov and Carroll (2008) relies on the obser-
vation that a polar expression can be negated but it
occurs more frequently without the negation. The
distributional behaviour of an expression, i.e. sig-
nificantly often co-occurring with a negation word
but significantly more often occurring without a
negation word makes up a property of a polar ex-
pression. The data used for these experiments are
publicly available5.

3.8 Irony – The Big Challenge

Irony is a rhetorical process of intentionally using
words or expressions for uttering meaning that is
different from the one they have when used liter-
ally (Carvalho et al., 2009). Thus, we consider
that the use of irony can reflect an implicit nega-
tion of what is conveyed through the literal use of
the words. Moreover, due to its nature irony is
mostly used to express a polar opinion.
Carvalho et al. (2009) confirm the relevance of
(verbal) irony for sentiment analysis by an error
analysis of their present classifier stating that a
large proportion of misclassifications derive from
their system’s inability to account for irony.
They present predictive features for detecting
irony in positive sentences (which are actually
meant to have a negative meaning). Their find-
ings are that the use of emoticons or expressions
of gestures and the use of quotation marks within
a context in which no reported speech is included
are a good signal of irony in written text. Although
the use of these clues in the defined patterns helps
to detect some situations in which irony is present,
they do not fully represent the phenomenon.

5http://www.informatics.sussex.ac.uk/
users/tz21/coling08.zip
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A data-driven approach for irony detection on
product-reviews is presented in (Tsur et al., 2010).
In the first stage, a considerably large list of simple
surface patterns of ironic expressions are induced
from a small set of labeled seed sentences. A pat-
tern is a generalized word sequence in which con-
tent words are replaced by a genericCWsymbol.
In the second stage, the seed sentences are used to
collect more examples from the web, relying on
the assumption that sentences next to ironic ones
are also ironic. In addition to these patterns, some
punctuation-based features are derived from the
labeled sentences. The acquired patterns are used
as features along the punctuation-based features
within a k nearest neighbour classifier. On an in-
domain test set the classifier achieves a reasonable
performance. Unfortunately, these experiments
only elicit few additional insights into the general
nature of irony. As there is no cross-domain eval-
uation of the system, it is unclear in how far this
approach generalizes to other domains.

4 Limits of Negation Modeling in
Sentiment Analysis

So far, this paper has not only outlined the impor-
tance of negation modeling in sentiment analysis
but it has also shown different ways to account for
this linguistic phenomenon. In this section, we
present the limits of negation modeling in senti-
ment analysis.
Earlier in this paper, we stated that negation mod-
eling depends on the knowledge of polar expres-
sions. However, the recognition of genuine polar
expressions is still fairly brittle. Many polar ex-
pressions, such asdiseaseare ambiguous, i.e. they
have a polar meaning in one context (Sentence 12)
but do not have one in another (Sentence 13).

12. He is adiseaseto every team he has gone to.

13. Early symptoms of thediseaseare headaches, fevers,
cold chills and body pain.

In a pilot study (Akkaya et al., 2009), it has al-
ready been shown that applyingsubjectivity word
sense disambiguationin addition to the feature-
based negation modeling approach of Wilson et al.
(2005) results in an improvement of performance
in polarity classification.
Another problem is that some polar opinions are
not lexicalized. Sentence 14 is a negativeprag-
matic opinion(Somasundaran and Wiebe, 2009)
which can only be detected with the help of exter-
nal world knowledge.

14. The next time I hear this song on the radio, I’ll throw
my radio out of the window.

Moreover, the effectiveness of specific negation
models can only be proven with the help of cor-
pora containing those constructions or the type of
language behaviour that is reflected in the mod-
els to be evaluated. This presumably explains why
rare constructions, such as negations using con-
nectives (Sentence 6 in §2), modals (Sentence 7
in §2) or other phenomena presented in the con-
ceptual model of Polanyi and Zaenen (2004), have
not yet been dealt with.

5 Conclusion

In this paper, we have presented a survey on
the role of negation in sentiment analysis. The
plethora of work presented on the topic proves that
this common linguistic construction is highly rel-
evant for sentiment analysis.
An effective negation model for sentiment analy-
sis usually requires the knowledge of polar expres-
sions. Negation is not only conveyed by common
negation words but also other lexical units, such as
diminishers. Negation expressions are ambiguous,
i.e. in some contexts do not function as a nega-
tion and, therefore, need to be disambiguated. A
negation does not negate every word in a sentence,
therefore, using syntactic knowledge to model the
scope of negation expressions is useful.
Despite the existence of several approaches to
negation modeling for sentiment analysis, in or-
der to make general statements about the effective-
ness of specific methods systematic comparative
analyses examining the impact of different nega-
tion models (varying in complexity) with regard to
classification type, text granularity, target domain,
language etc. still need to be carried out.
Finally, negation modeling is only one aspect that
needs to be taken into consideration in sentiment
analysis. In order to fully master this task, other
aspects, such as a more reliable identification of
genuine polar expressions in specific contexts, are
at least as important as negation modeling.
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Abstract 

The correct interpretation of biomedical texts 

by text mining systems requires the recogni-

tion of a range of types of high-level informa-

tion (or meta-knowledge) about the text. Ex-

amples include expressions of negation and 

speculation, as well as pragmatic/rhetorical in-

tent (e.g. whether the information expressed 

represents a hypothesis, generally accepted 

knowledge, new experimental knowledge, 

etc.) Although such types of information have 

previously been annotated at the text-span 

level (most commonly sentences), annotation 

at the level of the event is currently quite 

sparse. In this paper, we focus on the evalua-

tion of the multi-dimensional annotation 

scheme that we have developed specifically 

for enriching bio-events with meta-knowledge 

information. Our annotation scheme is in-

tended to be general enough to allow integra-

tion with different types of bio-event annota-

tion, whilst being detailed enough to capture 

important subtleties in the nature of the meta-

knowledge expressed in the text. To our 

knowledge, our scheme is unique within the 

field with regards to the diversity of meta-

knowledge aspects annotated for each event, 

whilst the evaluation results have confirmed 

its feasibility and soundness.  

1 Introduction 

The ability to recognise high-level information 

(or meta-knowledge) relating to the interpreta-

tion of texts is an important task for text mining 

systems. There are several types of meta-

knowledge that fall under this category. For ex-

ample, the detection of expressions of specula-

tion and negation is important across all do-

mains, although the way in which these phenom-

ena are expressed may be domain-specific. In 

scientific texts, it is also important to be able to 

determine other types of information, such as the 

author‟s rhetorical/pragmatic intent (de Waard et 

al., 2009). This would correspond to whether the 

information expressed represents a hypothesis, 

accepted knowledge, new experimental knowl-

edge, etc.  

The ability to distinguish between these dif-

ferent types of information can be important for 

tasks such as  building and updating models of 

biological processes, like pathways (Oda et al., 

2008), and curation of biological databases 

(Ashburner et al., 2000). Central to both of these 

tasks is the identification of new knowledge that 

can enhance these resources, e.g. to build upon 

an existing, but incomplete model of a biological 

process (Lisacek et al., 2005) or to ensure that 

the database is kept up to date. Any new knowl-

edge added should be supported though evi-

dence, which could include linking hypotheses 

with experimental findings. It is also important to 

take into account inconsistencies and contradic-

tions reported in the literature. 

The production of annotated corpora can help 

to train text mining systems to recognise types of 

meta-knowledge, such as the above. Although a 

number of such corpora have already been pro-

duced, different annotation schemes are required 

according to the exact domain under considera-

tion, as well as the types of task that will be un-

dertaken by the text mining system.  

The work described in this paper is focused on 

the design and evaluation of the meta-knowledge 

annotation scheme described in Nawaz et al., 

(2010). The annotation scheme has been specifi-

cally designed to recognise a range of meta-

knowledge types for events extracted from bio-

medical texts (henceforth bio-events). The aim is 

to facilitate the development of more useful sys-

tems in the context of various biomedical infor-

mation extraction (IE) and textual inference (TI) 

tasks. Although the scheme has been designed 
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for application to existing bio-event corpora, it is 

intended to be applied to any type of bio-relation 

corpora, and can easily be tailored for other types 

of relations/events within the domain. 

1.1  Bio-Event Representation of Text 

Searching for relevant information in electronic 

documents is most commonly carried out by en-

tering keywords into a search engine. However, 

such searches will normally return a huge num-

ber of documents, many of which will be irrele-

vant to the user‟s needs.  

A more promising and efficient way of search-

ing is over events that have been extracted from 

texts through the application of natural language 

processing methods. An event is a structured rep-

resentation of a certain piece of information con-

tained within the text, which is usually anchored 

to a particular word in the text (typically a verb 

or noun) that is central to the description of the 

event. Events are often represented by a tem-

plate-like structure with slots that are filled by 

the event participants. Each event participant is 

also assigned a role within the event. These par-

ticipants can be entities, concepts or even other 

events. This kind of event representation allows 

the information contained in a text to be repre-

sented as a collection of nested events.  

A bio-event is an event specialised for the 

biomedical domain. Kim et al. (2008) define a 

bio-event as a dynamic bio-relation involving 

one or more participants. These participants can 

be bio-entities or (other) bio-events, and are each 

assigned a semantic role/slot like theme and 

cause etc. Each bio-event is typically assigned a 

type/class from a chosen bio-event taxon-

omy/ontology, e.g., the GENIA Event Ontology 

(Kim et al., 2008). Similarly, the bio-entities are 

also assigned types/classes from a chosen bio-

term taxonomy/ontology, e.g., the Gene Ontol-

ogy (Ashburner et al., 2000). 

As an example, consider the simple sentence 

shown in Figure 1. 

This sentence contains a single bio-event, an-

chored to the verb activates. Figure 2 shows a 

typical structured representation of this bio-

event. 

The fact that the verb is anchored to the verb 

activates allows the event-type of positive regu-

lation to be assigned. The event has two slots, 

i.e. theme and cause whose labels help to charac-

terise the contribution that the slot filler makes 

towards the meaning of the event. In this case, 

the slots are filled by the subject and object of 

the verb activates, both of which correspond to 

different types of bio-entities (i.e. operon and 

protein).  

IE systems trained to extract bio-events from 

texts allow users to formulate semantic queries 

over the extracted events. Such queries can  

specify semantic restrictions on the events in 

terms of event types, semantic role labels and 

named entity types etc. (Miyao et al., 2006), in 

addition to particular keywords. For example, it 

would be possible to search only for those texts 

containing bio-events of type nega-

tive_regulation where the cause is an entity of 

type protein. Such queries provide a great deal 

more descriptive power than traditional keyword 

searches over unstructured documents.  Bio-

medical corpora that have been manually anno-

tated with event level information (e.g., Pyysalo 

et al., 2007; Kim et al., 2008; Thompson et al., 

2009) facilitate the training of systems such as 

those described above.  

Whilst event-based querying has advantages 

for efficient searching, the extracted events have 

little practical use if they are not accompanied by 

meta-knowledge information to aid in their inter-

pretation.  

1.2 Existing Meta-knowledge Annotation 

Various corpora of biomedical literature (ab-

stracts and/or full papers) have been produced 

that feature some degree of meta-knowledge an-

notation. These corpora vary in both the richness 

of the annotation added, and the type/size of the 

units at which the meta-knowledge annotation 

has been performed. Taking the unit of annota-

tion into account, we can distinguish between 

annotations that apply to continuous text-spans, 

and annotations that have been performed at the 

event level. 

Text-Span Annotation: Such annotations have 

mostly been carried out at the sentence level. 

They normally concentrate on a single aspect (or 

The results suggest that the narL gene product 

activates the nitrate reductase operon. 

 
Figure 1. A Simple Sentence from a Biomedi-

cal Abstract 

Figure 2. Typical Structured Representation 

of the Bio-Event mentioned in Figure 1 

EVENT-TRIGGER: activates 

EVENT-TYPE: positive_regulation 

THEME: nitrate reductase operon: operon 

CAUSE: narL gene product: protein 

 

70



dimension) of meta-knowledge, normally either 

speculation/certainty level, (e.g., Light et al., 

2004; Medlock & Briscoe, 2007; Vincze et al., 

2008) or general information content/rhetorical 

intent, e.g., background, methods, results, in-

sights. This latter type of annotation has been 

attempted both on abstracts, (e.g., McKnight & 

Srinivasan, 2003; Ruch et al., 2007) and full pa-

pers, (e.g. Teufel et al., 1999; Langer et al., 2004; 

Mizuta & Collier, 2004), with the number of dis-

tinct annotation categories varying between 4 

and 14.  

Despite the availability of these corpora, anno-

tation at the sentence level can often be too 

granular. In terms of information content, a sen-

tence may describe, for example, both an ex-

perimental method and its results. The situation 

becomes more complicated if a sentence contains 

an expression of speculation. If this is only 

marked at the sentence level, there may be con-

fusion about which part(s) of the sentence are 

affected by the speculative expression.  

Certain corpora and associated systems have 

attempted to address these issues. The BioScope 

corpus (Vincze et al., 2008) annotates the scopes 

of negative and speculative keywords, whilst 

Morante & Daelemans (2009) have trained a sys-

tem to undertake this task. The scheme described 

by Wilbur et al. (2006) applies annotation to 

fragments of sentences, which are created on the 

basis of changes in the meta-knowledge ex-

pressed. The scheme consists of multiple annota-

tion dimensions which capture aspects of both 

certainty and rhetorical/pragmatic intent, 

amongst other things. Training a system to auto-

matically annotate these dimensions is shown to 

be highly feasible (Shatkay et al., 2008). 

Event-Level Annotation: Explicit annotation of 

meta-knowledge at the event-level is currently 

rather minimal within biomedical corpora. 

Whilst several corpora contain annotations to 

distinguish positive and negative events (e.g. 

Sanchez-Graillet & Poesio, 2007; Pyysalo et al., 

2007), the annotation of the GENIA Event Cor-

pus (Kim et al., 2008) is slightly more extensive, 

in that it additionally annotates certainty level. 

To our knowledge, no existing bio-event corpus 

has attempted annotation that concerns rhetori-

cal/pragmatic intent.  

 

1.3 The Need for an Event-Centric Meta-

Knowledge Annotation Scheme 

In comparison to meta-knowledge annotation 

carried out at the text-span level, the amount of 

annotation carried out at the event level is quite 

sparse. The question thus arises as to whether it 

is possible to use systems trained on text-span 

annotated corpora to assign meta-knowledge to 

bio-events, or whether new annotation at the 

event level is required.  

Some corpora seem better suited to this pur-

pose than others – whilst sentence-level annota-

tions are certainly too granular for an event-

centric view of the text, sentence fragments, such 

as those identified by Wilbur et al. (2006), are 

likely to correspond more closely to the extent of 

text that describes an event and its slots. Like-

wise, knowing the scopes of negative and specu-

lative keywords within a sentence may be a use-

ful aid in determining whether they affect the 

interpretation of a particular event.   

However, the information provided in these 

corpora is still not sufficiently precise for event-

level meta-knowledge annotation. Even within a 

text fragment, there may be several different bio-

events, each with slightly different meta-

knowledge interpretations. In a similar way, not 

all events that occur within the scope of a nega-

tion or speculation keyword are necessarily af-

fected by it.  

  Based on these observations, we have devel-

oped a meta-knowledge annotation scheme that 

is specifically tailored to bio-events. Our scheme 

annotates various different aspects or dimensions 

of meta-knowledge. A close examination of a 

large number of relevant bio-events has resulted 

in a scheme that has some similarities to previ-

ously proposed schemes, but has a number of 

differences that seem especially relevant when 

dealing with events, e.g. the annotation of the 

manner of the event. The scheme is intended to 

be general enough to allow integration with ex-

isting bio-event annotation schemes, whilst being 

detailed enough to capture important subtleties in 

the nature of the meta-knowledge expressed 

about the event.  

1.4 Lexical Markers of Meta-Knowledge 

Most of the existing corpora mentioned above 

annotate text spans or events with particular 

categories (e.g. certainty level or general infor-

mation type) in different meta-knowledge di-

mensions. However, what they do not normally 

do is to annotate lexical clues or keywords used 

to determine the correct values.  

A number of previous studies have demon-

strated the importance of lexical markers (i.e., 

words or phrases) that can accompany statements 

in scientific articles in determining the intended 
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interpretation of the text (e.g. Hyland, 1996; Ri-

zomilioti 2006). We also performed a similar 

study (Thompson et al., 2008) although, in con-

trast to other studies, we took a multi-

dimensional approach to the categorisation of 

such lexical items, acknowledging that several 

types of important information may be expressed 

through different words in the same sentence. As 

an example, let us consider the example sentence 

in Figure 3.  

The author‟s pragmatic/rhetorical intent to-

wards the statement that the catalytic role of 

these side chains is associated with their interac-

tion with the DNA substrate is encoded by the 

word indicate, which shows that the statement 

represents an analysis of the evidence stated at 

the beginning of the sentence, i.e., that the muta-

tions at positions 849 and 668 have DNA-

binding properties. Furthermore, the author‟s 

certainty level (i.e., their degree of confidence) 

towards this analysis is shown by the word may. 

Here, the author is uncertain about the validity of 

their analysis. 

Whilst our previous work served to demon-

strate that the different aspects of meta-

knowledge that can be specified lexically within 

texts require a multi-dimensional analysis to cor-

rectly capture their subtleties, it showed that the 

presence of particular lexical items is not the 

only important feature for determining meta-

knowledge categories. In particular, their pres-

ence does not guarantee that the “expected” in-

terpretation can be assumed (Sándor, 2007). In 

addition, not all types of meta-knowledge are 

indicated through explicit markers. Mizuta & 

Collier (2004) note that  rhetorical zones may be 

indicated not only through explicit lexical mark-

ers, but also through features such as the main 

verb in the clause and the position of the sen-

tence within the article or abstract. 

For these reasons, we perform annotation on 

all relevant instances, regardless of the presence 

of lexical markers. This will allow systems to be 

trained that can learn to determine the correct 

meta-knowledge category, even when lexical 

markers are not present. However, due to the 

proven importance of lexical markers in deter-

mining certain meta-knowledge dimensions, our 

annotation scheme annotates such markers, 

whenever they are present. 

2 Annotation Scheme 

The annotation scheme we present here is a 

slightly modified version of our original meta-

knowledge annotation scheme (Nawaz et al., 

2010). The modified scheme consists of five 

meta-knowledge dimensions, each with a set of 

complete and mutually-exclusive categories, i.e., 

any given bio-event belongs to exactly one cate-

gory in each dimension. Our chosen set of anno-

tation dimensions has been motivated by the 

major information needs of biologists discussed 

earlier, i.e., the ability to distinguish between 

different intended interpretations of events. 

In order to minimise the annotation burden, 

the number of possible categories within each 

dimension has been kept as small as possible, 

whilst still respecting important distinctions in 

meta-knowledge that have been observed during 

our corpus study.     

The advantage of using a multi-dimensional 

scheme is that the interplay between different 

values of each dimension can reveal both subtle 

and substantial differences in the types of meta-

knowledge expressed in the surrounding text. 

Therefore, in most cases, the exact rhetori-

cal/pragmatic intent of an event can only be de-

termined by considering a combination of the 

values of different dimensions. This aspect of our 

scheme is further discussed in section 3. 

 

Figure 4 provides an overview of the annota-

tion scheme. The boxes with the light-coloured 

(grey) background correspond to information 

that is common to most bio-event annotation 

schemes, i.e., the participants in the event, to-

gether with an indication of the class or type of 

Figure 4. Bio-Event Annotation 
 

Figure 3. Example Sentence 
 

The DNA-binding properties of mutations at posi-

tions 849 and 668 may indicate that the catalytic 

role of these side chains is associated with their 

interaction with the DNA substrate. 
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the event. The boxes with the darker (green) 

backgrounds correspond to our proposed meta-

knowledge annotation dimensions and their pos-

sible values. The remainder of this section pro-

vides brief details of each annotation dimension.  

2.1 Knowledge Type (KT) 

This dimension is responsible for capturing the 

general information content of the event. Whilst 

less detailed than some of the previously pro-

posed sentence-level schemes, its purpose is to 

form the basis of distinguishing between the 

most critical types of rhetorical/pragmatic intent, 

according to the needs of biologists. Each event 

is thus classified into one of the following four 

categories: 

Investigation: Enquiries or investigations, which 

have either already been conducted or are 

planned for the future, typically marked by lexi-

cal clues like examined, investigated and studied, 

etc.  

Observation: Direct observations, often repre-

sented by lexical clues like found, observed and 

report, etc.  Simple past tense sentences typically 

also describe observations. Such events represent 

experimental knowledge.  

Analysis: Inferences, interpretations, specula-

tions or other types of cognitive analysis, typi-

cally expressed by lexical clues like suggest, in-

dicate, therefore and conclude etc. Such events, 

if they are interpretations or reliable inferences 

based on experimental results, can also constitute 

another type of (indirect) experimental knowl-

edge. Weaker inferences or speculations, how-

ever, may be considered as hypotheses which 

need further proof through experiments.  

General: Scientific facts, processes, states or 

methodology. This is the default category for the 

knowledge type dimension. 

2.2 Certainty Level (CL) 

The value of this dimension is almost always 

indicated through the presence/absence of an ex-

plicit lexical marker. In scientific literature, it is 

normally only applicable to events whose KT 

corresponds either to Analysis or General. In the 

case of Analysis events, CL encodes confidence 

in the truth of the event, whilst for General 

events, there is a temporal aspect, to account for 

cases where a particular process is explicitly 

stated to occur most (but not all) of the time, us-

ing a marker such as normally, or only occasion-

ally, using a marker like sometimes.  Events cor-

responding to direct Observations are not open to 

judgements of certainty, nor are Investigation 

events, which refer to things which have not yet 

happened or have not been verified.  

Regarding the choice of values for the CL di-

mension, there is an ongoing discussion as to 

whether it is possible to partition the epistemic 

scale into discrete categories (Rubin, 2007). 

However, the use of a number of distinct catego-

ries is undoubtedly easier for annotation pur-

poses and has been proposed in a number of pre-

vious schemes. Although recent work has sug-

gested the use of  four or more categories (Shat-

kay et al., 2008; Thompson et al., 2008), our ini-

tial analysis of bio-event corpora has shown that 

only three levels of certainty seem readily distin-

guishable for bio-events. This is in line with 

Hoye (1997), whose analysis of general English 

showed that there are at least three articulated 

points on the epistemic scale.  

We have chosen to use numerical values for 

this dimension, in order to reduce potential anno-

tator confusions or biases that may be introduced 

through the use of labels corresponding to par-

ticular lexical markers of each category, such as 

probable or possible, and also to account for the 

fact that slightly different interpretations apply to 

the different levels, according to whether the 

event has a KT value of Analysis or General.  

L3: No expression of uncertainty or speculation 

(default category)  

L2: High confidence or slight speculation.  

L1: Low confidence or considerable speculation; 

typical lexical markers include may, might and 

perhaps.  

2.3 Source 

The source of experimental evidence provides 

important information for biologists. This is 

demonstrated by its annotation during the crea-

tion of the Gene Ontology (Ashburner et al., 

2000) and in the corpus created by Wilbur et al. 

(2006). The Source dimension can also help in 

distinguishing new experimental knowledge 

from previously reported knowledge. Our 

scheme distinguishes two categories, namely: 

Other: The event is attributed to a previous 

study. In this case, explicit clues (citations or 

phrases like previous studies etc.) are normally 

present. 

Current: The event makes an assertion that can 

be (explicitly or implicitly) attributed to the cur-

rent study. This is the default category, and is 

assigned in the absence of explicit lexical or con-

textual clues. 
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2.4 Polarity 

This dimension identifies negated events. Al-

though certain bio-event corpora are annotated 

with this information, it is still missing from oth-

ers. The indication of whether an event is ne-

gated is vital, as the interpretation of a negated 

event instance is completely opposite to the in-

terpretation of a non-negated (positive) instance 

of the same event.  

We define negation as the absence or non-

existence of an entity or a process. Negation is 

typically expressed by the adverbial not and the 

nominal no. However, other lexical devices like 

negative affixals (un- and in-, etc.), restrictive 

verbs (fail, lack, and unable, etc.), restrictive 

nouns (exception, etc.), certain adjectives (inde-

pendent, etc.), and certain adverbs (without, etc.) 

can also be used. 

2.5 Manner 

Events may be accompanied by a word or phrase 

which provides an indication of the rate, level, 

strength or intensity of the interaction. We refer 

to this as the Manner of the event. Information 

regarding manner is absent from the majority of 

existing bio-event corpora, but yet the presence 

of such words can be significant in the correct 

interpretation of the event. Our scheme distin-

guishes 3 categories of Manner, namely:  

High: Typically expressed by adverbs and adjec-

tives like strongly, rapidly and high, etc.  

Low: Typically expressed by adverbs and adjec-

tives like weakly, slightly and slow, etc.  

Neutral: Default category assigned to all events 

without an explicit indication of manner. 

3 Hyper-Dimensions 

Determining the pragmatic/rhetorical intent be-

hind an event is not completely possible using 

any one of our explicitly annotated dimensions. 

Although the Knowledge Type value forms the 

basis for this, it is not in itself sufficient. How-

ever, a defining feature of our annotation scheme 

is that additional information can be inferred by 

considering combinations of some of the explic-

itly annotated dimensions. We refer to this addi-

tional information as “latent” or “hyper” dimen-

sions of our scheme. We have identified two 

such hyper-dimensions. 

3.1 New Knowledge 

The isolation of events describing new knowl-

edge can be important in certain tasks undertaken 

by biologists, as explained earlier. Events with 

the Knowledge Type of Observation could corre-

spond to new knowledge, but only if they repre-

sent observations from the current study, rather 

than observations cited from elsewhere. In a 

similar way, an Analysis drawn from experimen-

tal results in the current study could be treated as 

new knowledge, but generally only if it repre-

sents a straightforward interpretation of results, 

rather than something more speculative.  

 Hence, we consider New Knowledge to be a 

hyper-dimension of our scheme. Its value (either 

Yes or No) is inferred by considering a combina-

tion of the value assignments for the KT, Source 

and CL dimensions.  

Table 1 shows the inference table that can be 

used to obtain the value for the New Knowledge 

hyper-dimension from the assigned values of the 

Source, KT and CL dimensions. The symbol „X‟ 

indicates a “don‟t care condition”, meaning that 

this value does not have any impact on the result.  
 

Source 

(Annotated) 

KT 

(Annotated) 

CL 

(Annotated) 

New  

Knowledge 

(Inferred) 

Other X X No 

X X L2 No 

X X L1 No 

Current Observation L3 Yes 

Current Analysis L3 Yes 

X General X No 

X Investigation X No 
 

Table 1. Inference-Table for New Knowledge 

Hyper-Dimension 

 

3.2 Hypothesis 

A further hyper-dimension of our scheme is Hy-

pothesis. The binary value of this hyper-

dimension can be inferred by considering the 

values of KT and CL. Events with a KT value of 

Investigation can always be assumed to be a hy-

pothesis, However, if the KT value is Analysis, 

then only those events with a CL value of L1 or 

L2 (speculative inferences made on the basis of 

results) should be considered as hypothesis, to be 

matched with more definite experimental evi-

dence when available. A value of L3 in this in-

stance would normally be classed as new knowl-

edge, as explained in the previous section.   

Table 2 shows the inference table that can be 

used to get the value for the Hypothesis hyper-

dimension.  
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KT 

(Annotated) 

CL 

(Annotated) 

Hypothesis 

(Inferred) 

General X No 

Observation X No 

Analysis L3 No 

Analysis L2 Yes 

Analysis L1 Yes 

Investigation X Yes 
 

Table 2. Inference-Table for Hypothesis 

Hyper-Dimension 

4 Evaluation 

The annotation scheme has been evaluated 

through a small annotation experiment. We ran-

domly choose 70 abstracts from the GENIA 

Pathway Corpus, which collectively contain over 

2600 annotated bio-events. Two of the authors 

independently annotated these bio-events using a 

set of annotation guidelines. These guidelines 

were developed following an analysis of the 

various bio-event corpora and the output of the 

initial case study (Nawaz et al., 2010). 

The highly favourable results of this experi-

ment further confirmed the feasibility and 

soundness of the annotation scheme. The re-

mainder of this section discusses the results in 

more detail. 

 

Dimension Cohen’s Kappa 

Knowledge Type 0.9017 

Certainty Level 0.9329 

Polarity 0.9059 

Manner 0.8944 

Source 0.9520 

Table 3. Inter-Annotator Agreement 

4.1 Inter-Annotator Agreement 

We have used the familiar measure of Cohen‟s 

kappa (Cohen, 1960) for assessing the quality of 

annotation. Table 3 shows the kappa values for 

each annotated dimension. The highest value of 

kappa was achieved for the Source dimension, 

while the KT dimension yielded the lowest kappa 

value. Nevertheless, the kappa scores for all an-

notation dimensions were in the good region 

(Krippendorff, 1980).  

4.2 Category Distribution 

Knowledge Type:  The most prevalent category 

found in this dimension was Observation, with 

45% of all annotated events belonging to this 

category. Only a small fraction (4%) of these 

events was represented by an explicit lexical clue 

(mostly sensory verbs).  In most cases the tense, 

local context (position within the sentence) or 

global context (position within the document) 

were found to be important factors. 

The second most common category (37% of 

all annotated events) was General. We discov-

ered that most (64%) of the events belonging to 

this category were processes or states embedded 

in noun phrases (such as c-fos expression). More 

than a fifth of the General events (22%) ex-

pressed known scientific facts, whilst a smaller 

fraction (14%) expressed experimental/scientific 

methods (such as stimulation and incubation 

etc.). Explicit lexical clues were found only for 

facts, and even then in only 1% of cases. 

Analysis was the third most common category, 

comprising 16% of all annotated events. Of the 

events belonging to this category, 44% were de-

ductions (CL=L1), whilst the remaining 54% 

were hedged interpretations (CL=L2/L3). All 

Analysis events were marked with explicit lexical 

clues. 

The least common category was Investigation 

(1.5% of all annotated events). All Investigation 

events were marked with explicit lexical clues. 

Certainty Level: L3 was found to be the most 

prevalent category, corresponding to 93% of all 

events. The categories L2 and L1 occurred with 

frequencies of 4.3% and 2.5%, respectively. The 

relative scarcity of speculative sentences in sci-

entific literature is a well documented phenome-

non (Thompson et al., 2008; Vincze et al., 2008). 

Vincze et al. (2008) found that less than 18% of 

sentences occurring in biomedical abstracts are 

speculative. Similarly, we found that around 20% 

of corpus events belong to speculative sentences. 

Since speculative sentences contain non-

speculative events as well, the frequency of 

speculative events is expected to be much less 

than the frequency of speculative sentences. In 

accordance with this hypothesis, we found that 

only 7% of corpus events were expressed with 

some degree of speculation. We also found that 

almost all speculated events had explicit lexical 

clues.  

Polarity:  Our event-centric view of negation 

showed just above 3% of the events to be ne-

gated. Similarly to speculation, the expected fre-
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quency of negated events is lower than the fre-

quency of negated sentences. Another reason for 

finding fewer negated events is the fact that, in 

contrast to previous schemes, we draw a distinc-

tion between events that are negated and events 

expressed with Low manner. For example, cer-

tain words like limited and barely are often con-

sidered as negation clues. However, we consider 

them as clues for Low manner. In all cases, nega-

tion was expressed through explicit lexical clues. 

Manner: Whilst only a small fraction (4%) of 

events contains an indication of Manner, we 

found that where present, manner conveys vital 

information about the event. Our results also re-

vealed that indications of High manner are three 

times more frequent than the indications of Low 

manner. We also noted that both High and Low 

manners were always indicated through the use 

of explicit clues. 

Source: Most (99%) of the events were found to 

be of the Current category. This is to be ex-

pected, as authors tend to focus on current work 

in within abstracts. It is envisaged, however, that 

this dimension will be more useful for analyzing 

full papers. 

Hyper-dimensions: Using the inference tables 

shown in section 3, we calculated that almost 

57% of the events represent New Knowledge, and 

just above 8% represent Hypotheses.  

5 Conclusion and Future Work 

We have evaluated a slightly modified version of 

our meta-knowledge annotation scheme for bio-

events, first presented in Nawaz et al. (2010). 

The scheme captures key information regarding 

the correct interpretation of bio-events, which is 

not currently annotated in existing bio-event cor-

pora, but which we have shown to be critical in a 

number of text mining tasks undertaken by bi-

ologists. The evaluation results have shown high 

inter-annotator agreement and a sufficient num-

ber of annotations along each category in every 

dimension. These results have served to confirm 

the feasibility and soundness of the annotation 

scheme, and provide promising prospects for its 

application to existing and new bio-event cor-

pora. 

We are currently working on a large scale an-

notation effort, involving multiple independent 

annotators. Although our main objective is to 

enrich the entire GENIA event corpus with meta-

knowledge information, we also plan to create a 

small corpus of full papers enriched with bio-

event and meta-knowledge annotations. 

Acknowledgments 

The work described in this paper has been 

funded by the Biotechnology and Biological Sci-

ences Research Council through grant numbers 

BBS/B/13640, BB/F006039/1 (ONDEX) 

References  

M. Ashburner, C. A. Ball, J. A. Blake, D. Botstein, H. 

Butler, J. M. Cherry, A. P. Davis, K. Dolinski, S. 

S. Dwight, J. T. Eppig, M. A. Harris, D. P. Hill, L. 

Issel-Tarver, A. Kasarskis, S. Lewis, J. C. Matese, 

J. E. Richardson, M. Ringwald, G. M. Rubin and 

G. Sherlock.  2000. Gene ontology: tool for the 

unification of biology.  Nature Genetics 25:25-29. 

J. Cohen. 1960. A coefficient of agreement for nomi-

nal scales. Educational and Psychological Meas-

urement 20: 37–46. 

A. de Waard, B. Shum, A. Carusi, J. Park, M. Sam-

wald and Á. Sándor. 2009. Hypotheses, Evidence 

and Relationships: The HypER Approach for Rep-

resenting Scientific Knowledge Claims. In Pro-

ceedings of the Workshop on Semantic Web Appli-

cations in Scientific Discourse. Available at:  

http://oro.open.ac.uk/18563/ 

L. Hoye. 1997. Adverbs and Modality in English. 

London & New York: Longman 

K. Hyland. 1996. Talking to the Academy: Forms of 

Hedging in Science Research Articles. Written 

Communication 13(2):251-281. 

K. Hyland. 2005. Metadiscourse: Exploring Interac-

tion in Writing. London: Continuum 

J. Kim, T. Ohta and J. Tsujii. 2008. Corpus annotation 

for mining biomedical events from literature. BMC 

Bioinformatics 9:10 

K. Krippendorff. 1980. Content Analysis: An Intro-

duction to Its Methodology. Beverly Hills: Sage 

Publications 

H. Langer, H. Lungen and P. S. Bayerl. 2004. Text 

type structure and logical document structure. In 

Proceedings of the ACL Workshop on Discourse 

Annotation, pages 49-56 

M. Light, X. T. Qui and P. Srinivasan. 2004. The lan-

guage of bioscience: Facts, speculations, and 

statements in between. In Proceedings of the Bio-

Link 2004 Workshop on Linking Biological Litera-

ture, Ontologies and Databases: Tools for Users, 

pages 17-24. 

F. Lisacek, C. Chichester, A. Kaplan and A. Sandor. 

2005. Discovering Paradigm Shift Patterns in Bio-

medical Abstracts: Application to Neurodegenera-

tive Diseases. In Proceedings of SMBM 2005, 

pages 212-217 

76



L. McKnight and P. Srinivasan. 2003. Categorization 

of sentence types in medical abstracts. In Proceed-

ings of the 2003 Annual Symposium of AMIA, 

pages 440-444. 

B. Medlock and T. Briscoe. 2007. Weakly supervised 

learning for hedge classification in scientific litera-

ture. In Proceedings of ACL 2007, pages 992- 999. 

Y. Miyao, T. Ohta, K. Masuda, Y. Tsuruoka, K. Yo-

shida, T. Ninomiya and J. Tsujii. 2006. Semantic 

Retrieval for the Accurate Identification of Rela-

tional Concepts in Massive Textbases. In Proceed-

ings of COLING-ACL 2006, pages 1017-1024. 

Y. Mizuta and N. Collier. 2004. Zone identification in 

biology articles as a basis for information extrac-

tion. In Proceedings of the joint NLPBA/BioNLP 

Workshop on Natural Language for Biomedical 

Applications, pages 119-125. 

R. Morante and W. Daelemans. 2009. A metalearning 

approach to processing the scope of negation. In 

Proceedings of CoNLL 2009, pages 21-29. 

R. Nawaz, P. Thompson, J. McNaught and S. 

Ananiadou. 2010. Meta-Knowledge Annotation of 

Bio-Events. In Proceedings of LREC 2010, pages 

2498-2507. 

K. Oda, J. Kim, T. Ohta, D. Okanohara, T. Matsuzaki,  

Y. Tateisi and J. Tsujii. 2008. New challenges for 

text mining: mapping between text and manually 

curated pathways. BMC Bioinformatics 9(Suppl 3): 

S5. 

S. Pyysalo, F. Ginter, J. Heimonen, J. Bjorne, J. 

Boberg, J. Jarvinen and T. Salakoski. 2007. BioIn-

fer: a corpus for information extraction in the bio-

medical domain. BMC Bioinformatics 8:50. 

V. Rizomilioti. 2006. "Exploring Epistemic Modality 

in Academic Discourse Using Corpora." Informa-

tion Technology in Languages for Specific Pur-

poses 7, pages 53-71 

V. L. Rubin. 2007. Stating with certainty or stating 

with doubt: Intercoder reliability results for manual 

annotation of epistemically modalized statements. 

In Proceedings of NAACL-HLT 2007, Companion 

Volume,  pages 141-144. 

P. Ruch, C. Boyer, C. Chichester, I. Tbahriti, A. 

Geissbühler, P. Fabry, J. Gobeill, V. Pillet, D. 

Rebholz-Schuhmann and C. Lovis. 2007. Using 

argumentation to extract key sentences from bio-

medical abstracts. International Journal of Medical 

Informatics 76(2-3):195-200. 

O. Sanchez-Graillet and M. Poesio. 2007. Negation of 

protein-protein interactions: analysis and extrac-

tion. Bioinformatics 23(13):i424-i432 

Á. Sándor. 2007. Modeling metadiscourse conveying 

the author‟s rhetorical strategy in biomedical re-

search abstracts. Revue Française de Linguistique 

Appliquée 200(2):97-109. 

H. Shatkay, F. Pan, A. Rzhetsky and W. J. Wilbur.  

2008. Multi-dimensional classification of biomedi-

cal text: toward automated, practical provision of 

high-utility text to diverse users. Bioinformatics 

24(18): 2086-2093. 

S. Teufel, J. Carletta and M. Moens. 1999. An annota-

tion scheme for discourse-level argumentation in 

research articles. In Proceedings of EACL 1999, 

pages  110-117. 

S. Teufel, A. Siddharthan and C. Batchelor. 2009. 

Towards discipline-independent argumentative 

zoning: Evidence from chemistry and computa-

tional linguistics. In Proceedings of EMNLP-09, 

pages 1493-1502 

P. Thompson, S. Iqbal, J. McNaught and S. 

Ananiadou. 2009. Construction of an annotated 

corpus to support biomedical information extrac-

tion. BMC Bioinformatics 10: 349. 

P. Thompson, G. Venturi, J. McNaught, S. Monte-

magni and S. Ananiadou. 2008. Categorising Mo-

dality in Biomedical Texts. In Proceedings of the 

LREC 2008 Workshop on Building and Evaluating 

Resources for Biomedical Text Mining, pages 27-

34. 

V. Vincze, G. Szarvas, R. Farkas, G. Mora and J. 

Csirik. 2008. The BioScope corpus: biomedical 

texts annotated for uncertainty, negation and their 

scopes. BMC Bioinformatics 9(Suppl 11): S9. 

W. J. Wilbur, A. Rzhetsky and H. Shatkay. 2006. 

New directions in biomedical text annotations: 

definitions, guidelines and corpus construction. 

BMC Bioinformatics 7: 356. 

 

77



Proceedings of the Workshop on Negation and Speculation in Natural Language Processing, pages 78–85,
Uppsala, July 2010.

Using SVMs with the Command Relation Features to  
Identify Negated Events in Biomedical Literature  

Farzaneh Sarafraz 
School of Computer Science  

University of Manchester 
Manchester, United Kingdom 
sarafraf@cs.man.ac.uk 

Goran Nenadic 
School of Computer Science  

University of Manchester 
Manchester, United Kingdom 

g.nenadic@manchester.ac.uk 

  
 
 

Abstract 

In this paper we explore the identification of 
negated molecular events (e.g. protein binding, 
gene expressions, regulation, etc.) in biomedi-
cal research abstracts. We construe the prob-
lem as a classification task and apply a ma-
chine learning (ML) approach that uses lexi-
cal, syntactic, and semantic features associated 
with sentences that represent events. Lexical 
features include negation cues, whereas syn-
tactic features are engineered from constitu-
ency parse trees and the command relation be-
tween constituents. Semantic features include 
event type and participants. We also consider a 
rule-based approach that uses only the com-
mand relation. On a test dataset, the ML ap-
proach showed significantly better results 
(51% F-measure) compared to the command-
based rules (35-42% F-measure). Training a 
separate classifier for each event class proved 
to be useful, as the micro-averaged F-score 
improved to 63% (with 88% precision), dem-
onstrating the potential of task-specific ML 
approaches to negation detection. 

1 Introduction 

With almost 2000 new papers published every 
day, biomedical knowledge is mainly communi-
cated through a growing body of research papers. 
As the amount of textual information increases, 
the need for sophisticated information extraction 
(IE) methods are becoming more than evident. IE 
methods rely on a range of language processing 
methods such as named entity recognition and 
parsing to extract the required information in a 
more structured form which can be used for 
knowledge exploration and hypothesis genera-
tion (Donaldson et al. 2003; Natarajan et al. 
2006). 

Given the large number of publications, the 
identification of conflicting or contradicting facts 

is critical for systematic mining of biomedical 
literature and knowledge consolidation. Detec-
tion of negations is of particular importance for 
IE methods, as it often can hugely affect the 
quality of the extracted information. For exam-
ple, when mining molecular events, a key piece 
of information is whether the text states that the 
two proteins are or are not interacting, or that a 
given gene is or is not expressed. In recent years, 
several challenges and shared tasks have in-
cluded the extraction of negations, typically as 
part of other tasks (e.g. the BioNLP’09 Shared 
Task 3 (Kim et al. 2009)). 

Several systems and methods have aimed to 
handle negation detection in order to improve the 
quality of extracted information (Hakenberg et 
al. 2009; Morante and Daelemans 2009). Prior 
research on this topic has primarily focused on 
finding negated concepts by negation cues and 
scopes. These concepts are usually represented 
by a set of predefined terms, and negation detec-
tion typically aims to determine whether a term 
falls within the scope of a negation cue. 

In this paper we address the task of identifi-
cation of negated events. We present a machine 
learning (ML) method that combines a set of fea-
tures mainly engineered from a sentence parse 
tree with lexical cues. More specifically, parse-
based features use the notion of the command 
relation that models the scope affected by an 
element (Langacker, 1969). We use molecular 
events as a case study and experiment on the 
BioNLP’09 data, which comprises a gold-
standard corpus of research abstracts manually 
annotated for events and negations (Kim et al. 
2009). The evaluation shows that, by using the 
proposed approach, negated events can be identi-
fied with precision of 88% and recall of 49% 
(63% F-measure). We compare these results with 
two rule-based approaches that achieved the 
maximum F-measure of 42%. 
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The rest of this paper is organised as follows. 
Section 2 summarises and reviews previous re-
search on negation extraction. Section 3 defines 
the problem and introduces the data used for the 
case study. Section 4 focuses on the ML-based 
methodology for extracting negated events. The 
final sections contain the results and discussions. 

2 Related Work 

There have been numerous contemplations of the 
concept of negation (Lawler, 2010), but no gen-
eral agreement so far exists on its definition, 
form, and function. We adopt here a definition of 
negation as given by Cambridge Encyclopedia of 
Language Sciences: “Negation is a comparison 
between a ‘real’ situation lacking some element 
and an ‘imaginal’ situation that does not lack it”. 
The imaginal situation is affirmative compared 
with the negative real situation. The element 
whose polarity differs between the two situations 
is the negation target. 

Negations in natural language can be ex-
pressed by syntactically negative expressions, i.e. 
with the use of negating words such as no, not, 
never, etc. The word or phrase that makes the 
sentence wholly or partially negative is the nega-
tion cue and the part of the sentence that is af-
fected by the negation cue and has become nega-
tive is the negation scope.  

We briefly review two classes of approaches 
to detect negations: those aiming at negated con-
cepts and those targeting negated events.  

2.1 Detecting Negated Concepts and 
Phrases 

There have been a number of approaches sug-
gested for detection of negated targets and 
scopes. Most of them rely on task-specific, hand-
crafted rules of various complexities. They differ 
in the size and composition of the list of negation 
cues, and the way to utilise such a list. Some 
methods use parse trees, whilst others use results 
of shallow parsing. 

Rule-based methods range from simple co-
occurrence based approaches to patterns that rely 
on shallow parsing. The ‘bag-of-words’ ap-
proach, looking for proximate co-occurrences of 
negation cues and terms in the same sentence, is 
probably the simplest method for finding nega-
tions, and is used by many as a baseline method.  

Many approaches have targeted the clinical 
and biomedical domains. NegEx (Chapman et al. 
2001), for example, uses two generic regular ex-

pressions that are triggered by negation phrases 
such as: 

 

<negation cue> * <target term> 
<target term> * <negation cue>  

 

where the asterisk (*) represents a string of up to 
five tokens. Target terms represent domain con-
cepts that are terms from the Unified Medical 
Language System (UMLS1). The cue set com-
prises 272 clinically-specific negation cues, in-
cluding those such as denial of or absence of. 
Although simple, the proposed approach showed 
good results on clinical data (78% sensitivity 
(recall), 84% precision, and 94% specificity). 

In addition to concepts that are explicitly ne-
gated by negation phrases, Patrick et al. (2006) 
further consider so-called pre-coordinated nega-
tive terms (e.g. headache) that have been col-
lected from SNOMED CT2 medical terminology. 
Similarly, NegFinder uses hand-crafted rules to 
detect negated UMLS terms, including simple 
conjunctive and disjunctive statements (Mutalik 
et al. 2001). They used a list of 60 negation cues. 
Tolentino et al. (2006), however, show that using 
rules on a small set of only five negation cues 
(no, neither/nor, ruled out, denies, without) can 
still be reasonably successful in detecting nega-
tions in medical reports (F-score 91%). 

Huang and Lowe (2007) introduced a negation 
grammar that used regular expressions and de-
pendency parse trees to identify negation cues 
and their scope in the sentence. They applied the 
rules to a set of radiology reports and reported a 
precision of 99% and a recall of 92%. 

Not many efforts have been reported on using 
machine learning to detect patterns in sentences 
that contain negative expressions. Still, Morante 
and Daelemans (2009), for example, used vari-
ous classifiers (Memory-based Learners, Support 
Vector Machines, and Conditional Random 
Fields) to detect negation cues and their scope. 
An extensive list of features included the token’s 
stem and part-of-speech, as well as those of the 
neighbouring tokens. Separate classifiers were 
used for detecting negation cues and negation 
scopes. The method was applied to clinical text, 
biomedical abstracts, and biomedical papers with 
F-scores of 80%, 77%, and 68% respectively. 

2.2 Detecting Negated Events 

Several approaches have recently been suggested 
for the extraction of negated events, particularly 

                                                 
1   http://www.nlm.nih.gov/research/umls/ 
2   http://www.snomed.org 
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in the biomedical domain. Events are typically 
represented via participants (biomedical entities 
that take part in an event) and event triggers (to-
kens that indicate presence of the event). Van 
Landeghem et al. (2008) used a rule-based ap-
proach based on token distances in sentence and 
lexical information in event triggers to detect 
negated molecular events. Kilicoglu and Bergler 
(2009), Hakenberg et al. (2009), and Sanchez 
(2007) used a number of heuristic rules concern-
ing the type of the negation cue and the type of 
the dependency relation to detect negated mo-
lecular events described in text. For example, a 
rule can state that if the negation cue is “lack” or 
“absence”, then the trigger has to be in the 
prepositional phrase of the cue; or that if the cue 
is “unable” or “fail”, then the trigger has to be in 
the clausal complement of the cue (Kilicoglu and 
Bergler 2009). As expected, such approaches 
suffer from lower recall. 

MacKinlay et al. (2009), on the other hand, 
use ML, assigning a vector of complex deep 
parse features (including syntactic predicates to 
capture negation scopes, conjunctions and se-
mantically negated verbs) to every event trigger. 
The system achieved an F-score of 36% on the 
same dataset as used in this paper. 

We note that the methods mentioned above 
mainly focus on finding negated triggers in order 
to detect negated events. In this paper we explore 
not only negation of triggers but also phrases in 
which participants are negated (consider, for ex-
ample, “SLP-76” in the sentence “In contrast, 
Grb2 can be coimmunoprecipitated with Sos1 
and Sos2 but not with SLP-76.”) 

3 Molecular Events  

As a case study, we look at identification of ne-
gated molecular events. In general, molecular 
events include various types of reactions that 
affect genes and protein molecules. Each event is 
of a particular type (e.g. binding, phosphoryla-
tion, regulation, etc.). Depending on the type, 

each event may have one or more participating 
proteins (sometimes referred to as themes). 
Regulatory events are particularly complex, as 
they can have a cause (a protein or another 
event) in addition to a theme, which can be either 
a protein or another event. Table 1 shows exam-
ples of five events, where participants are bio-
medical entities (events 1-3) or other events 
(events 4 and 5). Note that a sentence can ex-
press more than one molecular event. 

Identification of molecular events in the litera-
ture is a challenging IE task (Kim et al. 2009; 
Sarafraz et al. 2009). For the task of identifying 
negated events, we assume that events have al-
ready been identified in text. Each event is repre-
sented by its type, a textual trigger, and one or 
more participants or causes (see Table 1). Since 
the participants of different event types can vary 
in both their number and type, we consider three 
classes of events to support our analysis (see 
Section 5):  
• Class I comprises events with exactly one 

entity theme (e.g. transcription, protein ca-
tabolism, localization, gene expression, 
phosphorylation). 

• Class II events include binding events only, 
which have one or more entity participants. 

• Class III contains regulation events, which 
have exactly one theme and possibly one 
cause. However, the theme and the cause can 
be entities or events of any type.  

 
The corpus used in this study is provided by 

the BioNLP’09 challenge (Kim et al. 2009). It 
contains two sets of biomedical abstracts: a 
“training” set (containing 800 abstracts used for 
training and analysis purposes) and a “develop-
ment” set (containing 150 abstracts used for test-
ing purposes only). Both document sets are 
manually annotated with information about en-
tity mentions (e.g. genes and proteins). Sentences 
that report molecular events are further annotated 
with the corresponding event type, textual trigger 
and participants. In total, nine event types are 

“The effect of this synergism was perceptible at the level of induction of the IL-2 gene.” 
Event Trigger Type Participant (theme) Cause 
Event 1 “induction” Gene expression IL-2  
     
“Overexpression of full-length ALG-4 induced transcription of FasL and, consequently, apoptosis.” 
Event Trigger Type Participant (theme) Cause 
Event 2 “transcription” Transcription FasL  
Event 3 “Overexpression” Gene expression ALG-4  
Event 4 “Overexpression” Positive regulation Event 3  
Event 5 “induced” Positive regulation Event 2 Event 4 

Table 1: Examples of how molecular events described in text are characterised. 
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considered (gene expression, transcription, pro-
tein catabolism, localization, phosphorylation, 
binding, regulation, positive regulation, and 
negative regulation). In addition, every event has 
been tagged as either affirmative (reporting a 
specific interaction) or negative (reporting that a 
specific interaction has not been observed).   

Table 2 provides an overview of the two 
BioNLP’09 datasets. We note that only around 
6% of events are negated. 
 

Training  
data 

Development 
data 

Event  
class 

total negated total  negated 
Class I 2,858 131 559 26
Class II 887 44 249 15
Class III 4,870 440 987 66
Total 9,685 615 1,795 107
 

Table 2: Overview of the total number of events and 
negated event annotations in the two datasets. 

4 Methodology  

We consider two approaches to extract negated 
events. We first discuss a rule-based approach 
that uses constituency parse trees and the com-
mand relation to identify negated events. Then, 
we introduce a ML method that combines lexi-
cal, syntactic and semantic features to identify 
negated events. Note that in all cases, input sen-
tences have been pre-annotated for entity men-
tions, event triggers, types, and participants. 

4.1 Negation Detection Using the Command 
Relation Rules 

The question of which parts of a syntactic struc-
ture affect the other parts has been extensively 
investigated. Langacker (1969) introduced the 
concept of command to determine the scope 
within a sentence affected by an element. More 
precisely, if a and b are nodes in the constituency 
parse tree of a sentence, then a X-commands b 
iff the lowest ancestor of a with label X is also 
an ancestor of b. Note that the command relation 
is not symmetrical. Langacker observed that 
when a S-commands b, then a affects the scope 
containing b. For simplicity, we say “command” 
when we mean S-command.  

To determine whether token a commands to-
ken b, given the parse tree of a sentence, we use 
a simple algorithm introduced by McCawley 
(1993): trace up the branches of the constituency 
parse tree from a until you hit a node that is la-
belled X. If b is reachable by tracing down the 

branches of the tree from that node, then a X-
commands b; otherwise, it does not. 

We hypothesise that if a negation cue com-
mands an event trigger or participant, then the 
associated event is negated. 

4.2 Negation Detection Using Machine 
Learning on Parse Tree Features 

Given a sentence that describes an event, we fur-
ther construe the negation detection problem as a 
classification task: the aim is to classify the event 
as affirmative or negative. We explore both a 
single SVM (support vector machine) classifier 
for all events and three separate SVMs for each 
of the event classes. The following features have 
been engineered from an event-representing sen-
tence: 

 
1. Event type (one of the nine types as defined 

in BioNLP’09); 
2. Whether the sentence contains a negation 

cue from the cue list; 
3. The negation cue itself (if present); 
4. The part-of-speech (POS) tag of the negation 

cue; 
5. The POS tag of the event trigger; 
6. The POS tag of the participants of the event. 

If the participant is another event, the POS 
tag of the trigger of that event is used; 

7. The parse node type of the lowest common 
ancestor of the trigger and the cue (i.e. the 
type of the smallest phrase that contains both 
the trigger and the cue, e.g. S, VP, PP, etc.); 

8. Whether or not the negation cue commands 
any of the participants; nested events (for 
Class III) are treated as above (i.e. as being 
represented by their triggers); 

9. Whether or not the negation cue commands 
the trigger; 

10. The parse-tree distance between the event 
trigger and the negation cue. 

 
We use a default value (null) where none of 

the other values apply (e.g. when there is no cue 
in feature 3, 4, 7). These features have been used 
to train four SVMs on the training dataset: one 
modelled all events together, and the others 
modelled the three event classes separately. 

5 Results 

All the results refer to the methods applied on the 
development dataset (see Table 2). If the nega-
tion detection task is regarded as an information 
extraction task of finding positive instances (i.e. 
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negated events), then precision, recall, and F-
score would be appropriate measures. If we con-
sider the classification aspect of the task, speci-
ficity is more appropriate if true negative hits are 
considered as valuable as true positive ones. We 
therefore use the following metrics to evaluate 
the two methods: 

 Precision=
TP

TP+FP   

 Recall=Sensitivity=
TP

TP+FN  

 F1= 2× Precision× Recall
Precision+Recall  

 Specificity=
TN

TN+FP  

where TP denotes the number of true positives 
(the number of correctly identified negated 
events), FN is the number of false negatives (the 
number of negated events that have been re-
ported as affirmative), with TN and FP defined 
accordingly. 

Two sets of negation cues were used in order 
to compare their influence. A smaller set was 
derived from related work, whereas additional 
cues were semi-automatically extracted by ex-
ploring the training data. The small negation cue 
set contains 14 words3, whereas the larger nega-
tion cue set contains 32 words4. As expected, the 
larger set resulted in increased recall, but de-
creased precision. However, the effects on the F-
score were typically not significant. The results 
are only shown using the larger cue set. 

The texts were processed using the GENIA 
tagger (Tsuruoka and Tsujii 2005).We used con-
stituency parse trees automatically produced by 
two different constituency parsers reported in 
(McClosky et al. 2006) and (Bikel 2004). No 
major differences were observed in the results 
using the two parsers. The data shown in the re-
sults are produced by the former.  

5.1 Baseline Results 

Our baseline method relies on an implementation 
of the NegEx algorithm as explained in Section 
2.1. Event triggers were used as negation targets 
for the algorithm. An event is then considered to 
be negated if the trigger is negated; otherwise it 

                                                 
3 Negation cues in this set include: no, not, none, 

negative, without, absence, fail, fails, failed, fail-
ure, cannot, lack, lacking, lacked. 

4 Negation cues in this set include the smaller set and 
18 task-specific words: inactive, neither, nor, in-
hibit, unable, blocks, blocking, preventing, pre-
vents, absent, never, unaffected, unchanged, im-
paired, little, independent, except, and exception. 

is affirmative. The results (see Table 3) are sub-
stantially lower than those reported for NegEx on 
clinical data (specificity of 94% and sensitivity 
of 78%). For comparison, the table also provides 
an even simpler baseline approach that tags as 
negated any event whose associated sentence 
contains any negation cue word. 
 

Approach P R F1 Spec. 
any negation cue present 20% 78% 32% 81% 
NegEx 36% 37% 36% 93% 

 
Table 3: Baseline results. 

(NegEx and a ‘bag-of-words’ approach) 

5.2 Rules Based on the Command Relation 

Table 4 shows the results of applying the S-
command relation rule for negation detection. 
We experimented with three possible ap-
proaches: an event is considered negated if  

- the negation cue commands any event 
participant in the parse tree;  

- the negation cue commands the event 
trigger in the tree; 

- the negation cue commands both. 
 

Approach P R F1 Spec. 
negation cue commands 
any participant 

23% 76% 35% 84% 

negation cue  
commands trigger 

23% 68% 34% 85% 

negation cue  
commands both 

23% 68% 35% 86% 

 
Table 4: Performance when only the S-command  

relation is used. 
 
Compared with the baseline methods, the rules 

based on the command relation did not improve 
the performance. While precision was low 
(23%), recall was high (around 70%), indicating 
that in the majority of cases there is an S-
command relation in particular with the partici-
pants (the highest recall). We also note a signifi-
cant drop in specificity, as many affirmative 
events have triggers/participants S-commanded 
by a negation cue (not “linked” to a given event). 

5.3 Machine Learning Results 

All SVM classifiers have been trained on the 
training dataset using a Python implementation 
of SVM Light using the linear kernel and the 
default parameters (Joachims 1999). Table 5 
shows the results of the single SVM classifier 
that has been trained for all three event classes 
together (applied on the development data). 
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Compared to previous methods, there was sig-
nificant improvement in precision, while recall 
was relatively low. Still, the overall F-measure 
was significantly better compared with the rule-
based methods (51% vs. 35%). 

 
Feature set P R F1 Spec. 
Features 1-7 43% 8% 14% 99.2% 
Features 1-8 73% 19% 30% 99.3% 
Features 1-9 71% 38% 49% 99.2% 
Features 1-10 76% 38% 51% 99.2% 

 
Table 5: The results of the single SVM classifier. Fea-
tures 1-7 are lexical and POS tag-based features. Fea-
ture 8 models whether the cue S-commands any of the 

participants. Feature 9 is related to the cue S-
commanding the trigger. Feature 10 is the parse-tree 

distance between the cue and trigger.  
 

We first experimented with the effect of differ-
ent types of feature on the quality of the negation 
prediction. Table 5 shows the results of the first 
classifier with an incremental addition of lexical 
features, parse tree-related features, and finally a 
combination of those with the command relation 
between the negation cue and event trigger and 
participants. It is worth noting that both precision 
and recall improved as more features are added. 

We also separately trained classifiers on the 
three classes of events (see Table 6). This further 
increased the performance: compared with the 
results of the single classifier, the F1 micro-
average improved from 51% to 63%, with simi-
lar gains for both precision and recall. 

 
Event class P R F1 Spec. 

Class I 
(559 events) 

94% 65% 77% 99.8% 

Class II 
(249 events) 100% 33% 50% 100% 

Class III 
(987 events) 

81% 44% 57% 99.2% 

Micro Average 
(1,795 events) 

88% 49% 63% 99.4% 

Macro Average 
(3 classes) 

92% 47% 62% 99.7% 

 
Table 6: The results of the separate classifiers on dif-

ferent classes using common features. 

6 Discussion 

As expected, approaches that focus only on event 
triggers and their surface distances from negation 
cues proved inadequate for biomedical scientific 
articles. Low recall was mainly caused by many 

event triggers being too far from the negation cue 
to be detected as within the scope. 

Furthermore, compared to clinical notes, for 
example, sentences that describe molecular 
events are significantly more complex. For ex-
ample, the event-describing sentences in the 
training data have on average 2.6 event triggers. 
The number of events per sentence is even 
higher, as the same trigger can indicate multiple 
events, sometimes with opposite polarities. Con-
sider for example the sentence 

 

“We also demonstrate that the IKK complex, 
but not p90 (rsk), is responsible for the in vivo 
phosphorylation of I-kappa-B-alpha mediated 
by the co-activation of PKC and calcineurin.” 

 

Here, the trigger (phosphorylation) is linked with 
one affirmative and one negative regulatory 
event by two different molecules, hence trigger-
ing two events of opposite polarities. 

These findings, together with previous work, 
suggested that for any method to effectively de-
tect negations, it should be able to link the nega-
tion cue to the specific token, event trigger or 
entity name in question. Therefore, more com-
plex models are needed to capture the specific 
structure of the sentence as well as the composi-
tion of the interaction and the arrangement of its 
trigger and participants. 

By combining several feature types (lexical, 
syntactic and semantic), the machine learning 
approach proved to provide significantly better 
results. In the incremental feature addition explo-
ration process, adding the cue-commands-
participant feature had the greatest effect on the 
F-score, suggesting the significance of treating 
event participants. We note, however, that many 
of the previous attempts focus on event triggers 
only, although participants do play an important 
role in the detection of negations in biomedical 
events and thus should be used as negation tar-
gets instead of or in addition to triggers. It is in-
teresting that adding parse-tree distance between 
the trigger and negation cue improves precision 
by 5%. 

Differences in event classes (in the number 
and type of participants) proved to be important. 
Significant improvement in performance was 
observed when individual classifiers were trained 
for the three event classes, suggesting that events 
with different numbers or types of participants 
are expressed differently in text, at least when 
negations are considered. Class I events are the 
simplest (one participant only), so it was ex-
pected that negated events in this class would be 
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the easiest to detect (F-score of 77%). Class II 
negated events (which can have multiple partici-
pants), demonstrated the lowest recall (33%). A 
likely reason is that the feature set used is not 
suitable for multi-participant events: for exam-
ple, feature 8 focuses on the negation cue com-
manding any of the participants, and not all of 
them. It is surprising that negated regulation 
events (Class III) were not the most difficult to 
identify, given their complexity. 

We applied the negation detection on the 
type, trigger and participants of pre-identified 
events in order to explore the complexity of ne-
gations, unaffected by automatic named entity 
recognition, event trigger detection, participant 
identification, etc. As these steps are typically 
performed before further characterisation of 
events, this assumption is not superficial and 
such information can be used as input to the ne-
gation detection module. MacKinlay et al. (2009) 
also used gold annotations as input for negation 
detection, and reported precision, recall, and F-
score of 68%, 24%, and 36% respectively on the 
same dataset (compared to 88%, 49% and 63% 
in our case). The best performing negation detec-
tion approach in the BioNLP’09 shared task re-
ported recall of up to 15%, but with overall event 
detection sensitivity of 33% (Kilicoglu and Ber-
gler 2009) on a ‘test’ dataset (different from that 
used in this study). This makes it difficult to di-
rectly compare their results to our work, but we 
can still provide some rough estimates: had all 
events been correctly identified, their negation 
detection approach could have reached 45% re-
call (compared to 49% in our case). With preci-
sion of around 50%, their projected F-score, 
again assuming perfect event identification, 
could have been in the region of 50% (compared 
to 63% in our case). 

The experiments with rules that were based 
on the command relations have proven to be ge-
neric, providing very high recall (~70%) but with 
poor precision. Although only the results with S-
command relations have been reported here (see 
Table 4), we examined other types of command 
relation, namely NP-, PP-, SBAR-, and VP-
command. The only variation able to improve 
prediction accuracy was whether the cue VP-
commands any of the participants, with an F-
score of 42%, which is higher than the results 
achieved by the S-command (F-score of 35%). 
The S-command relation was used in the SVM 
modules as VP-command did not make the re-
sults significantly better. 

One of the issues we faced was the manage-
ment of multi-token and sub-token entities and 
triggers (e.g. alpha B1 and alpha B2 in “alpha 
B1/alpha B2 ratio”, which will be typically to-
kenised as “alpha”, “B1/alpha”, and “B2”). In 
our approach, we considered all the entities that 
are either multi-token or sub-token. However, if 
we assign participants that are both multi-token 
and sub-token simultaneously to events and ex-
tract similar features for the classifier from them 
as from simple entities, the F-score is reduced by 
about 2%. It would be probably better to assign a 
new category to those participants and add a new 
value for them specifically in every feature. 

7 Conclusions 

Given the number of published articles, detection 
of negations is of particular importance for bio-
medical IE. Here we explored the identification 
of negated molecular events, given their triggers 
(to characterise event type) and participants. We 
considered two approaches:5  a rule-based ap-
proach using constituency parse trees and the 
command relation to identify negation cues and 
scopes, and a machine learning method that 
combines a set of lexical, syntactic and semantic 
features engineered from the associated sentence. 
When compared with a regular-expression-based 
baseline method (NegEx-like), the proposed ML 
method achieved significantly better results: 63% 
F-score with 88% precision. The best results 
were obtained when separate classifiers were 
trained for each of the three event classes, as dif-
ferences between them (in the number and type 
of participants) proved to be important. 

The results presented here were obtained by 
using the ‘gold’ event annotations as the input. It 
would be interesting to explore the impact of 
typically noisy automatic event extraction on 
negation identification. Furthermore, an immedi-
ate future step would be to explore class-specific 
features (e.g. type of theme and cause for Class 
III events, and whether the cue S-commands all 
participants for Class II events). In addition, in 
the current approach we used constituency parse 
trees. Our previous attempts to identify molecu-
lar events (Sarafraz et al. 2009) as well as those 
discussed in Section 2 use dependency parse 
trees. A topic open for future research will be to 
combine information from both dependency and 
constituency parse trees as features for detecting 
negated events. 

                                                 
5 Available at http://bit.ly/bzBaUX 
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Abstract

In this paper we investigate the rela-
tion between positive and negative pairs
in Textual Entailment (TE), in order to
highlight the role of contradiction in TE
datasets. We base our analysis on the de-
composition of Text-Hypothesis pairs into
monothematic pairs, i.e. pairs where only
one linguistic phenomenon at a time is re-
sponsible for entailment judgment and we
argue that such a deeper inspection of the
linguistic phenomena behind textual en-
tailment is necessary in order to highlight
the role of contradiction. We support our
analysis with a number of empirical ex-
periments, which use current available TE
systems.

1 Introduction

Textual Entailment (TE) (Dagan et al., 2009) pro-
vides a powerful and general framework for ap-
plied semantics. TE has been exploited in a series
of evaluation campaigns (RTE - Recognizing Tex-
tual Entailment) (Bentivogli et al., 2009), where
systems are asked to automatically judge whether
the meaning of a portion of text, referred as Text
(T), entails the meaning of another text, referred
as Hypothesis (H).

RTE datasets have been mainly built with the
purpose of showing the applicability of the TE
framework to different semantic applications in
Computational Linguistics. Starting from 2005,
[T,H] pairs were created including samples from
summarization, question answering, information
extraction, and other applications. This evaluation
provides useful cues for researchers and develop-
ers aiming at the integration of TE components in
larger applications (see, for instance, the use of a
TE engine for question answering in the QALL-

ME project system1, the use in relation extraction
(Romano et al., 2006), and in reading comprehen-
sion systems (Nielsen et al., 2009)).

Although the RTE evaluations showed pro-
gresses in TE technologies, we think that there is
still large room for improving qualitative analysis
of both the RTE datasets and the system results. In
particular, we intend to focus this paper on contra-
diction judgments and on a deep inspection of the
linguistic phenomena that determine such judg-
ments. More specifically, we address two distin-
guishing aspects of TE: (i) the variety of linguis-
tic phenomena that are relevant for contradiction
and how their distribution is represented in RTE
datasets; (ii) the fact that in TE it is not enough to
detect the polarity of a sentence, as in traditional
semantic analysis, but rather it is necessary to ana-
lyze the dependencies between two sentences (i.e.
the [T,H] pair) in order to establish whether a con-
tradiction holds between the pair. Under this re-
spect we are interested to investigate both how
polarity among Text and Hypothesis affects the
entailment/contradiction judgments and how dif-
ferent linguistic phenomena interact with polarity
(e.g. whether specific combinations of phenomena
are more frequent than others).

As an example, let us consider the pair:

T: Mexico’s new president, Felipe Calderon, seems to be
doing all the right things in cracking down on Mexico’s drug
traffickers.[...]

H: Felipe Calderon is the outgoing President of Mexico.

In order to detect the correct contradiction judg-
ment between T and H it is necessary to solve the
semantic inference that being the new President of
a country is not compatible with being the outgo-
ing President of the same country. This kind of
inference requires that (i) the semantic opposition
is detected, and that (ii) such opposition is consid-

1http://qallme.fbk.eu/
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Text snippet (pair 125) Phenomena Judg.
T Mexico’s new president, Felipe Calderon, seems to be doing

all the right things in cracking down on Mexico’s drug traffickers. [...]
lexical:semantic-opposition C

H Felipe Calderon is the outgoing President of Mexico. syntactic:argument-realization
syntactic:apposition

H1 Mexico’s outgoing president, Felipe Calderon, seems to be lexical:semantic-opposition C
doing all the right things in cracking down on Mexico’s drug
traffickers. [...]

H2 The new president of Mexico, Felipe Calderon, seems to be syntactic:argument-realization E
doing all the right things in cracking down on Mexico’s drug
traffickers. [...]

H3 Felipe Calderon is Mexico’s new president. syntactic:apposition E

Table 1: Application of the decomposition methodology to an original RTE pair

ered relevant for the contradiction judgment in the
specific context of the pair.

In order to address the issues above, we pro-
pose a methodology based on the decomposition
of [T,H] pairs into monothematic pairs, each rep-
resenting one single linguistic phenomenon rele-
vant for entailment judgment. Then, the analy-
sis is carried out both on the original [T,H] pair
and on the monothematic pairs originated from
it. In particular, we investigate the correlations on
positive and on negative pairs separately, and we
show that the strategies adopted by the TE sys-
tems to deal with phenomena contributing to the
entailment or to the contradiction judgment come
to light when analyzed using qualitative criteria.
We have experimented the decomposition method-
ology over a dataset of pairs, which either are
marked with a contradiction judgment, or show a
polarity phenomenon (either in T or H) which, al-
though present, is not relevant for cotradiction.

The final goal underlying our analysis of con-
tradiction in current RTE datasets is to discover
good strategies for systems to manage contradic-
tion and, more generally, entailment judgments.
To this aim, in Section 5 we propose a comparison
between two systems participating at the last RTE-
5 campaign and try to analyze their behaviour ac-
cording to the decomposition into monothematic
pairs.

The paper is structured as follows. Section 2
presents the main aspects related to contradiction
within the RTE context. Section 3 explains the
procedure for the creation of monothematic pairs
starting from RTE pairs. Section 4 describes the
experimental setup of our pilot study, as well as
the results of the qualitative analysis. Section 5
outlines the preliminary achievements in terms of
comparison of systems’ strategies in order to man-

age contradiction. Finally, Section 6 reports on
previous work on contradiction and textual entail-
ment.

2 Contradiction and Textual Entailment

In RTE, two kinds of judgment are allowed: two
ways (yes or no entailment) or three way judg-
ment. In the latter, systems are required to decide
whether the hypothesis is entailed by the text (en-
tailment), contradicts the text (contradiction), or
is neither entailed by nor contradicts the text (un-
known). The RTE-4 and RTE-5 datasets are anno-
tated for a 3-way decision: entailment (50% of the
pairs), unknown (35%), contradiction (15%). This
distribution among the three entailment judgments
aims at reflecting the natural distribution of en-
tailment in a corpus, where the percentage of text
snippets neither entailing nor contradicting each
other is higher than the contradicting ones. Even if
this balance seems artificial since in a natural set-
ting the presence of unknown pairs is much higher
than the other two judgments (as demonstrated in
the Pilot Task proposed in RTE-5 (Bentivogli et
al., 2009)), the reason behind the choice of RTE
organizers is to maintain a trade-off between the
natural distribution of the data in real documents,
and the creation of a dataset balanced beween pos-
itive and negative examples (as in two way task).

As already pointed out in (Wang, 2009), the
similarity between T’s and H’s in pairs marked as
entailment and contradiction is much higher with
respect to the similarity between T’s and H’s in
pairs marked as unknown. To support this in-
tuition, (Bentivogli et al., 2009) provides some
data on the lexical overlap between T’s and H’s
in the last RTE Challenges. For instance, in RTE-
4 the lexical overlap is 68.95% in entailment pairs,
67.97% in contradiction pairs and only 57.36% in
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the unknown pairs. Similarly, in RTE-5 the lexical
overlap between T’s and H’s is 77.14% in entail-
ment pairs, 78.93% in contradiction pairs and only
62.28% in the unknown pairs.

For this reason, for contradiction detection it is
not sufficient to highlight mismatching informa-
tion between sentences, but deeper comprehension
is required. For applications in information anal-
ysis, it can be very important to detect incompat-
ibility and discrepancies in the description of the
same event, and the contradiction judgment in the
TE task aims at covering this aspect. More specif-
ically, in the RTE task the contradiction judgment
is assigned to a T,H pair when the two text frag-
ments are extremely unlikely to be true simultane-
ously.

According to Marneffe et al. (2008), contra-
dictions may arise from a number of different
constructions, defined in two primary categories:
i) those occurring via antonymy, negation, and
numeric mismatch, and ii) contradictions arising
from the use of factive or modal words, structural
and subtle lexical contrasts, and world knowledge.
Comparing the distribution of contradiction types
for RTE-3 and the real contradiction corpus they
created collecting contradiction “in the wild” (e.g.
from newswire, Wikipedia), they noticed that in
the latter there is a much higher rate of negations,
numeric and lexical contradictions with respect
to RTE dataset, where contradictions of category
(ii) occur more frequently. Analyzing RTE data
of the previous challenges, we noticed that the
tendency towards longer and more complex
sentences in the datasets in order to reproduce
more realistic scenarios, is also reflected in more
complex structures determining contradictions.
For instance, contradictions arising from overt
negation as in (pair 1663, RTE-1 test set):

T: All residential areas in South Africa are segregated by
race and no black neighborhoods have been established in
Port Nolloth.

H: Black neighborhoods are located in Port Nolloth.

are infrequent in the datasets of more recent RTE
challenges. For instance, in RTE-5 test set, only in
4 out of 90 contradiction pairs an overt negation
is responsible for the contradiction judgment.
In agreement with (Marneffe et al., 2008), we
also remarked that most of the contradiction
involve numeric mismatch, wrong appositions,
entity mismatch and, above all, deeper inferences
depending on background and world knowledge,

as in (pair 567, RTE-5 test set):

T: ”[...] we’ve done a series of tests on Senator Kennedy
to determine the cause of his seizure. He has had no further
seizures, remains in good overall condition, and is up and
walking around the hospital”.

H: Ted Kennedy is dead.

These considerations do not mean that overt
negations do not appear in the RTE pairs. On the
contrary, they are often present in T,H pairs, but
most of the times their presence is irrelevant in the
assignment of the correct entailment judgment to
the pair. For instance, the scope of the negation
can be a phrase or a sentence with additional infor-
mation with respect to the relevant parts of T and
H that allow to correctly judge the pair. This fact
could be misleading for systems that do not cor-
recly exploit syntactic information, as the experi-
ments using Linear Distance described in (Cabrio
et al., 2008).

3 Decomposing RTE pairs

The qualitative evaluation we propose takes
advantage of previous work on monothematic
datasets. A monothematic pair (Magnini and
Cabrio, 2009) is defined as a [T,H] pair in which a
certain phenomenon relevant to the entailment re-
lation is highlighted and isolated. The main idea is
to create such monothematic pairs on the basis of
the phenomena which are actually present in the
original RTE pairs, so that the actual distribution
of the linguistic phenomena involved in the entail-
ment relation emerges.

For the decomposition procedure, we refer to
the methodology described in (Bentivogli et al.,
2010), consisting of a number of steps carried
out manually. The starting point is a [T,H] pair
taken from one of the RTE datasets, that should be
decomposed in a number of monothematic pairs
[T, Hi]mono, where T is the original Text and Hi

are the Hypotheses created for each linguistic phe-
nomenon relevant for judging the entailment rela-
tion in [T,H].

In detail, the procedure for the creation of
monothematic pairs is composed of the following
steps:

1. Individuate the linguistic phenomena which
contribute to the entailment in [T,H].

2. For each phenomenon i:
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(a) Individuate a general entailment rule ri

for the phenomenon i, and instantiate
the rule using the portion of T which ex-
presses i as the left hand side (LHS) of
the rule, and information from H on i as
the right hand side (RHS) of the rule.

(b) Substitute the portion of T that matches
the LHS of ri with the RHS of ri.

(c) Consider the result of the previous step
as Hi, and compose the monothematic
pair [T, Hi]mono. Mark the pair with
phenomenon i.

3. Assign an entailment judgment to each
monothematic pair.

Relevant linguistic phenomena are grouped us-
ing both fine-grained categories and broader cate-
gories. Macro categories are defined referring to
widely accepted linguistic categories in the liter-
ature (e.g. (Garoufi, 2007)) and to the inference
types typically addressed in RTE systems: lexical,
syntactic, lexical-syntactic, discourse and reason-
ing. Each macro category includes fine-grained
phenomena (Table 2 reports a list of some of the
phenomena detected in RTE-5 dataset).

Table 1 shows an example of the decomposi-
tion of a RTE pair (marked as contradiction) into
monothematic pairs. At step 1 of the methodology
both the phenomena that preserve the entailment
and the phenomena that break the entailment rules
causing a contradiction in the pair are detected,
i.e. argument realization, apposition and seman-
tic opposition (column phenomena in the table).
While the monothematic pairs created basing on
the first two phenomena preserve the entailment,
the semantic opposition generates a contradiction
(column judgment).

As an example, let’s apply step by step the
procedure to the phenomenon of semantic oppo-
sition. At step 2a of the methodology the general
rule:

Pattern: x ⇐ / ⇒ y

Constraint: semantic opposition(y,x)

is instantiated (new⇐ / ⇒outgoing), and at step
2b the substitution in T is carried out (Mexico’s
outgoing president, Felipe Calderon [...]). At
step 2c a negative monothematic pair T, H1 is
composed (column text snippet in the table) and
marked as semantic opposition (macro-category

lexical), and the pair is judged as contradiction.
In (Bentivogli et al., 2010), critical issues con-

cerning the application of such procedure are dis-
cussed in detail, and more examples are provided.
Furthermore, a pilot resource is created, composed
of a first dataset with 60 pairs from RTE-5 test
set (30 positive, and 30 negative randomly ex-
tracted examples), and a dataset composed of all
the monothematic pairs derived by the first one
following the procedure described before. The
second dataset is composed of 167 pairs (134 en-
tailment, 33 contradiction examples, considering
35 different linguistic phenomena).2

4 Analysis and discussion

Our analysis has been carried out taking advan-
tage of the pilot resource created by Bentivogli
et al. (2010). From their first dataset we ex-
tracted a sample of 48 pairs ([T, H]sample−contr)
composed of 30 contradiction pairs and 18 entail-
ment pairs, the latter containing either in T or in
H a directly or an indirectly licensed negation.3

Furthermore, a dataset of 129 monothematic pairs
(96 entailment and 33 contradiction examples),
i.e. [T, H]mono−contr, was derived by the pairs
in [T, H]sample−contr applying the procedure de-
scribed in Section 3. The linguistic phenomena
isolated in the monothematic pairs (i.e. considered
relevant to correctly assign the entailment judg-
ment to our sample) are listed in Table 2.

In RTE datasets only a subpart of the potentially
problematic phenomena concerning negation and
negative polarity items is represented. At the same
time, the specificity of the task lies in the fact that
it is not enough to find the correct representation
of the linguistic phenomena underlying a sentence
meaning, but correct inferences should be derived
from the relations that these phenomena contribute
to establish between two text fragments. The
mere presence of a negation in T is not relevant
for the TE task, unless the scope of the negation (a
token or a phrase) is present as non-negated in H

2Both datasets are freely available at
http://hlt.fbk.eu/en/Technology/TE Specialized Data

3Following (Harabagiu et al., 2006) overt (directly li-
censed) negations include i) overt negative markers such as
not, n’t; ii) negative quantifiers as no, and expressions such
as no one and nothing; iii) strong negative adverbs like never.
Indirectly licensed negations include: i) verbs or phrasal
verbs (e.g. deny, fail, refuse, keep from); ii) prepositions (e.g.
without, except); weak quantifiers (e.g. few, any, some), and
iv) traditional negative polarity items (e.g. a red cent or any-
more).
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phenomena # pairs [T, H]

RT E5−mono−contr

entailment contradiction
# mono probab. # mono probab.

lex:identity 1 0.25 3 0.75
lex:format 2 1 - -
lex:acronymy 1 1 - -
lex:demonymy 1 1 - -
lex:synonymy 6 1 - -
lex:semantic-opp. - - 3 1
lex:hypernymy 2 1 - -
TOT lexical 13 0.68 6 0.32
lexsynt:transp-head 2 1 - -
lexsynt:verb-nom. 6 1 - -
lexsynt:causative 1 1 - -
lexsynt:paraphrase 2 1 - -
TOT lexical-syntactic 11 1 - -
synt:negation - - 1 1
synt:modifier 3 0.75 1 0.25
synt:arg-realization 4 1 - -
synt:apposition 9 0.6 6 0.4
synt:list 1 1 - -
synt:coordination 2 1 - -
synt:actpass-altern. 4 0.67 2 0.33
TOT syntactic 23 0.7 10 0.3
disc:coreference 16 1 - -
disc:apposition 2 1 - -
disc:anaphora-zero 3 1 - -
disc:ellipsis 3 1 - -
disc:statements 1 1 - -
TOT discourse 25 1 - -
reas:apposition 1 0.5 1 0.5
reas:modifier 2 1 - -
reas:genitive 1 1 - -
reas:meronymy 1 0.5 1 0.5
reas:quantity - - 5 1
reas:spatial 1 1 - -
reas:gen-inference 18 0.64 10 0.36
TOT reasoning 24 0.59 17 0.41
TOT (all phenomena) 96 0.74 33 0.26

Table 2: Occurrences of linguistic phenomena in
TE contradiction pairs

(or viceversa), hence a contradiction is generated.
For this reason, 18 pairs of [T, H]sample−contr

are judged as entailment even if a negation is
present, but it is not relevant to correctly assign
the entailment judgment to the pair as in (pair
205, RTE-5 test set):

T: A team of European and American astronomers say
that a recently discovered extrasolar planet, located not far
from Earth, contains oceans and rivers of hot solid water. The
team discovered the planet, Gliese 436 b [...].

H: Gliese 436 b was found by scientists from America and

Europe.

As showed in Table 2, only in one pair of
our sample the presence of a negation is relevant
to assign the contradiction judgment to the pair.
In the pairs we analyzed, contradiction mainly
arise from quantity mismatching, semantic oppo-
sition (antonymy), mismatching appositions (e.g.
the Swiss Foreign Minister x contradicts y is the
Swiss Foreign Minister), and from general infer-
ence (e.g. x became a naturalized citizen of the
U.S. contradicts x is born in the U.S.). Due to the

small sample we analyzed, some phenomena ap-
pear rarely, and their distribution can not be con-
sidered as representative of the same phenomenon
in a natural setting. In 27 out of 30 contradiction
pairs, only one monothematic pair among the ones
derived from each example was marked as con-
tradiction, meaning that on average only one lin-
guistic phenomenon is responsible for the contra-
diction judgment in a TE original pair. Hence the
importance of detecting it.

Given the list of the phenomena isolated in
[T, H]mono−contr with their frequency both in
monothematic positive pairs and monothematic
negative pairs, we derived the probability of lin-
guistic phenomena to contribute more to the as-
signment of a certain judgment than to another
(column probab. in Table 2). Such probability P
of a phenomenon i to appear in a positive (or in a
negative) pair is calculated as follows:

P (i|[T, H]positive) =
#(i|[T, H]RTE5−positive−mono)

#(i|[T, H]RTE5−mono)
(1)

For instance, if the phenomenon semantic op-
position appears in 3 pairs of our sample and all
these pairs are marked as contradiction, we as-
sign a probability of 1 to a pair containing a se-
mantic opposition to be marked as contradiction.
If the phenomenon apposition (syntax) appears in
9 monothematic positive pairs and in 6 negative
pairs, that phenomenon has a probability of 0.6 to
appear in positive examples and 0.4 to appear in
negative examples. Due to their nature, some phe-
nomena are strongly related to a certain judgment
(e.g. semantic opposition), while other can appear
both in positive and in negative pairs. Learning
such correlations on larger datasets could be an in-
teresting feature to be exploited by TE systems in
the assignment of a certain judgment if the phe-
nomenon i is detected in the pair.

Table 3 reports the cooccurrences of the linguis-
tic phenomena relevant to inference in the pairs
marked as contradiction. On the first horizontal
row all the phenomena that at least in one pair
determine contradiction are listed, while in the
first column there are all the phenomena cooc-
curring with them in the pairs. The idea un-
delying this table is to understand if it is possi-
ble to identify recurrent patterns of cooccurrences
between phenomena in contradiction pairs. As
can be noticed, almost all phenomena occur to-
gether with expressions requiring deeper inference
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lex:identity 1 1
lex:format 1
lex:acronymy 1
lex:synonymy 1 1 1 1
lex:hypernymy 1
lexsynt:vrb-nom 1 1 1
lexsynt:caus. 1
synt:modifier 1
synt:arg-realiz. 1 1
synt:apposition 2 3
synt:coord. 1
synt:actpass 1 1
disc:coref. 3 1 4
disc:apposition
disc:anaph-0 1 1
disc:ellipsis 1 1 2
disc:statements 1
reas:genitive 1
reas:meronymy 1
reas:gen-infer. 1 1 3 1 2 1

Table 3: Cooccurrencies of phenomena in contra-
diction pairs

(reas:general inference), but this is due to the fact
that this category is the most frequent one. Beside
this, it seems that no specific patterns can be high-
lighted, but it could be worth to extend this analy-
sis increasing the number of pairs of the sample.

5 Comparing RTE systems’ behaviour
on contradiction pairs

As introduced before, from a contradiction pair it
is possible to extract on average 3 monothematic
pairs (Bentivogli et al., 2009), and only one of
these monothematic pairs is marked as contradic-
tion. This means that on average only one lin-
guistic phenomenon is responsible for the contra-
diction judgment in a RTE pair, while the others
maintain the entailment relation (i.e. it is possible
to correcly apply an entailment rule as exemplified
in Section 3). On the contrary, in a pair judged
as entailment, all the monothematic pairs derived
from it are marked as entailment.

These observations point out the fact that if a
TE system is able to correctly isolate and judge
the phenomenon that generates the contradiction,
the system should be able to assign the correct
judgment to the original contradiction pair, despite
possible mistakes in handling the other phenom-
ena present in that pair.

In order to understand how it is possible to
take advantage of the data analyzed so far to
improve a TE system, we run two systems that
took part into the last RTE challenge (RTE-5) on

[T, H]mono−contr.
The first system we used is the EDITS system

(Edit Distance Textual Entailment Suite) (Negri et
al., 2009)4, that assumes that the distance between
T and H is a characteristics that separates the pos-
itive pairs, for which entailment holds, from the
negative pairs, for which entailment does not hold
(it is developed according to the two way task). It
is based on edit distance algorithms, and computes
the [T,H] distance as the overall cost of the edit op-
erations (i.e. insertion, deletion and substitution)
that are required to transform T into H. In partic-
ular, we applied the model that produced EDITS
best run at RTE-5 (acc. on RTE-5 test set: 60.2%).
The main features of this run are: Tree Edit Dis-
tance algorithm on the parsed trees of T and H,
Wikipedia lexical entailment rules, and PSO opti-
mized operation costs, as described in (Mehdad et
al., 2009).

The other system used in our experiments
is VENSES5 (Delmonte et al., 2009), that ob-
tained performances similar to EDITS at RTE-5
(acc. on test set: 61.5%). VENSES applies a
linguistically-based approach for semantic infer-
ence, composed of two main components: i) a
grammatically-driven subsystem that validates the
well-formedness of the predicate-argument struc-
ture and works on the output of a deep parser
producing augmented (i.e. fully indexed) head-
dependency structures; and ii) a subsystem that
detects allowed logical and lexical inferences bas-
ing on different kind of structural transformations
intended to produce a semantically valid mean-
ing correspondence. The system has a pronomi-
nal binding module that works at text/hypothesis
level separately for lexical personal, possessive
and reflexive pronouns, which are substituted by
the heads of their antecedents. Also in this case,
we applied the same configuration of the system
used in RTE evaluation.

Table 4 reports EDITS and VENSES accuracies
on the monothematic pairs of [T, H]mono−contr.

As said before, the accuracy reported for some
very rare phenomena cannot be considered com-
pletely reliable. Nevertheless, from these data the
main features of the systems can be identified. For
instance, EDITS obtains the highest accuracies on
the positive monothematic pairs, while it seems it
has no peculiar strategies to deal with phenomena

4http://edits.fbk.eu/
5http://project.cgm.unive.it/venses en.html
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phenomena EDITS VENSES
% acc. % acc.

pos. neg. pos. neg.
lex:identity 100 0 100 33.3
lex:format 100 - 100 -
lex:acronymy 100 - 0 -
lex:demonymy 100 - 100 -
lex:synonymy 80.3 - 80.3 -
lex:semantic-opp. - 0 - 100
lex:hypernymy 100 - 100 -
TOT lexical 96.7 0 80 66.6
lexsynt:transp-head 100 - 50 -
lexsynt:verb-nom. 83.3 - 16 -
lexsynt:causative 100 - 100 -
lexsynt:paraphrase 100 - 100 -
TOT lexical-syntactic 95.8 - 66.5 -
synt:negation - 0 - 0
synt:modifier 100 0 33.3 100
synt:arg-realization 100 - 50 -
synt:apposition 100 33.3 55.5 83.3
synt:list 100 - 100 -
synt:coordination 100 - 50 -
synt:actpass-altern. 100 0 25 50
TOT syntactic 100 22.2 52.3 77.7
disc:coreference 95 - 50 -
disc:apposition 100 - 0 -
disc:anaphora-zero 100 - 33.3 -
disc:ellipsis 100 - 33.3 -
disc:statements 100 - 0 -
TOT discourse 99 - 23.3 -
reas:apposition 100 0 100 100
reas:modifier 50 - 100 -
reas:genitive 100 - 100 -
reas:meronymy 100 0 100 0
reas:quantity - 0 - 80
reas:spatial 100 - 0 -
reas:gen-inference 87.5 50 37.5 90
TOT reasoning 89.5 35.2 72.9 82.3
TOT (all phenomena) 96.2 25 59 81.2

Table 4: RTE systems’ accuracy on phenomena

that generally cause contradiction (e.g. seman-
tic opposition, negation, and quantity mismatch-
ing). On the contrary, VENSES shows an oppo-
site behaviour, obtaining the best results on the
negative cases. Analysing such data it is possible
to hypothesize systems’ behaviours: for example,
on the monothematic dataset EDITS produces a
pretty high number of false positives, meaning that
for this system if there are no evidences of con-
tradiction, a pair should be marked as entailment
(in order to improve such system, strategies to de-
tect contradiction pairs should be thought). On the
contrary, VENSES produces a pretty high number
of false negatives, meaning that if the system is not
able to find evidences of entailment, it assigns the
contradiction value to the pairs (for this system,
being able to correctly detect all the phenomena
contributing to entailment in a pair is fundamen-
tal, otherwise it will be marked as contradiction).

6 Related Work

Condoravdi et al. (2003) first proposed contra-
diction detection as an important NLP task, then
(Harabagiu et al., 2006) provided the first em-

pirical results for it, focusing on contradiction
caused by negation, antonymy, and paraphrases.
Voorhees (2008) carries out an analysis of RTE-
3 extended task, examining systems’ abilities to
detect contradiction and providing explanations
of their reasoning when making entailment deci-
sions.

Beside defining the categories of construction
from which contradiction may arise, Marneffe et
al. (2008) provide the annotation of the RTE
datasets (RTE-1 and RTE-2) for contradiction.
Furthermore, they also collect contradiction “in
the wild” (e.g. from newswire, Wikipedia) to sam-
ple naturally occurring ones.6

Ritter et al. (2008) extend (Marneffe et al.,
2008)’s analysis to a class of contradiction that can
only be detected using backgroud knowledge, and
describe a case study of contradiction detection
based on functional relations. They also automat-
ically generate a corpus of seeming contradiction
from the Web text.7

Furthermore, some of the systems presented in
the previous editions of the RTE challenges at-
tempted specic strategies to focus on the phe-
nomenon of negation. For instance, (Snow et al.,
2006) presents a framework for recognizing tex-
tual entailment that focuses on the use of syntactic
heuristics to recognize false entailment. Among
the others, heuristics concerning negation mis-
match and antonym match are defined. In (Tatu
et al., 2007) the logic representation of sentences
with negated concepts was altered to mark as
negated the entire scope of the negation. (Ferran-
dez et al., 2009) propose a system facing the en-
tailment recognition by computing shallow lexical
deductions and richer inferences based on seman-
tics, and features relating to negation are extracted.
In (Iftene et al., 2009) several rules are extracted
and applied to detect contradiction cases.

7 Conclusion

We have proposed a methodology for the qualita-
tive analysis of TE systems focusing on contradic-
tion judgments and on the linguistic phenomena
that determine such judgments. The methodology
is based on the decomposition of [T,H] pairs into
monothematic pairs, each representing one sin-
gle linguistic phenomenon relevant for entailment

6Their corpora are available at http://www-
nlp.stanford.edu/projects/contradiction.

7Available at http://www.cs.washington.edu/research/ au-
contraire/
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judgment.
In particular, the phenomena from which con-

tradiction may arise and their distribution in RTE
datasets have been highlighted, and a pilot study
comparing the performancies of two RTE systems
both on monothematic pairs and on the corre-
sponding original ones has been carried out. We
discovered that, although the two systems have
similar performances in terms of accuracy on the
RTE-5 datasets, they show significant differences
in their respective abilities to correctly manage dif-
ferent linguistic phenomena that generally cause
contradiction. We hope that the analysis of con-
tradiction in current RTE datasets may bring inter-
esting elements to TE system developers to define
good strategies to manage contradiction and, more
generally, entailment judgments.
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Discussion Items

• Is there agreement about what exactly do we understand by processing negation and speculation?

• How necessary is it to process negation and speculation for improving the quality of natural
language processing tools/applications?

• What kind of information relative to negation and speculation should be annotated in corpora?
Does it suffice to annotate the scope of cues? Is it more useful to annotate events and their
factuality?

• Are all cases of negation and speculation equally relevant for the accurate extraction of informa-
tion?

• At what level should the information be annotated: sentence, document?

• How relevant is discourse level annotation for processing negation and speculation? For example,
annotating the structure of a document?

• Are there different annotation needs depending on the domain? For example, should a biomedical
text be annotated differently than an opinion text?

• Would it be convenient to build a repository of negation/speculation resources (lexicon, guide-
lines, etc.)?

• Is it feasible to automatically learn the factuality of an event?
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