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Introduction

Welcome to the NAACL-HLT 2010 Workshop on Computational Neurolinguistics.

This is the first workshop to be held on this emerging topic, which integrates recent advances in
computational linguistics and cognitive neuroscience with the latest methods from machine learning.
This new field promises to aid in the further development of cognitively plausible theories of language,
to provide a third empirical basis as a benchmark for computational linguistics (besides corpora,
and data elicited from informants), and to enrich the models of language used in neuroscience with
the precision and breadth that computational linguistic methods provide. More ambitious blue-sky
applications being pursued include language-based brain-computer interfaces, parsing of sentential
structure from recordings of neural activity during language processing, and the derivation of language
resources from neuroimaging data.

We hope that this event will provide an interdisciplinary forum for the free exchange of ideas between
the participants, whose expertise ranges across computational linguistics, cognitive psychology, brain
decoding, psycholinguistics and other areas of cognitive science. In preparation for the workshop
we released two neural recording data-sets and corresponding language models (the CMU fMRI
set and the Trento EEG set, both on a lexical semantic processing task) to allow researchers from
different specialties to contribute. The papers that will be presented at the workshop cover a range of
neuroimaging techniques (EEG, fMRI, MEG), models of language phenomena (distributional models of
lexical semantics, formal ontologies, word class distinctions, connectionist approaches), and of machine
learning and data mining methods (Bayesian learning, source separation models, regression techniques,
non-linear classifiers).

In addition to the submitted papers we will have two additional talks. We are very happy to welcome
Tom Mitchell to open the event. Over recent years Prof. Mitchell has chosen neuroimaging data, and
language, as the two phenomena that he will focus on in his machine learning research. In addition we
will give a mini-tutorial: a crash course for computational linguists in the neuroscience of language,
and on basic principles of neuroimaging techniques.

Brian Murphy, Kai-min Chang, and Anna Korhonen.
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Learning semantic features for fMRI data from definitional text
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Abstract

(Mitchell et al., 2008) showed that it was pos-

sible to use a text corpus to learn the value of

hypothesized semantic features characterizing

the meaning of a concrete noun. The authors

also demonstrated that those features could

be used to decompose the spatial pattern of

fMRI-measured brain activation in response to

a stimulus containing that noun and a picture

of it. In this paper we introduce a method for

learning such semantic features automatically

from a text corpus, without needing to hypoth-

esize them or provide any proxies for their

presence on the text. We show that those fea-

tures are effective in a more demanding classi-

fication task than that in (Mitchell et al., 2008)

and describe their qualitative relationship to

the features proposed in that paper.

1 Introduction

In the last few years there has been a gradual in-

crease in the number of papers that resort to machine

learning classifiers to decode information from the

pattern of activation of activation of voxels across

the brain (see (Norman et al., 2006) and (Haynes and

Rees, 2006) for pointers to much of this work). Re-

cently, however, interest has shifted to discovering

how the information present is encoded, rather than

just whether it is present, and also testing theories

about that encoding. One especially compelling ex-

ample of the latter is (Kay et al., 2008), where the

authors postulate a mathematical model for how vi-

sual information gets transformed into the fMRI sig-

nal one can record from visual cortex and, after fit-

ting the model, validate it by using it to predict fMRI
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Figure 1: top: A complex pattern of activation is ex-

pressed as a combination of three basic patterns. bottom:

The pattern can be written as a row vector, and the com-

bination as a linear combination of three row vectors.

activation for novel stimuli. A second example is,

of course, (Mitchell et al., 2008), which aims at de-

composing the pattern of activation in response to a

picture+noun stimulus into a combination of basic

patterns corresponding to the key semantic features

of the stimulus. A schematic view of this is given

in Figure 1, where the complex pattern on the left is

split into three simpler ones. This is done by deter-

mining the value of several hypothesized semantic

features and using them as the combination weights

for basic patterns, which can then be extracted from

fMRI data.

Ideally, semantic features should reflect what is

in a subject’s mind when she thinks about a con-

crete concept, e.g. whether it is animate or inani-

mate, or an object versus something natural. It also

seems reasonable to expect that the main seman-

tic features would likely be shared by most people

thinking about the same concept; talking to some-

one about a chair or table requires a common un-

derstanding of the characteristics of that concept.

(Mitchell et al., 2008) proposed a method for captur-

ing such common understanding, by considering 25

1



verbs 1 reflecting, in their words, “basic sensory and

motor activities, actions performed on objects, and

actions involving changes to spatial relationships”.

For each of the 60 nouns corresponding to the stim-

ului shown, they counted the co-occurrence of the

noun with each of the 25 verbs in a large text corpus,

converting those 25 counts into normalized feature

values (the 25-vector has length 1). The hypothe-

sis subjacent to this procedure is that the 25 verbs

are a good proxy for the main characteristics of a

concept, and that their frequent co-occurrence with

the corresponding noun in text means that many dif-

ferent sources (and people) have that association in

mind when using the noun; in a nutshell, the associa-

tion reflects common understanding of the meaning

of the noun. The results in (Mitchell et al., 2008)

are an extremely compelling demonstration that text

corpora contain information useful for parsing brain

activation into component patterns that reflect se-

mantic features.

We would like to go beyond the analysis in

(Mitchell et al., 2008) by considering that stipulat-

ing the semantic features to consider – via the verb

proxy – may limit the information that can be ex-

tracted. The verbs were selected to capture a range

of characteristics described above, but this does not

guarantee that those will be all the ones that are rele-

vant, even for concrete concepts. But how to identify

characteristics beyond those that one could hypoth-

esize in advance?

This paper describes an approach to identifying

semantic features from a text corpus in an unsuper-

vised manner, without the need to specify verbs or

any other proxy for those features. The first aspect

of the approach is the use of a text corpus that goes

beyond merely containing occurrences of the words.

We use a subset of Wikipedia 2, which we chose be-

cause articles are definitional in style and also edited

by many people, ensuring that they will contain the

essential shared knowledge pertaining to the subject

of the article. The articles in the subset were cho-

sen because they pertained to concrete or imageable

concepts, and the methodology for deciding on this

is described in Section 2.2.2. One property in par-

1see, hear, listen, taste, smell, eat, touch, rub, lift, manipu-

late, run, push, fill, move, ride, say, fear, open, approach, near,

enter, drive, wear, break and clean
2http://en.wikipedia.org

ticular of text defining a concept will be especially

helpful here: in order to make its meaning precise,

it has to touch on most related concepts. This means

that we will still be resorting to co-ocurrence with

our target nouns in order to identify semantic fea-

tures, but not of a fixed set of verbs; rather, we are

considering all possible related words.

The tool we will use to do so is latent Dirichlet

allocation (LDA, (Blei et al., 2003)). This tech-

nique produces a generative probabilistic model of

text corpora where each document (article) is viewed

as a bag-of-words (i.e. only which words appear,

and how often, matters) with each word being drawn

from a finite mixture of an underlying set of topics,

each of which is in turn a probability distribution

over vocabulary words. We will use topics as our

semantic features, with the proportions of each topic

in the article for a given noun being the values of the

features for that noun.

(Murphy et al., 2009) does something similar in

flavour to this, by decomposing the patterns of co-

occurrences in a text corpus between the 20000 most

frequent nouns and 5000 most frequent verbs using

SVD. This is used to identify 25 singular vectors

which yield feature values across nouns.

2 Methods and Data

2.1 Data

We use the dataset from (Mitchell et al., 2008),

which contains data from 9 subjects. For each sub-

ject there is a dataset of 360 examples - average

fMRI volume around the peak of an experiment trial

- comprising 6 replications (epochs) of each of 60

nouns as stimuli. The 60 nouns also belong to one

of 12 semantic categories, hence there are two la-

bels for classification tasks. We refer the reader to

the original paper for more details about the specific

categories and nouns chosen.

All of our classification experiments are done over

360 examples, rather than 60 average noun images,

as we want to leverage having multiple instances of

the same noun and use cross-validation. We also

replicated the main experiment in (Mitchell et al.,

2008), and for that we used the 60 average noun im-

ages, with their mean image subtracted from each of

them.

2



2.2 Semantic Features

The experiments described on the paper rely on us-

ing two different kinds of semantic features (low-

dimensional representations of data) to decompose

each example in constituent basis images; these two

kinds are described blow.

2.2.1 Science Semantic Features (SSF)

These are the semantic features used in (Mitchell

et al., 2008) to represent a given stimulus. They

were obtained by considering co-occurrence counts

of the noun naming each stimulus with each of 25

verbs in a text corpus, yielding a vector of 25 counts

which was normalized to have unit length. The low-

dimensional representation of the brain image for a

given noun is thus a 25-dimensional vector. The left

of Figure 2 shows the value of these features for the

60 nouns considered.

2.2.2 Wikipedia Semantic Features (WSF)

To obtain the Wikipedia semantic features we

considered concepts rather than nouns, though we

will use the latter terminology in the rest of the pa-

per for consistency with (Mitchell et al., 2008). We

started with the classical lists of words in (Paivio et

al., 1968) and (Battig and Montague, 1969), as well

as modern revisions/extensions (Clark and Paivio,

2004) and (Van Overschelde, 2004), and looked for

words corresponding to concepts that were deemed

concrete or imageable (be it because of their score

in one of the norms or through editorial decision),

identified the corresponding Wikipedia article ti-

tles (e.g. “airplane” is “Fixed-wing aircraft”) and

also compiled related articles which were linked

to from these (e.g. “Aircraft cabin”). If there

were words in the original lists with multiple mean-

ings we included the articles for at least several

of those meanings. Given the time available, we

stopped the process with a list of 3500 concepts and

their corresponding articles (a corpus we call the

“Weekipedia”). We used Wikipedia Extractor 3 to

remove any HTML or wiki formatting and annota-

tions and processed the resulting text through the

morphological analysis tool Morpha (Minnen et al.,

3http://medialab.di.unipi.it/wiki/

Wikipedia_extractor

2001) 4 to lemmatize all the words to their basic

stems (e.g. “taste”,”tasted”,”taster” and “tastes” all

become the same word).

The resulting text corpus was processed with

topic modelling software to build several LDAmod-

els. The articles were converted to the required for-

mat, keeping only words that appeared in at least two

articles, and words were also excluded resorting to

a custom stopword list. We run the software vary-

ing the number of topics allowed from 10 to 60, in

increments of 5, and allowing the software to esti-

mate the α parameter. The α parameter influences

the number of topics used for each example. For a

given number of topics K, this yielded distributions

over the vocabulary for each topic and one vector of

topic probabilities per article/concept; this vector is

the low-dimensional representation of the concept.

Note also that, since the probabilities add up to 1,

the presence of one semantic feature trades off with

the presence of the others.

The middle and right of Figure 2 shows the value

of these features for the 60 nouns considered in 25

and 50 topic models, respectively.

2.2.3 Relating semantic features to brain

images

notation Each example corresponds to the average

fMRI volume around the peak of a trial, account-

ing for haemodynamic delay. This 3D volume can

be unfolded into a vector x with as many entries as

voxels. A dataset is a n × m matrix X where row

i is the example vector xi. Similarly to (Mitchell

et al., 2008), each example x will be expressed as

a linear combination of basis images b1, . . . ,bK

of the same dimensionality, with the weights given

by the semantic feature vector z = [z1, . . . , zK ]
(see Figure 1 for an illustration of this). The low-

dimensional representation of X is a n × K matrix

Z where row i is a semantic feature vector zi and the

corresponding basis images are a K × m matrix B,

where row k corresponds to basis image bk.

learning and prediction Learning the basis im-

ages given X and Z (top part of Figure 4) can be de-

composed into a set of independent regression prob-

4http://www.informatics.susx.ac.uk/

research/groups/nlp/carroll/morph.

html
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Figure 2: The value of semantic features for the 60 nouns considered, using SSF with 25 verbs (left) and WSF with

25 and 50 topics (middle and right). The 60 nouns belong to one of 12 categories, and those are arranged in sequence.

Although a few of the SSF features might correspond to WSF features, the majority of them do not.

lems, one per voxel j, i.e. the values of voxel j

across all examples, X(:, j), are predicted from Z

using regression coefficients B(:, j), which are the

values of voxel j across basis images.

Predicting the semantic feature vector z for an ex-

ample x (bottom part of Figure 4) is a regression

problem where x
′ is predicted from B′ using regres-

sion coefficients z
′. For WSF, the prediction of the

semantic feature vector is done under the additional

constraint that the values need to add up to 1. Any

situation where linear regression was unfeasible be-

cause the square matrix in the normal equations was

not invertible was addressed by replacing the design

matrix by its singular value decomposition, leaving

only non-zero singular values.

3 Experiments and Discussion

3.1 Classification/Reconstruction on semantic

feature space

3.1.1 Experiment details

Several classification experiments are described

in (Mitchell et al., 2008). The main one aims at

gauging the accuracy of matching unseen stimuli to

their unseen fMRI images and is schematized in Fig-

ure 3. To do this, the authors consider the 60 average

examples of each stimulus and, in turn, leave out

each of 1770 possible pairs of examples. For each

left out pair, they learn a set of basis images using

the remaining 58 examples and their respective SSF

representations. They then use the SSF representa-
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Figure 3: The classification task in (Mitchell et al., 2008)

is such that semantic feature representations of the 2

test nouns are used, in conjunction with the image ba-

sis learned on the training set, to predict their respective

test examples and use that prediction in a 2-way classifi-

cation.

tion of the two left-out examples and the basis to

generate a predicted example for each one of them.

These can then be used in a two-way matching task

with the actual examples that were left out, where

the outcome is correct or incorrect. Note that this is

not done over the entire brain but over a selection of

500 stable voxels, as determined by computing their

reproducibility over the 58 examples in each leave-

one-out fold. This criterion identifies voxels whose

activation levels across the 58 nouns bear the same

relationship to each other over epochs (mathemat-

ically, the vector of activation levels across the 60

sorted nouns is highly correlated between epochs).

We reproduced this experiment for the sake of com-

parison and describe the results in Section 3.4.

Whereas (Mitchell et al., 2008) aimed at predict-

ing the activation of a set of voxels, and judging how

4
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Figure 4: Our classification task requires learning an im-

age basis from a set of training examples and their re-

spective semantic feature representations. This is used to

predict semantic feature values for test set examples and

from those one can classify against the known semantic

feature values for all 60 nouns.

good that prediction is by its 2-way accuracy, this

paper focuses on a different sort of experiment: pre-

diction of semantic feature values for a test exam-

ple, as schematized in FIgure 4. In this experiment,

the semantic features get used to learn basis images

from training examples, with the goal of reconstruct-

ing those training examples as well as possible. This

learning does not contemplate the labels – category

or noun – of the training examples. The basis images

are used, in turn, to predict semantic feature values

for test examples and determining, in essence, which

semantic features are active during a test example.

The criterion for judging whether this is a good pre-

diction will be how well can we classify the category

(1-of-12) and noun (1-of-60) noun of a test example.

Good classification performance implies that the se-

mantic features capture activation that is relevant to

the task in the corresponding basis images and that,

in combination, the features contain enough infor-

mation to distinguish the various nouns.

We will use either a leave-one-epoch-out (6 fold)

or a leave-one-noun-out (60 fold) cross-validation

and we perform the following steps in each fold:

1. from each training set Xtrain and correspond-

ing semantic features Ztrain, select the top

1000 most reproducible voxels and learn an im-

age basis B using those

2. use the test set Xtest and basis B to predict a

semantic feature representation Zpred for those

examples

3. use nearest-neighbour classification to predict

the labels of examples in Xtest, by comparing

Zpred for each example with known semantic

features Z

4. use the semantic features Zpred together with

basis B to reconstruct test examples as

Xpred = ZbredB and compute squared error

between Xpred andXtest (over selected voxels)

This allows us to do both kinds of cross-

validation, as there is always one semantic feature

vector for each different noun in Z regardless. This

procedure is unbiased, and we tested this empirically

using a permutation test (examples permuted within

epoch) to verify the accuracy results for either task

were at chance level.

3.1.2 Experiment results

Figure 5 shows the results using leave-one-epoch-

out cross-validation. For each subject (row), there

is one plot of reconstruction error (column 1) and

one for error in category classification (column 2)

and noun classification (column 3). Each plot con-

trasts the error obtained using SSF with that ob-

tained using WSF with 10-60 topics, in increments

of 5; WSF is as good or better than SSF in both cat-

egory and noun classification. Given the the results

are over 360 test examples we are not displaying er-

ror bars; each number of topics for which WSF is

better as deemed by a paired t-test (0.01 significance

level, uncorrected) is highlighted by a square on the

plot. The same is true for the category task when

using leave-one-noun-out cross-validation, but nei-

ther WSF nor SSF appear to do well in the noun

task except for subject P1, where WSF again dom-

inates. Results overall are somewhat lower than for

the leave-one-epoch-out cross-validation. Given that

the comparison results are qualitatively similar and

space is limited we did not include the correspond-

ing figure. In both cross-validations the reconstruc-

tion error of WSF starts higher than that of SSF

and decreases monotonically until they are roughly

matched. Our conjecture is that WSF semantic fea-

tures are sparser and thus there are fewer basis im-

ages being added to predict any given test example.

As the number of topics increases, this ceases to be

the case.

One salient aspect of Figure 5 is that accuracy is

much higher than chance for subjects P1-P4 than for

P5-P9, and this corresponds to the subjects where

5
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Figure 5: For each of the 9 subjects (rows) a comparison between SSF and WSF (using 10-60 topics) in reconstruction

error (column 1) and classification error in the category (column 2) and noun (column 3) tasks. In each plot WSF is

red (full line), SSF is blue (constant dashed line) and chance level is black (constant dotted line). The reconstruction

error is measured on left out examples, over the 1000 voxels selected on the training set. These results were obtained

using leave-one-epoch-out cross-validation (one epoch containing one instance of all nouns is left out in each of 6

folds). Error bars are not shown, given their small size (there are 360 examples), but each number of topics for which

WSF error is significantly lower than SSF error is highlighted with a square.

P1 P2 P3 P4 P5 P6 P7 P8 P9

same 0.57 0.39 0.36 0.32 0.26 0.16 0.26 0.24 0.18

category 0.50 0.32 0.30 0.28 0.24 0.14 0.23 0.21 0.16

other 0.45 0.30 0.27 0.22 0.22 0.13 0.21 0.20 0.14

same minus other 0.12 0.09 0.09 0.10 0.04 0.03 0.05 0.04 0.04

same minus category 0.07 0.07 0.06 0.04 0.02 0.02 0.03 0.03 0.02

Table 1: For each subject (column), the average correlation between one test example of a noun and all training set

examples of the same noun (same), those which are not the same but belong to the same category (category) and those

which are not in the same category (other). The correlation is computed over the 1000 voxels selected in the training

set which are used to learn the image basis. Note the difference between same and other for subjects P1-P4, in contrast

with that for subjects P5-P9. This was computed using leave-one-epoch-out cross-validation, and thus should be used

in conjunction with Figure 5.
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WSF is significantly better than SSF. In an effort

to find out why this was the case, we computed a

measure of consistency of the data from each of the

subjects; intuitively, this is the degree to which the

brain activation pattern was similar between trials

with the same noun stimulus (and dissimilar for tri-

als where the stimulus was different). This was com-

puted in leave-one-epoch-out cross-validation, and

consisted of examining the correlation – computed

across selected voxels – of a test example with train-

ing examples of the same noun (same), the same

category but a different noun (same category) and

different category and noun (other); the measures

were averaged across examples. In leave-one-group-

out cross-validation subjects P1-P4 have higher dif-

ferences between correlation within examples of a

noun and examples in the same category or other

categories than subjects P5-P9, which suggests that

the former are more consistent in how they elicit pat-

terns in response to the same stimulus.

3.2 Classification on voxel space

In order to have an idea of how much of the infor-

mation present either SSF or WSF can extract and

convey via their respective low-dimensional repre-

sentations, we also trained a simple Gaussian Naive

Bayes (GNB) classifier on voxels selected using the

same reproducibility criterion described earlier. We

used leave-one-epoch-out cross-validation and both

category and noun tasks, respectively top and bot-

tom of Table 2. Contrasting this with Figure 5,

it’s clear that the accuracies in the category task

are comparable, whereas those in the noun task are

somewhat lower; this suggests that either informa-

tion about individual nouns is lost when converting

from voxels to semantic features, or that nearest-

neighbour is not the best classifier to use.

3.3 Similarity between SSF and WSF

representations

In order to gauge the quality of the semantic feature

representations we can consider both how much they

differ between different nouns (and different cate-

gories) and also how consistent they are for the 6 ex-

amples of the same noun. This is shown for subject

P1 in Figure 6, where the semantic feature vectors

learned for 360 examples are correlated, for WSF 50

(left) and SSF 25 (right). Examples are sorted so that

WSF 50

S
S

F
 2

5

correlation between 25 SSF and 50 WSF across 360 nouns

5 10 15 20 25 30 35 40 45 50

5

10

15

20

25

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1

Figure 7: Correlation between each pair of SSF andWSF

vectors of predicted feature values across 360 examples.

the 6 examples of the same noun are together, and

adjacent to the other 24 belonging to the same cat-

egory (and the category changes are labelled. Note

that these are the values obtained when each exam-

ple was in the test set, rather than the values derived

from text for each noun; this is why the semantic

feature vectors for the 6 examples of the same noun

are different. WSF 50 is such that nouns belonging

to the same category share many feature values, and

hence show up as large blocks along the diagonal of

the correlation matrix. Less of the noun specific in-

formation is being captured, but it is sometimes vis-

ible as the smaller blocks along the diagonal, inside

the large blocks.

We can also consider the question of whether SSF

and WSF representations are similar, i.e. whether a

given SSF feature has values across examples sim-

ilar to a given WSF feature. This can be done

by considering the correlation between each pair of

predicted SSF/WSF vectors across 360 examples,

which is shown in Figure 7. This suggests very few

of the semantic features are similar when predicted

for examples in the test set, and as was already evi-

dence in Figure 2.

3.4 Leave-2-out 2-way classification

We have also attempted to replicate the results in

the main experiment in (Mitchell et al., 2008),

schematized in Figure 3 and described earlier in Sec-

tion 3.1.1. The results of this are shown in Ta-

ble 3, which compares the mean accuracy across
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category accuracy

#voxels 100 250 500 1000 1500 2000 5000 all voxels

P1 0.43 0.53 0.54 0.56 0.53 0.52 0.42 0.08

P2 0.30 0.34 0.32 0.30 0.28 0.26 0.22 0.08

P3 0.25 0.27 0.29 0.27 0.26 0.26 0.21 0.08

P4 0.42 0.40 0.41 0.38 0.38 0.39 0.31 0.08

P5 0.20 0.21 0.21 0.17 0.16 0.14 0.11 0.08

P6 0.27 0.23 0.19 0.16 0.14 0.13 0.10 0.08

P7 0.21 0.19 0.19 0.19 0.18 0.16 0.13 0.08

P8 0.14 0.13 0.12 0.14 0.13 0.13 0.12 0.08

P9 0.18 0.21 0.21 0.21 0.22 0.21 0.19 0.08

noun accuracy

#voxels 100 250 500 1000 1500 2000 5000 all voxels

P1 0.34 0.41 0.41 0.41 0.35 0.33 0.23 0.02

P2 0.26 0.32 0.29 0.22 0.18 0.17 0.08 0.02

P3 0.17 0.20 0.21 0.17 0.14 0.12 0.07 0.02

P4 0.21 0.23 0.22 0.20 0.18 0.16 0.14 0.02

P5 0.11 0.09 0.08 0.06 0.05 0.05 0.03 0.02

P6 0.13 0.08 0.06 0.04 0.04 0.04 0.02 0.02

P7 0.08 0.07 0.08 0.07 0.07 0.07 0.05 0.02

P8 0.07 0.08 0.06 0.05 0.05 0.04 0.03 0.02

P9 0.06 0.08 0.06 0.06 0.05 0.05 0.04 0.02

Table 2: top: Accuracy of a Gaussian Naive Bayes classifier trained on various numbers of voxels selected by the

reproducibility criterion, on the category prediction task, using leave-one-epoch-out cross-validation. bottom: Same,

for the noun prediction task.
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SSF Org 20 25 30 35 40 45 50

P1 0.84 0.83 0.88 0.91 0.87 0.89 0.85 0.85 0.86

P2 0.80 0.76 0.75 0.77 0.74 0.76 0.72 0.72 0.73

P3 0.78 0.78 0.76 0.78 0.73 0.76 0.72 0.70 0.78

P4 0.82 0.72 0.88 0.88 0.85 0.86 0.86 0.85 0.87

P5 0.85 0.78 0.79 0.84 0.78 0.71 0.78 0.73 0.78

P6 0.77 0.85 0.82 0.84 0.78 0.79 0.76 0.81 0.75

P7 0.78 0.73 0.83 0.84 0.80 0.81 0.79 0.75 0.74

P8 0.77 0.68 0.66 0.68 0.64 0.62 0.67 0.64 0.69

P9 0.75 0.82 0.77 0.81 0.77 0.79 0.81 0.78 0.78

Table 3: Results of a replication of the leave-2-noun-out

2-way classification experiment in (Mitchell et al., 2008).

For subjects P1-P9, SSF represents the mean accuracy

obtained using SSF (across 1770 leave-2-out pairs), Org

the mean accuracy reported in (Mitchell et al., 2008) and

the remaining columns the mean accuracy obtained using

WSF with 20-50 topics.

1770 leave-2-out pairs using SSF, the mean accuracy

reported in (Mitchell et al., 2008) and the mean ac-

curacy using WSF with 20-50 topics. We were not

able to exactly reproduce the numbers in (Mitchell

et al., 2008), despite the same data preprocessing

(making each example mean 0 and standard devia-

tion 1, prior to averaging all the repetitions of each

noun, and then subtracting the mean of all average

examples from each one), the same voxel selection

procedure (using 500 voxels) and the same ridge re-

gression function (although (Mitchell et al., 2008)

does not mention the value of the ridge parameter λ,

which we assumed to be 1). We will endeavour to

identify the source of the discrepancies, but it was

not possible to do so in time for this paper.

4 Conclusions

We have shown that it is feasible to learn seman-

tic features from a text corpus, without the need to

postulate what they might represent in the brain, ei-

ther directly or via proxy indicators like the verbs in

(Mitchell et al., 2008). Furthermore, we have shown

that those semantic features are superior to the fea-

tures proposed in (Mitchell et al., 2008) in two de-

manding classification tasks that require using the

features to decompose brain activation into basis im-

ages related to them. Further analysis of those and

other results obtained classifying directly from vox-

els suggest that the semantic features capture a large

amount of category-level information, and at least a

fraction of the noun-level information present in the

pattern of brain activation. (Mitchell et al., 2008).
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Abstract

Multivariate analysis allows decoding of sin-
gle trial data in individual subjects. Since dif-
ferent models are obtained for each subject it
becomes hard to perform an analysis on the
group level. We introduce a new algorithm for
Bayesian multi-task learning which imposes a
coupling between single-subject models. Us-
ing the CMU fMRI dataset it is shown that the
algorithm can be used for concept classifica-
tion based on the average activation of regions
in the AAL atlas. Concepts which were most
easily classified correspond to the categories
shelter, manipulation and eating, which is in
accordance with the literature. The multi-task
learning algorithm is shown to find regions of
interest that are common to all subjects which
therefore facilitates interpretation of the ob-
tained models.

1 Introduction

Multivariate analysis allows decoding of neural rep-
resentations at the single trial level in single sub-
jects. Its introduction into the field of cognitive neu-
roscience has led to novel insights about the neu-
ral representation of cognitive functions such as lan-
guage (Mitchell et al., 2008), memory (Hassabis et
al., 2009), and vision (Miyawaki et al., 2008).

However, interpretation of the models obtained
using a multivariate analysis can be hard due to
the fact that different models are obtained for indi-
vidual subjects. For example, when analyzing K
separately acquired datasets, K sets of model pa-
rameters will be obtained which may or may not
show a common pattern. In some sense, we are in

need of a second-level analysis such that we can
draw inferences on the group level, as in the con-
ventional analysis of neuroimaging data using the
general linear model. One way to achieve this in
the context of multivariate analysis is by means of
multi-task learning, a special case of transfer learn-
ing (Thrun, 1996) where model parameters for dif-
ferent tasks (datasets) are estimated simultaneously
and no longer assumed to be independent (Caru-
ana, 1997). In an fMRI context, multi-task learning
has been explored using canonical correlation anal-
ysis (Rustandi et al., 2009).

In a Bayesian setting, multi-task learning is typ-
ically realized by assuming a hierarchical Bayesian
framework where shared prior distributions condi-
tion task-specific parameters (Gelman et al., 1995).
In this paper, we explore a new Bayesian approach
to multi-task learning in the context of concept clas-
sification; i.e., the prediction of the semantic cate-
gory of concrete nouns from BOLD response. Effec-
tively, we are using a shared prior to induce param-
eter shrinkage. We show that Bayesian multi-task
learning leads to more interpretable models, thereby
facilitating the interpretation of the models obtained
using multivariate analysis.

2 Bayesian multi-task learning

The goal of concept classification is to predict the
semantic category y of a presented (and previously
unseen) concrete noun from the measured BOLD re-
sponse x. In this paper, we will use Bayesian logis-
tic regression as the underlying classification model.
Let B(y; p) = py(1 − p)1−y denote the Bernoulli
distribution and l(x) = log(x/(1−x)) the logit link

10



s=0

β1

β 2

−2 −1 0 1 2
−2
−1

0
1
2

s=10

β1

β 2

−2 −1 0 1 2
−2
−1

0
1
2

s=100

β1

β 2

−2 −1 0 1 2
−2
−1

0
1
2

Figure 1: Contour plots of samples drawn from the prior for two regression coefficients β1 and β2 given three different
values of the coupling strength s. For uncoupled covariates, the magnitude of one covariate has no influence on the
magnitude of the other covariate. For strongly coupled covariates, in contrast, a large magnitude of one covariate
increases the probability of a large magnitude in the other covariate.

function. We are interested in the following predic-
tive density:

p(y | x,D,Θ) =
∫
B(y; l−1(xT β))p(β | D,Θ)dβ

where we integrate out the regression coefficients β
and condition on the response x, observed training
data D = (y,X) and hyper-parameters Θ. Using
Bayes rule, we can write the second term on the right
hand side as

p(β | D,Θ) ∝ p(D | β)p(β | Θ) (1)

where

p(D | β) =
∏
n

B(yn; l−1(xT
nβ))

is the likelihood term, which does not depend on the
hyper-parameters Θ, and p(β | Θ) is the prior on
the regression coefficients.

Let N (x; µ,Θ) denote a multivariate Gaussian
with mean µ and covariance matrix Θ. In order to
couple the tasks in a multi-task problem, we will use
the multivariate Laplace prior, which can be written
as a scale-mixture using auxiliary variables u and
v (van Gerven et al., 2010):

p(β | Θ) =
∫ (∏

k

N (βk; 0, u2
k + v2

k)

)
×N (u; 0,Θ)N (v; 0,Θ)du dv

The multivariate Laplace prior allows one to con-
trol the prior variance of the regression coefficients
β through the covariance matrix Θ of the auxiliary
variables u and v. This covariance matrix is conve-
niently specified in terms of the precision matrix:

Θ−1 =
1
θ
VRV.

Here, θ is a scale parameter which controls regu-
larization of the regression coefficients towards zero
and R is a structure matrix where rij = −s speci-
fies a fixed coupling strength s between covariate i
and covariate j. A negative rij penalizes differences
between covariates i and j, see van Gerven et al.
(2010) for details. V is a scaling matrix whose sole
purpose is to ensure that the prior variance of the
auxiliary variables is independent of the coupling
strength.1 Figure 1 shows the multivariate Laplace
prior for two covariates and three different coupling
strengths.

The specification of the prior in terms of θ and
R promotes sparse solutions and allows the inclu-
sion of prior knowledge about the relation between
covariates. The posterior marginals for the latent
variables (β,u,v) can be approximated using ex-
pectation propagation (Minka, 2001) and the poste-
rior variance of the auxiliary variables ui (or vi by
symmetry) can be interpreted as a measure of im-

1V is a matrix with
p

diag(R−1) on the diagonal.
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portance of the corresponding covariate xi since it
eventually determines how large the regression co-
efficients βi can become.

Interpretation becomes complicated whenever we
have collected multiple datasets for the same task
since each corresponding model may give differ-
ent results regarding the importance of the co-
variates used when solving the classification prob-
lem. Multi-task learning presents a solution to this
problem by dropping the assumption that datasets
{D1, . . . ,DK} are independent. Here, this is eas-
ily realized using the multivariate Laplace prior by
working with the augmented dataset

D∗ =




y1

y2
...

yK


,


X1 0 0 0
0 X2 0 0

0 0
. . . 0

0 0 0 XK




and by assuming that each covariate is coupled be-
tween datasets. I.e., the structure matrix is given by
elements

rij =


−s if i 6= j and

(i− j) modP = 0
1 + (K − 1) · s if i = j

0 otherwise

where P stands for the number of covariates in each
dataset. In this way, we have coupled covariates over
datasets with coupling strength s. Note that this cou-
pling is realized on the level of the auxiliary vari-
ables and not on the regression coefficients. Hence,
coupled auxiliary variables control the magnitude of
the regression coefficients β but the β’s themselves
can still be different for the individual subjects.

3 Experiments

In order to test our approach to Bayesian multi-task
learning for concept classification we have made
use of the CMU fMRI dataset2, which consists of
sixty concrete concepts in twelve categories. The
dataset was collected while nine English speakers
were presented with sixty line drawings of objects
with text labels and were instructed to think of the
same properties of the stimulus object consistently
during each presentation. For each concept there are

2http://www.cs.cmu.edu/∼tom/science2008

six instances per subject for which BOLD response
in multiple voxels was measured.

In our experiments we assessed whether previ-
ously unseen concepts from two different categories
(e.g., building-tool) can be classified correctly based
on measured BOLD response. To this end, all con-
cepts belonging to two out of the twelve semantic
categories were selected. Subsequently, we trained
a classifier on all concepts belonging to these two
categories save one. The semantic category of the
six instances of the left-out concept were then pre-
dicted using the trained classifier. This procedure
was repeated for each of the concepts and classifi-
cation performance was averaged over all concepts.
This performance was computed for all of the 66
possible category pairs.

In order to determine the effect of multi-task
learning, results were obtained when assuming no
coupling between datasets (s = 0) as well as when
assuming a very strong coupling between datasets
(s = 100). The scale parameter was fixed to θ =
1. In order to allow the coupling to be made, all
datasets are required to contain the same features.
One way to achieve this is to warp the data for each
subject from native space to normalized space and to
perform the multi-task learning in normalized space.
Here, in contrast, we computed the average activa-
tion in 116 predefined regions of interest (ROIs) us-
ing the AAL atlas (Tzourio-Mazoyer et al., 2002).
ROI activations were used as input to the classifier.
This considerably reduces computational overhead
since we need to couple just 116 ROIs instead of
approximately 20000 voxels between all nine sub-
jects.3 Furthermore, it facilitates interpretation since
results can be analyzed at the ROI level instead of at
the single voxel level. Of course, this presupposes
that category-specific information is captured by the
average activation in predefined ROIs, which is an
important open question we set out to answer with
our experiments.

4 Results

4.1 Classification of category pairs

We achieved good classification performance for
many of the category pairs both with and with-

3The efficiency of our algorithm depends on the sparseness
of the structure matrix R.
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Figure 2: Accuracies for concept classification of the 66
category pairs. The upper triangular part shows the re-
sults of multi-task learning whereas the lower triangular
part shows the results of standard classification. Non-
significant outcomes have been masked (Wilcoxon rank
sum test on outcomes for all nine subjects, p=0.05, Bon-
ferroni corrected).

out multi-task learning. Figure 2 shows these re-
sults where non-significant outcomes have been
masked. Interestingly, outcomes for all subjects
showed a preference for particular category pairs.
The concepts from building-tool, building-kitchen
and buildpart-tool had the highest mean classifica-
tion accuracies (proportion of correctly classifier tri-
als) of 0.78, 0.76 and 0.74, closely followed by con-
cepts from building-clothing and animal-buildpart
with a mean classification accuracy of 0.71.

This result bears a strong resemblance to the re-
cent work of Just et al. (2010). The authors con-
ducted a factor analysis of fMRI brain activation in
response to presentations of written words of differ-
ent categories and discovered three semantic factors
with the highest predictive potential: manipulation,
eating and shelter-entry. They subsequently used
these factors to select voxels for a features set and
were able to accurately identify the activation gen-
erated by concrete word using multivariate learning
methods on the basis of selected voxels. Moreover,
using the factor-related activation profiles they were
able to identify common neuronal signatures for par-
ticular words across participants. The authors sug-

Table 1: Stimulus words from the semantic categories
that showed best classification accuracies. Superscripts
indicate the words belonging to the list of ten words with
highest factor scores in the study by Just et al. (Just,
2010). We use the following abbreviations: s = shelter,
m = manipulation, e = eating.

Building Buildpart Tool Kitchen
apartments window chiselm glasse

barn doors hammerm knifem

houses chimney screwdriverm bottle
churchs closets pliersm cupe

igloo arch sawm spoonm

gest the revealed factors to represent major semantic
dimensions that relate to the ways the human being
can interact with an object. Although they assume
the existence of other semantic attributes that deter-
mine conceptual representation, the factors shelter,
manipulation and eating are proposed to be domi-
nant for the particular set of nouns. It is easy to draw
an analogy as the set of words used by Just and col-
leagues was exactly the same as in the current study.
Although the taxonomic categorization used in our
study does not exactly match the factor-based cate-
gorization, most of the items from categories build-
ing, buildpart, tool and kitchen show a strong corre-
spondence with one of the semantic factors and are
listed among ten words with highest factor scores
according to Just et al. (2010) (see Table 1).

The subsets of items that are set far apart in the
suggested semantic dimensions appear to be pre-
ferred by the classifier in our study. The classifier
was not able to identify the category of an unseen
concept in pairs building-buildpart and tool-kitchen,
possibly since they these categories shared the same
semantic features. Thus, the current study brings an
independent corroboration for the finding on the se-
mantic dimensions underlying concrete noun repre-
sentation.

4.2 Single versus multi-task learning

The use of AAL regions instead of native voxel ac-
tivity patterns allowed efficient multi-task learning
by coupling each region between nine subjects. Re-
liable classification accuracies were obtained for all
the participants, although there were strong differ-
ences in individual performances (Fig. 3). The move

13



1 2 3 4 5 6 7 8 9
0.5

0.55

0.6

0.65

0.7

0.75

0.8

subject

ac
cu

ra
cy

standard
multi-task

Figure 3: Classification performance per subject aver-
aged over all category pairs for standard classification and
multi-task learning (error bars show standard error of the
mean).

to multi-task learning seems to improve classifica-
tion results slightly in most of subjects, although the
improvement is not significant.

The main outcome and advantage of our approach
to multi-task learning is the convergence of models
obtained from different subjects. Figure 4 shows
that the subject-specific models become strongly
correlated when they are obtained in the multi-task
setting, even for weak coupling strengths. For strong
coupling strengths, the models are almost perfectly
correlated, resulting in identical models for all the
nine subjects as shown in Fig. 4 for the category pair
building-tool. It is important to realize here that the
model is defined in terms of the variance of the aux-
iliary variables, which acts as a proxy to the impor-
tance of a region. At the level of the regression coef-
ficients β, the model will still find subject-specific
parameters due to the likelihood term in Eq. (1).
Even though the contribution of each brain region
is constrained by the induced coupling, this does
not impede but rather improve classification perfor-
mance. This fact entitles us to believe that our ap-
proach to multi-task learning tracks down the com-
mon task-specific activations while ignoring back-
ground noise.

Our study demonstrates that Bayesian multi-task
learning allows generalization across subjects. Our
algorithm identifies identical cortical locations as
being important in solving the classification prob-
lem for all individuals within the group. The iden-
tified regions agree with previously published re-

sults on concept encoding. For example, the re-
gions which were considered important for the cat-
egory pair building-tool (Fig. 5) are almost indis-
tinguishable from those described in a recent study
by Shinkareva et al. (2008). These are regions that
are traditionally considered to be involved in read-
ing, objects meaning retrieval and visual semantic
tasks (Vandenberghe et al., 1996; Phillips et al.,
2002).

Strikingly, very similar regions were picked by
the classifier for the other two category pairs with
high classification accuracy, i.e., building-kitchen
and buildpart-tool. This fact brings back the issue
about the semantic factors relevant for the discrimi-
nation of the entities from these categories. The fac-
tors shelter, manipulation and eating are associated
with the concepts from the first three addressed cat-
egory pairs. The locations of voxel clusters associ-
ated with the semantic factors in (Just et al., 2010)
match the brain regions that contributed to the clas-
sification for the three most optimal pairs in our ex-
periment. In the Just et al. study these were left
and right fusiform gyri, left and right precuneus and
left inferior temporal gyrus for shelter, left supra-
marginal gyrus, left postcentral gyrus and left infe-
rior temporal gyrus for manipulation and left inferior
frontal gyrus, left middle/inferior frontal gyri, and
left inferior temporal gyrus for eating. The occipital
lobes detected exclusively in our experiment might
be explained by the fact that in our experiment the
subjects were viewing picture-text pairs in contrast
to only text in (Just et al., 2010).

5 Discussion

We have demonstrated that Bayesian multi-task
learning can be realized through Bayesian logistic
regression when using a multivariate Laplace prior
that couples features between multiple datasets.
This approach has not been used before and yields
promising results. As such it complements other
Bayesian and non-Bayesian approaches to multi-
task learning such as those reported in (Yu et al.,
2005; Dunson et al., 2008; Argyriou et al., 2008; van
Gerven et al., 2009; Obozinski et al., 2009; Rustandi
et al., 2009).

Results show that many category pairs can be
classified based on the average activation of regions
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Figure 4: Correlation matrices for subject-specific models for standard classification (A) and multi-task learning (B)
with weak coupling (s=1) for building versus tool. The right panel (C) shows the difference between the obtained
models for standard classification and strong coupling (s=100) for the thirty most important AAL regions.

in the AAL template. Although obtained accura-
cies are lower than those which would have been ob-
tained using single-voxel activations, it is interesting
in its own right that the activation in just 116 pre-
defined regions still allows concept decoding. How-
ever, it remains an open question to what extent clas-
sifiability truly reflects semantic processing instead
of sensory processing of words and/or pictures.

The coupling induced by multi-task learning leads
to interpretable models when using auxiliary vari-
able variance as a measure of importance. The ob-
tained models for the pairs which were easiest to
classify corresponded well to the results reported
in (Shinkareva et al., 2008) and mapped nicely onto
the semantic features shelter, manipulation and eat-
ing identified in (Just et al., 2010).

In this paper we used the multivariate Laplace

prior to induce a coupling between tasks. It is
straightforward to combine this with other coupling
constraints such as coupling nearby regions within
subjects. Our algorithm also does not preclude
multi-task learning on thousands of voxels. Com-
putation time depends on the number of non-zeros
in the structure matrix R and matrices containing
hundreds of thousands of non-zero elements are still
manageable with computation time being in the or-
der of hours.

Another interesting application of multi-task
learning in the context of concept learning is to cou-
ple the datasets of all condition pairs within a sub-
ject. This effectively tries to find a model where used
regions of interest can predict multiple condition
pairs. The correlation structure between the models
for each condition pair then informs about their sim-
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Figure 5: The brain regions contributing to the identification of building versus tool categories.

ilarity. An interesting direction for future research
is to perform multi-task learning on the level of the
semantic features that define a concept instead of on
the concepts themselves. If we are able to predict the
semantic features reliably then we may be able to
predict previously unseen concepts from their con-
stituent features (Palatucci et al., 2009).
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Abstract

Different studies have been conducted for 
predicting human brain activity associated 
with the semantics of nouns. Corpus based 
approaches have been used for deriving fea-
ture vectors of concrete nouns, to model the 
brain activity associated with that noun. In 
this paper a computational model is proposed 
in which, the feature vectors for each concrete 
noun is computed by the WordNet similarity 
of that noun with the 25 sensory-motor verbs 
suggested by psychologists. The feature vec-
tors are used for training a linear model to 
predict functional MRI images of the brain as-
sociated with nouns. The WordNet extracted 
features are also combined with corpus based 
semantic features of the nouns. The combined 
features give better results in predicting hu-
man brain activity related to concrete nouns.

1 Introduction

The study of human brain function has received 
great attention in recent years from the advent of 
functional Magnetic Resonance Imaging (fMRI). 
fMRI is a 3D imaging method, that gives the abili-
ty to perceive brain activity in human subjects. A 
three dimensional fMRI image contains approx-
imately 15000 voxels (3D pixels). Since its advent, 
fMRI has been used to conduct hundreds of studies 
that identify specific regions of the brain that are 
activated on average when a human performs a 
particular cognitive function (e.g., reading, mental 
imagery). A great body of these publications show 
that averaging together fMRI data collected over 

multiple time intervals, while the subject responds 
to some kind of repeated stimuli (reading words), 
can present descriptive statistics of brain activity 
(Mitchell et al., 2004).
Conceptual meanings of different words and pic-
tures trigger different brain activity. The represen-
tation of conceptual knowledge in the human brain 
has been studied by different science communities 
such as psychologists, neuroscientists, linguists, 
and computational linguists. Some of these ap-
proaches focus on visual features of picture stimuli 
to analyze fMRI activation associated with viewing 
the picture (O’Toole et al, 2005) (Hardoon et al., 
2007). Recent work (Kay et al., 2008) has shown 
that it is possible to predict aspects of fMRI activa-
tion based on visual features of arbitrary scenes 
and to use this predicted activation to identify 
which of a set of candidate scenes an individual is 
viewing. Studies of neural representations in the 
brain have mostly focused on just cataloging the 
patterns of fMRI activity associated with specific 
categories of words. Mitchell et al present a ma-
chine learning approach that is able to predict the 
fMRI activity for arbitrary words (Mitchell et al., 
2008). 

In this paper a computational model similar to 
the computational model in (Mitchell et al., 2008) 
is proposed for predicting the neural activation of a 
given stimulus word. Mitchell et al performs pre-
diction of the neural fMRI activation based on a 
feature vector for each noun. The feature vector is 
extracted by the co-occurrences of each individual 
concrete noun with each of the 25 sensory-motor 
verbs, gathered from a huge google corpus (Brants, 
2006). The feature vector of each noun is used to
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Figure 1 - Structure of the model for predicting fMRI activation for arbitrary stimuli word w

predict the  activity  of  each voxel  in  the brain,  
by assuming a weighted linear model (Figure 1). 

The activity of a voxel is defined as a conti-
nuous value that is assigned to it in the functional 
imaging1 procedure. Mitchell et al applied a linear 
model based on its high consistency with the wide-
spread use of linear models in fMRI analysis. In 
this paper focus is on using WordNet based fea-
tures (in comparison to co-occurrence based fea-
tures), therefore the linear model proposed and 
justified by Mitchell et al is used and other models 
like SVM are not even considered. Mitchell et al, 
suggests that the trained model is able to predict 
brain activity  even for unseen concepts and there-
fore notes that a great step forward in modeling 
brain activity is taken in comparison to the pre-
vious cataloging approaches for brain activity. This 
model does not work well in case of ambiguity in 
meaning, for example a word like saw has two 
meanings, as a noun and as a verb, making it diffi-
cult to construct the suitable feature vector for this 
word. We try to alleviate this problem in this paper 
and achieve better models by combining different 
models in case of ambiguity.  

In our work, we use the sensory-motor verbs 
which are suggested by psychologists and are also 
used by (Mitchell et al., 2008), to extract the fea-

                                                          
1 Functional images were acquired on a Siemens (Erlangen, 
Germany) Allegra 3.0T scanner at the Brain Imaging Re-
search Center of Carnegie Mellon University and the Univer-
sity of Pittsburgh (supporting online material of Mitchell et al. 
2008).

ture vectors. But, instead of using a corpus to ex-
tract the co-occurrences of concrete nouns with 
these verbs we use WordNet to find the similarities 
of each noun with the 25 sensory-motor verbs. We 
also combine the WordNet extracted model with 
the corpus based model, and achieve better results 
in matching predicted fMRI images (from the 
model) to their own observed images.

This paper is organized as follows: in section 2 a 
brief introduction to WordNet measures is de-
scribed. In section 3, the WordNet approaches ap-
plied in the experiments and the Mitchell et al 
linear model are explained. The results of the expe-
riments are discussed in section 4 and finally in 
section 5 the results and experiments are con-
cluded. 

2 WordNet-based Similarity

2.1 WordNet

WorNet is a semantic lexicon database for English 
language and is one of the most important and 
widely used lexical resources for natural language 
processing tasks (Fellbaum, 1998), such as word 
sense disambiguation, information retrieval, auto-
matic text classification, and automatic text sum-
marization. 

WordNet is a network of concepts in the form of 
word nodes organized by semantic relations be-
tween words according to meaning. Semantic rela-
tion is a relation between concepts, and each node 
consists of a set of words (synsets) representing the 
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real world concept associated with that node. Se-
mantic relations are like pointers between synsets. 
The synsets in WordNet are divided into four dis-
tinct categories, each corresponding to four of the 
parts of speech – nouns, verbs, adjectives and ad-
verbs (Pathwarden, 2003).

WordNet is a lexical inheritance system. The re-
lation between two nodes show the level of gene-
rality in an is–a hierarchy of concepts. For 
example the relation between horse and mammal
shows the inheritance of horse is-a mammal.

2.2 Similarity

Many attempts have investigated to approximate 
human judgment of similarity between objects. 
Measures of similarity use information found in is–
a hierarchy of concepts (or synsets), and quantify 
how much concept A is like concept B (Pedersen, 
2004). Such a measure might show that a horse is 
more like a cat than it is like a window, due to the 
fact that horse and cat share mammal as an ances-
tor in the WordNet noun hierarchy.

Similarity is a fundamental and widely used 
concept and refers to relatedness between two con-
cepts in WordNet. Many similarity measures have 
been proposed for WordNet–based measures of 
semantic similarity, such as information content 
(Resnik, 1995), JCN (Jiang and Conrath, 1997), 
LCH (Leacock and Chodorow, 1998), and Lin 
(Lin, 1998).

These measures have limited the part of speech 
(POS) of words, for example it is not defined to 
measure the similarity between verb see and noun 
eye. There is another set of similarity measures 
which work beyond this boundary of POS limita-
tion. These measures are called semantic related-
ness measures; such as Lesk (Banerjee and 
Pedersen, 2003), and Vector (Patwardhan, 2003). 

The simple idea behind the LCH method is to 
compute the shortest path of two concepts in a 
WordNet unified hierarchy tree. The LCH measure
is defined as follows (Leacock and Chodorow, 
1998):  

  
(1)

Similarity is measured between concepts c1 and 
c2, and D is the maximum depth of taxonomy; 
therefore the longest path is at most 2D. 

Statistical information from large corpora is 
used to estimate the information content of con-

cepts. Information content of a concept measures 
the specificity or the generality of that concept.

IC(c)= - log ( freq(c)
freq(root) )                                   (2)

freq(c) is defined as the sum of frequencies of all 
concepts in subtree of concept c. The frequency of 
each concept is counted in a large corpus. There-
fore freq(root) includes frequency count of all con-
cepts. 

The LCS (Longest Common Subsummer) of 
concepts A and B is the most specific concept that 
is an ancestor of both A and B. Resnik defined the 
similarity of two concepts as follows (Resnik, 
1995):

relatednessres(c1,c2)=IC(lcs(c1,c2))                    (3)

IC(lcs(c1,c2)) is the information content of Longest 
Common Subsummer of concepts c1 and c2. 

The Lin measure, augment the information con-
tent of the LCS with the sum of the information 
content of concepts c1 and c2. The Lin measure 
scales the information content of the LCS by this 
sum. The similarity measure proposed by Lin, is 
defined as follows (Lin, 1998):

relatednesslin(c1,c2)= 2.IC(lcs(c1,c2))

IC(c1)+IC(c2)                      (4)

IC(c1) and IC(c2) are information content of con-
cepts c1 and c2, respectively. 

Jiang and Conrath proposed another formula 
named JCN as a similarity measure which is shown 
below (Jiang and Conrath, 1997):

relatednessjcn(c1,c2)= 1

IC(c1)+IC(c2)-2.IC(lcs(c1,c2))
  (5)

The Lesk is a measure of semantic relatedness 
between concepts that is based on the number of
shared words (overlaps) in their definitions 
(glosses). This measure extends the glosses of the 
concepts under consideration to include the

glosses of other concepts to which they are re-
lated according to a given concept hierarchy (Ba-
nerjee and Pedersen, 2003). This method makes it 
possible to measure similarity between nouns and 
verbs. 

The Vector measure creates a co–occurrence 
matrix for each word used  in theWordNet glosses 
from a given corpus, and then represents each 
gloss/concept with a vector that is the average of 
these co–occurrence vectors (Patwardhan, 2003).
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3 Approaches

As mentioned in the previous section, different 
WordNet measures can be used to compute the 
similarities between two concepts. The WordNet 
similarity measures are used to compute the verb-
concept similarities. The feature matrix comprises 
of the similarities between 25 verbs (features) and 
60 concrete nouns (instances). In this section the 
computational model proposed by (Mitchell et al., 
2008), WordNet-based models, and combinatory 
models are briefly described.

3.1 Mitchell et al Baseline Model

In our paper we used the Mitchell et al regression 
model for predicting human brain actively as our 
baseline. In all of the experiments in this paper, we 
use the fMRI data gathered by 
Mitchell et al. The fMRI data were collected from 
nine healthy, college age participants who viewed 
60 different word-picture pairs presented six times 
each (Mitchell et al. 2008). In Mitchell et al, for 
each concept, a feature vector containing norma-
lized co-occurrences with 25 sensory-motor verbs, 
gathered from a huge google corpus (Brants, 
2006), is constructed. The computational model 
was evaluated using the collected fMRI data ga-
thered by Mitchell et al. Mean fMRI images were 
constructed from the primary fMRI images, before 
training. A linear regression model was trained, 
using 58 (from 60) average brain images for each 
subject that maps these features to the correspond-
ing brain image. For testing the model, the two left 
out brain images were compared with their corres-
ponding predicted images, obtained from the 
trained model. The Pearson correlation (Equation 
6) was used for comparing whether each predicted 
image has more similarity with its own observed 
image (match1) or the other left out observed im-
age (match2). 

match1(p1=i1 & p2=i2) = 
pearsonCorrelation(p1,i1)+       

                  pearsonCorrelation(p2,i2)              (6)

p1 ,p2 are predicted images, and i1, i2 are corres-
ponding observed images. 

For calculating the accuracy we check whether 
the classification is done correctly or not. By se-
lecting two arbitrary concepts (of sixty concepts) 
as test, there would be 1770 different classifica-

tions. The overall percentage of correct classifica-
tion represents the accuracy of the model. 

We tried to use the same implementations in 
(Mitchell et al., 2008) as our baseline. We imple-
mented the training and test models as described in 
the supporting online material of Mitchell et al’s 
paper, but due to some probable unseen differences 
for example in the voxel selection, the classifica-
tion accuracies achieved by our replicated baseline 
of Mitchell et al’s is in average less than the accu-
racies attained by (Mitchell et al., 2008). In the test 
phase we used 500 selected voxels for comparison. 
The training is done for all 9 participants. 

This procedure is used in all the other approach-
es mentioned in this section. We have contacted 
the authors of the paper and we are trying to re-
solve the problem of our baseline.

3.2 WordNet based Models

As mentioned in section 2, several WordNet–based 
similarity measures have been proposed (Pedersen, 
2004). We apply some of the known measures to 
construct the feature matrix, and use them to train 
the models of 9 participants. 

WordNet::Similarity is a utility program availa-
ble on web2 to compute information content val-
ues. WordNet::Similarity implements measures of 
similarity and relatedness that are all in some way 
based on the structure and content of WordNet 
(Resnik, 2004). 

As mentioned in section 2, every concept in 
WordNet consists of a set of words (synsets). The 
similarity between two concepts is defined as a 
series of similarities between synsets of the first 
concept and synsets of the second concept. In this 
paper the maximum similarity between synsets of 
two concepts is considered as the candidate simi-
larity between two concepts.

In contrary to relatedness measures, similarity 
measures have the limitation of POS of words. In 
our case the verb-noun pair similarity is not de-
fined when using similarity measures. To solve this 
problem the sense (POS) of verb features are as-
sumed to be free (verb, noun, adjective and ad-
verb). For most cases the meaning of a verb sense 
of a word is close to the non-verb senses of that 

                                                          
2 http://wn-similarity.sourceforge.net/
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word. For example the verb clean can be seen as a 
noun, adjective, and adverb which all have close 
meanings. Some problems arise by this assump-
tion. For example the verb Watch has a far mean-
ing of the noun Watch or some verbs like eat do 
not have a non-verb sense. To handle these issues 
the combination of the relatedness measures and 
similarity measures is used. This approach is dis-
cussed in section 3.3 to make a more suitable fea-
ture matrix. 

The two leave out cross-validation accuracies 
of regression models trained by feature matrices 
(computed from WordNet similarities) are depicted 
in Figure 2. The results helped us to select two 
measures for a final feature construction. The re-
sults are discussed and analyzed in the next sec-
tion. 

3.3 Lin/Lesk and JCN/Lesk based features

The experiments show that, JCN similarity meas-
ure gives the best results on extracting the feature 
vectors for predicting brain activity. Unfortunately, 
some similarity measures like JCN and Lin feature 
matrices are to some extent sparse. In some cases, 
the feature (sensory-motor verb) or even a concept 
is represented by a null vector. The null input data 
do not affect the linear regression training, but lead 
to less data for training the model. This anomaly is 
originated from the fact that some verbs do not 
have related non-verb senses (POS). 

On the other hand, relatedness measures (like 
Lesk) do not limit the POS of words. In conse-
quence, we have non-zero values for every element 
of the feature matrix. This motivates us to combine 
Lesk similarity measure with Lin to alleviate the 
defect mentioned above. 

Combination is based on finding a better feature 
matrix from the two Lin (JCN) and Lesk feature 
matrices. For this, a linear averaging is considered 
between Lin (JCN) and Lesk feature matrices.

3.4 Combinatory Schemes

In this paper, a new approach for extracting the 
feature matrix using WordNet is presented and dif-
ferent similarity measures for representing this fea-
ture matrix are investigated. 

In this section, we propose new combinatory 
approaches for combining Mitchell et al’s corpus 

based approach with our WordNet based approach. 
We assume that we have two feature matrices, one 
based on the corpus-based (baseline) method and 
the other based on a WordNet-based (Lin/Lesk 
similarity measure) method. 

3.4.1 Linear combination

The first approach for combining WordNet and 
baseline models, is based on assigning weights 
(λ,1- λ) to the models, for calculation of match1
and match2.  match1 of baseline model is assigned 
weight λ, and match1 of WordNet model is as-
signed weight (1- λ), for calculating the final 
match1 of the system (Equation 7). 

match1=      
λ.(match1Baseline)+(1-λ).(match1WordNet) (7)

match2 is calculated in the same way. Classifica-
tion is assumed to be correct when match1 gets a 
greater value than match2. The parameter λ needs 
to be tuned. Different values of λ were tested and 
their output accuracies are depicted in Figure 2.

Figure 2 – accuracies of different λ values

3.4.2 Concept based combination
The performance of computational models can be 
analyzed from a different view. We are looking for 
a combination mechanism based on model accura-
cies for classifying a concept pair. This combina-
tion mechanism estimates weights for WordNet 
and baseline models for testing a left out pair. To 
have a system with the ability to work properly on 
unseen nouns, we leave out all the concept pairs 
that have concepts c1 or c2 (117 pairs). This guar-
antees that the trained model is blind to concepts c1

and c2. The remaining concept pairs are used for 
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Table 1- Voting mechanism

training (1653 pairs).

The accuracies of WordNet and baseline models 
for the training set are derived and weight of base-
line model is calculated as follows: 

λ = 
Accuracy(Base)

Accuracy(Base) + Accuracy(WordNet)
                    (8) 

weight of WordNet model is calculated in a similar 
way. Relation 7 is used for calculating match1 and 
match2. For calculating the accuracy we check 
whether the classification is done correctly or not. 
This procedure is repeated for each arbitrary pair 
(1770 iterations) to calculate the overall accuracy 
of the combinatory system.

3.4.3 Voting based combination schemes

In many intelligent combinatory systems, the ma-
jority voting scheme is an approach for determin-
ing the final output. Mitchell et al collected data 
for 9 participants. In this approach a voting is per-
formed on the models of 8 participants (participant 
j=1:9, j≠i) for each concept pair (the two left out 
concepts), to select the better model amongst 
WordNet and baseline models. The better model is 
the model that leads to higher accuracy in classify-
ing the left out concepts of 8 participants (partici-
pant j=1:9, j≠i). The selected model is used to test 
the model for pi (participant i).

Votes for selecting the better model for each 
participant is calculated as shown in Table 1. 
match1Base and match1WordNet represent match1
for baseline and WordNet models. 

match1=
voteBase

8
(match1Base) +

voteWordNet

8
(match1WordNet)        (9)

Another approach is linear voting combination. 
This approach is based on calculating match1 and 

match2 for a model, based on a weighted linear 
combination (relation 9). The weights for a combi-
natory model are calculated by a voting mechan-
ism (Table 1).

4 Results and Discussion

As mentioned in section 2, it is possible to con-
struct the feature matrix based on WordNet simi-
larity measures. Seven different measures were 
tested and models for 9 participants were trained 
using a 2-leave out cross validation. Four similarity 
measures (Lin, JCN, LCH, and Resnik), two simi-
larity relatedness measures (Lesk and Vector), a 
combination of Lin/ Lesk and a combination of
JCN/ Lesk are compared to the baseline. The re-
sults based on accuracies of these tests are shown 
in Table 3. The accuracies are calculated from 
counts of match scores. The match score between 
the two predicted and the two observed fMRI im-
ages was determined by which match (match1 or 
match2) had a higher Pearson correlation, eva-
luated over 500 voxels with the most stable res-
ponses across training presentations. 

The results of WordNet-based models are shown 
in Table 3. As described in section 2 the similarity 
measures have limitation of POS. The JCN meas-
ure has the best accuracy among all single similari-
ty measures. The JCN measure has a better average 
accuracy (0.65) in comparison to the Lin measure 
(0.63). The relatedness similarity does not have the 
limitation of POS. In spite of this advantage the 
Lesk and Vector measures do not provide a better 
accuracy than the JCN similarity measure. The 
Vector average accuracy (0.529) is worse than 
Lesk (0.622) and therefore just Lesk is considered 
as a candidate of combination with other similarity 
measures like JCN and Lin. In section 3 the idea of 
combining Lin (JCN) and Lesk measures was men-
tioned. These combinatory schemes led to better 
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accuracies among all single measures (Table 3). 
Despite the lower average accuracy of the Lin me-
thod, the combination of Lin/Lesk achieved a bet-
ter average accuracy in comparison to JCN/Lesk 
combination. This is probably because of the lower 
correlation between Lin/Lesk feature vectors in 
comparison to JCN/Lesk feature vectors. The cor-
relation between different pairs of feature matrices 
extracted by WordNet-based similarity measures 
are shown in Table 2. The result shows that Lesk 
feature matrix has minimum correlations with all 
other WordNet-based feature matrices. This is a 
good motivation to have the Lesk measure as a 
candidate to mix with other measures to extract a 
more informative feature matrix. The Lesk feature 
matrix has the least correlation with Lin feature 
matrix among all WordNet-based feature matrices. 
Therefore as noted before, results of Table 3 show 
better accuracy for Lin/Lesk in comparison to 
JCN/Lesk. But these accuracies are less than the 
accuracies attained by the base method proposed 
by Mitchell et al. 

Measure 1 Measure 2 Correlation
Lesk Lin 0.3929
Lesk Resnik 0.4528
Lesk JCN 0.5129
Lesk LCH 0.5556
Lin LCH 0.6182
JCN Res 0.6357
JCN Lin 0.7175
JCN LCH 0.7234
Lin Res 0.7400

LCH Res 0.7946
Table 2– correlation between different pairs of Word-

Net-based similarity (relatedness) measures

One important reason of this shortage can be the 
difference in sense (POS) between concepts (with 
noun POS) and features (with verb POS). This 
leads to limitation of WorldNet-based measures for 
constructing better feature matrices. Investigating 
new features of the same sense of POS between 
concepts and features (associated with sensory-
motor verbs) might lead to even better results. 

The Base and WordNet use ultimately different 
approaches to compute the similarity of each pair 
of concepts. Several experiments like the union of 
features and the combination of system outputs 

was designed. The union of the two feature matric-
es (baseline feature matrix and Lin/Lesk feature 
matrix) does not lead to a better result (0.646). In 
contrary to the united features the combination of 
these systems gives a better performance. Three 
different schemes of combinatory systems are pro-
posed in section 4. The first scheme (linear combi-
nation) uses a fixed ratio (λ) for combining the 
output match of the two systems. As depicted in 
Figure 2 the λ value is tuned and an optimum value 
of λ=0.64 achieved an average accuracy of 0.775 
(Table 4). 

Figure 3- Improvement of linear combinatory scheme

The accuracies of participants P1 and P5 for our 
implemented baseline are almost the same as the 
accuracies of P1 and P5 in Mitchell et al. A com-
parison of the accuracies for P1 and P5 attained by 
the baseline model and the linear combination 
scheme is illustrated in Figure 3. The results show 
considerable improvement in accuracies when the 
combinatory model is used. 

Figure 4- Comparison of linear Combinatory scheme 
with Baseline and WordNet
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Measure/ Partic-
ipant

P1 P2 P3 P4 P5 P6 P7 P8 P9 Average

Baseline 0.828 0.845 0.752 0.798 0.776 0.658 0.705 0.615 0.680 0.740

Lin 0.73 0.624 0.739 0.727 0.591 0.507 0.64 0.501 0.632 0.632

Lesk 0.725 0.629 0.668 0.688 0.601 0.519 0.604 0.584 0.580 0.622

Vector 0.603 0.599 0.551 0.553 0.567 0.451 0.509 0.446 0.476 0.529

LCH 0.685 0.613 0.671 0.617 0.574 0.468 0.577 0.506 0.587 0.589

RES 0.610 0.558 0.594 0.622 0.505 0.555 0.603 0.449 0.490 0.554

JCN 0.797 0.638 0.765 0.713 0.671 0.525 0.504 0.568 0.642 0.647

Lin/Lesk 0.807 0.677 0.767 0.812 0.672 0.645 0.690 0.502 0.697 0.697

JCN/Lesk 0.790 0.604 0.718 0.789 0.641 0.593 0.593 0.514 0.667 0.656

Table 3- Results of Different similarity measures compared to baseline

Approach/ Par-
ticipant P1 P2 P3 P4 P5 P6 P7 P8 P9 Average

Linear 0.877 0.847 0.827 0.862 0.798 0.696 0.734 0.605 0.728 0.775

Concept-based 0.887 0.832 0.836 0.87 0.793 0.687 0.736 0.588 0.734 0.774

Binary voting 0.894 0.837 0.829 0.858 0.796 0.684 0.758 0.612 0.736 0.778

Weighted voting 0.905 0.840 0.861 0.882 0.808 0.710 0.761 0.614 0.755 0.793

Table 4- Accuracies of different combinatory approaches

The improvement of this combinatory scheme 
can be viewed from another aspect. Concept accu-
racy, defined as classification   accuracy   of the
concept paired with each of the other 59 concepts, 
shows the performance of the system for each con-
cept (Figure 4). The concept accuracies of the li-
near combinatory scheme are compared with the 
Baseline   and  WordNet   systems  and  results   
are illustrated in Figure 4. The accuracy of some 
ambiguous concrete nouns like ‘saw’ are improved 
in WordNet-based model and this improvement is 
maintained by linear combinatory model. Im-
provements have been seen in combinatory model. 

The second scheme uses a cross validation of 
the remaining 58 concepts to train the system, for 
deciding on each pair of concepts. After training, 
each system (WordNet and Base) is assigned a 
weight according to its accuracy. Decision on the 
test pair is based on a weighted combination of the 
systems. The results of this scheme are shown in 
Table 4. It has an improvement of 3.4% in compar-
ison to the baseline model.

The third scheme chooses another combinatory 
strategy to decide on each test pair of concepts for 

participant Pi. This scheme gathers votes from the 
other 8 participants as described in section 3. The 
results are shown in Table 4. Improvement of bi-
nary voting scheme to baseline is almost as much 
as the Improvement of linear and concept-based 
schemes to baseline. The weighted voting used a 
more flexible combination scheme, and led to an 
improvement of about 5.3% in comparison to base-
line. 

A result is called statistically significant if it is 
improbable to have occurred by   chance. T-test 

Participant H-value P-value
P1 1 7.73e-12
P2 0 0.6610
P3 1 5.55e-17
P4 1 2.61e-12
P5 1 0.0051
P6 1 0.0004
P7 1 8.28e-05
P8 0 0.5275
P9 1 3.95e-07

Table 5- t-test of baseline and weighted voting output 
values for 9 participants
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was used to show whether the improvement 
achieved in this paper is statistically significant or 
not. The t-test was tested on output accuracies of 
baseline (with average accuracy 0.74) and
weighted voting combinatory scheme (with aver-
age accuracy 0.793) for 9 participants. The results 
are shown in Table 5. The weighted voting scheme 
does not have improvement on P2  and P8  and  
results  are  almost similar to baseline, therefore 
the null hypothesis of equal mean is not rejected 
(H-value=0) at 0.05 confidence level. For all par-
ticipants with improvement on results, null hypo-
thesis of equal mean is rejected (H-value=1) at 
0.05 confidence level. This rejection shows that the 
improvements are approved to be statistically sig-
nificant for all participants with improvement. The 
t-test on overall 9 participants rejected null hypo-
thesis with a P-value of almost zero. This experi-
ment shows the improvement achieved in this 
paper is statistical significant.

5 Conclusion

In this work, a new WordNet-based similarity ap-
proach for deriving the sensory-motor feature vec-
tors associated with the concrete nouns was 
introduced. A correlation based combination of 
WordNet measures is used to attain more informa-
tive feature vectors.  The computational model 
trained by these feature vectors are combined with 
the computational model trained with feature vec-
tors extracted by a corpus based method. 

The combinatory scheme achieves a better aver-
age accuracy in predicting the brain activity asso-
ciated with the meaning of concrete nouns. 
Investigating new features of the same sense (POS) 
between concepts and non-verb features (asso-
ciated with sensory-motor verbs) might lead to 
even better results for WordNet-based Models.
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Abstract

Korean Word Associations (KorWA) were 

collected to build a semantic network for the 

Korean language. A graphic representation 

approach of applying coefficients to complex 

networks allows us to discern the semantic 

structures within words. A semantic network 

of the KorWA was found to exhibit the scale-

free property in its degree distribution. The 

growth of the network around hub words was 

also confirmed through two experimental 

phases. As an issue for further research, we 

suggest that the present results may yield in-

sights for computational neurolinguistics, as a 

semantic network of word association norms 

can bridge the gap between information about 

lexical co-occurrences derived from a corpora 

and anatomical networks as a basis for map-

ping out neural activations. 

1 Introduction 

Language is an intricate cognitive system. The 

mental system, called a grammar by linguists, al-

lows human beings to form and interpret the 

sounds, words, and sentences of their language. 

The system is often broken down into several 

components, such as phonetics, phonology, mor-

phology, syntax, and semantics (O'Grady et al. 

2005). Depending on one’s concerns, the basic 

elements of each level (i.e. phones, syllables, mor-

phemes, words, or sentences) become the constitu-

ents of linguistic networks of sound patterns, 

morphological structures, or syntactic organiza-

tions. Parse trees, for instance, which are often 

used in analyzing the syntactic structures of sen-

tences, employ links to represent the syntagmatic 

relationships between words. However, focusing 

on the processes of conceptualizing feelings, ex-

periences, and perceptions and of encoding them in 

words (namely, lexicalization), linguists have fre-

quently drawn another kind of linguistic network 

substantiated as a map of words projecting seman-

tic structures and relations onto an Euclidian space 

from a paradigmatic perspective. In that sense, 

word association data is attractive in terms of ease 

of data manipulation, especially when making a 

graph from a list of word pairs. Moreover, the tools 

for analyzing complex networks have been often 

applied to analyzing the structural features within 

large-scale word association data and to mining 

lexical knowledge from them. 

Since Galton (1880), word association has been 

used as an empirical method for observing thought 

processes, memory, and mental states within clini-

cal and cognitive psychology (Deese, 1965). From 

a linguistic perspective, word associations are un-

doubtedly valuable language resources because 

they are rich sources of linguistic knowledge and 

lexical information. The data has some unique 

characteristics that are very interesting and useful 

for cultural studies, reflecting the life styles, social, 

cultural and linguistic backgrounds of the native 

speakers who contributed to the data collections.  

Such information could be particularly useful for 

further applications not only within semantic stud-

ies but also for intelligent information retrieval, 

brain research, and language learning. 

In short, so-called word association norms are 

crucial as large-scale paradigmatic corpora. They 

consist of word pair data based on psychological 

experiments where the participants are typically 

asked to provide a semantically-related response 

word that comes to mind upon presentation of a 

stimulus word. Two well-known word association 

data for English are the University of South Florida 

word association, rhyme and word fragment norms 
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(Nelson et al., 1998) and the Edinburgh Word As-

sociation Thesaurus of English (EAT; Kiss et al., 

1973). For Japanese there are Ishizaki's Associa-

tive Concept Dictionary (IACD) (Okamoto and 

Ishizaki, 2001) and the Japanese Word Association 

Database (JWAD) (Joyce, 2005, 2006, 2007). Util-

izing computational linguistic techniques that aim 

to mathematically analyze their structures, raw as-

sociation data is often transformed into some form 

of graph or complex network representation, where 

the vertices stand for words and the edges indicate 

an associative relationship (Miyake et al., 2007). 

Such techniques of graph representation and their 

analysis allow us to discern the patterns of connec-

tivity within large-scale resources of linguistic 

knowledge and to perceive the inherent relation-

ships between words and word groups. 

However, despite a long history of word associa-

tion studies and the valuable contributions of such 

data to cognitive science, comprehensive, large-

scale databases of Korean word association norms 

have been seriously inadequate. In one study, Lee 

(1970) surveyed word associations based on 30 

adjectives and 29 words representing colors, tar-

geting 40 university students and analyzed the re-

sponse words for associative tendencies in terms of 

gender and grammatical word classes. More re-

cently, Shin (1998) attempted to categorize words 

by conceptual systems in order to construct a lexi-

cal dictionary supporting foreign language learners. 

Although her data differs from word association 

norms and is not available as an accessible digital 

database for academic purpose, the semantic clas-

sification of the words can be exploited in com-

plementing the analysis of Korean semantic 

networks.  

A collection of Korean word associations (for 

short, KorWA) was planned and conducted with 

the strong motivation of constructing a worthwhile 

database of Korean word associations as a kind of 

resource that has multiple applications in a number 

of areas such as lexicography, language education, 

artificial intelligent, natural language processing, 

and cultural study.  Moreover, we intend to share 

the database on the web to foster these various po-

tential utilities. 

  In this paper, KorWA is represented into se-

mantic networks and examined by some combina-

torial methods in linguistics. The details are 

presented from the whole process of collecting the 

data to the results of the analysis based on the the-

ory of complex networks. Furthermore, this paper 

briefly discusses another important characteristic, 

dynamics in scale-free networks, which has re-

cently attracted much attention in this research 

field. Finally we will mention the applicability of 

the graph-based analysis developed here to the fu-

ture potential researches of the computational neu-

rolinguistics. 

2 Korean word associations 

2.1 Design of Experiment 

Preparation of an association experiment begins 

with the selection of a stimulus word set that is to 

be presented to the respondent in order to initiate 

their association process.  Determining the stimu-

lus word set is a crucial part in designing the ex-

periment, as associative responses are greatly 

influenced by the characteristics of the presented 

words, in particular, the stimulus word familiarity 

influences response heterogeneity, variability, rela-

tional categories, and reaction times (Deese 1965). 

For the experiment of Korean word associations, 

we referred to a list of 5,000 Korean basic words 

(Seo et al. 1998), which was derived from the 

Yonsei Corpora consisting of 42,644,891 words as 

of 1998 [ILIS].  From the list, we compiled a list of 

3,951 words, consisting of 2,628 nouns, 1,006 

verbs, and 317 adjectives. 

One hundred and thirty-two native Korean stu-

dents (71 males and 61 females) at Daejon Univer-

sity, South Korea voluntarily participated in the 

experiment.  The students were mainly from the 

departments of Korean language and literature 

(54%), physical therapy (30%), and philosophy 

(11%).  More than 70% of the students had educa-

tional background in the humanities.  Most of the 

students (93%) were in their 20s; 82% between 20 

and 25 years old and 11% between 26 and 30 years 

old.  14% of students answered that on average 

they read more than five books in a month. The 

task was conducted on the campus of Daejeon 

University from September 2007 to February 2008. 

It was a traditional pen-and-paper based task. Un-

der the control of an instructor, each session of the 

task lasted for 30 minutes. 

In the task, participants were instructed to write 

down the response words that came to mind when 

they looked at the presented words. We asked the 

subjects to write down all the words that they 
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could think of from the presented words. This pro-

cedure is called the continuous free association 

task, differing from the discrete association task 

where the subject is asked to only write down their 

first response (Cramer 1968). 

As a means of naturally displaying continuous 

associations, the respondents were asked to map 

out their responses. That is, they drew a kind of 

associative map for a given word, by adding a line 

when they made an association and numbering the 

responses according to the order in which they 

came to mind from the stimulus word. In the ex-

periment, an A5 size booklet was distributed to the 

participants. The booklet had 66 pages printed on 

one-side, including 2 front-back cover pages.  

 

 
Figure 1. Instructions about the task and example 

 

The first 4 pages contained instructional informa-

tion; (1) a brief description of the experiment’s 

purpose and its method, (2) a short survey for basic 

respondent information (gender, age, major, and 

number of books read in a month), (3) an example 

illustrating what to do in the task (shown in Figure 

1), and (4) one practice before the task. Then, the 

remaining 60 pages were for the word association 

task, printed with one word per page. Thus, each 

participant was asked to provide word association 

responses for 60 words. 

In total, 132 booklets were prepared for the task. 

A list of 60 words for each booklet was randomly 

extracted from the 3,951 stimulus set. Apart from 

six of the 132 sets, the lists included 40 nouns, 15 

verbs, and 5 adjectives. The others had slightly 

different numbers of the syntactic categories. 

However, eventually each stimulus word was 

planned to be presented to up to two subjects. 

As the result of approximately 6-month period 

of data collection, we obtained 28,755 responses in 

total for the 3,942 stimulus words (from the origi-

nal stimulus set, nine words failed to elicit any 

word associations). The 28,755 responses (tokens) 

consisted of 11,275 distinct words (types). Each 

item was presented to two respondents. 

The KorWA database (Figure 2) was con-

structed from the collected word association re-

sponses. The data is arranged into six fields; (1) the 

part of speech of the stimulus word, (2) the stimu-

lus word, (3) the part of speech of the response, (4) 

response order, (5) raw form of the response, and 

(6) response word in standard form. 
 

 
Figure 2. Contents of the KorWA database 

2.2 Basic Analysis 

The Korean word association data collected is 

briefly summarized here in terms of the relations 

between the stimulus words and the responses to-

gether with some basic statistics. The participants 

produced on average 218 responses (standard de-

viation = 63.8, ranging from 98 to 482) for the 

complete set of 60 words in the free association 

task, which corresponds to 3.6 responses per 

stimulus word. Because each stimulus item was 

presented to two respondents, each stimulus has on 

average 7.3 association responses. 
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As already mentioned, our task was the continu-

ous free association task where the respondent was 

allowed to provide more than one response, so 

there is the possibility of chaining responses where 

some association responses are elicited by prior 

responses. The response set of 28,755 tokens in-

cludes all such responses. Furthermore, it is possi-

ble to extract the primary responses that were 

given as the first response produced for each 

stimulus word. In doing that, it is possible to con-

vert the continuous free association task condition 

to the discrete association task employed in other 

existing data. The primary associates for the 3,942 

stimulus are 7,550 word tokens (4,197 types). The 

associations seem to be related to the grammatical 

classes of the stimulus.  Ervin (1961) reports that 

many associations tend to have the same gram-

matical class as the stimulus word. Similarly, Jen-

kins (1954) and Saporta (1955) provide an 

interesting way of classifying association struc-

tures into two modes, i.e. paradigmatic associa-

tions and syntagmatic ones. In the former mode, 

the stimulus and response fit a common grammati-

cal paradigm. For example, the word ACTION 

yields the associates of WORDS, LIFE, 

MOVEMENT, MOTION, GAME, and so on, 

which are not likely to occur as sequences in eve-

ryday English. In the latter case, the stimulus and 

response are generally contiguous, occupying dif-

ferent positions within phrases or sentences. 

Namely, they often form sequences, as in the rela-

tions between the stimulus word of 

ADMINISTRATIVE and its common associates of 

DUTY, JOB, CONTROL, DISCIPLINE, POWER, 

BUREAUCRATS, POSITION, AGENCY, 

ENTITY, SCHOOL, BOSS, GOVERNMENT, 

RULE, etc. (Deese 1965). Deese (1962) clarified 

the relative frequencies of paradigmatic and syn-

tagmatic associations among the grammatical 

classes of English, especially with nouns, verbs, 

adjectives, and adverbs in his study. He observed 

that the tendency towards paradigmatic or syntag-

matic association varied with word class; nouns are 

dominantly paradigmatic, while adjectives and 

verbs tend to be both paradigmatic and syntag-

matic. In the case of adjectives, it is a particularly 

interesting tendency for the association types to 

have a strong correlation with frequency of usage. 

That is to say, for common adjectives, associations 

are more likely to be paradigmatic (e.g. for HOT, 

associates such as COLD, WARM, and COOL 

more frequently occur than WOMEN, WEATHER, 

and the like), while uncommon adjectives are more 

syntagmatic (e.g. for ADMINISTRATIVE, associ-

ates such as DUTY, GOVERNMENT, and RULE 

are more often produced than SUPERVISORY, 

EXECUTIVE, and so on). What is more, most 

paradigmatic associates to adjectives are either 

synonymous with the stimulus (COLD COOL) or 

the opposite of the stimulus (COLD HOT). Com-

mon adjectives overwhelmingly have more anto-

nyms as their response, but relatively low-frequent 

adjectives have more synonym associations. 

A similar tendency is observed in our data, 

which included three types of grammatical class 

among the stimulus items, with nouns, verbs, and 

adjectives, covering 66.5%, 25.5%, and 8% of the 

stimulus set respectively. The different proportions 

of the word classes reflects their frequencies within 

the Yonsei corpora, i.e. among the 5,000 most fre-

quent words, there is a much larger number of 

nouns, compared to verbs and adjectives. By tag-

ging the responses with parts of speech data during 

the course of constructing the database, we can 

analyze the distributions of grammatical categories 

among the responses. The responses were over-

whelmingly nouns (78%), followed by adjectives 

(7%), proper nouns (4.5%) and verbs (4.4%) in 

descending order. Within the primary response list, 

the distributions of word class are not greatly dif-

ferent, with 79% nouns, 6.7% adjectives, 4.8% 

verbs, 3.9% proper nouns, and around 6% others. 

Corresponding to the grammatical class of the 

stimulus specifically, nouns are also the dominant 

responses. When considering just the primary re-

sponses, noun stimulus elicited mostly noun re-

sponses (80%), followed by adjectives (6%), 

proper nouns (5%), and verbs (3%); verb stimulus 

produced around 80% noun associates, 10% verbs 

and 4% adjectives; while for adjective stimulus, 

there were 70% noun responses, 19% adjectives, 

and 2% verbs. In short, we found a majority of 

noun noun, verb noun, and adjective noun com-

binations within the stimulus response relations. 

This demonstrates the association tendency for 

nouns to strongly elicit paradigmatic associations, 

as seen from the principal noun noun relations, 

while verbs and adjectives tend to yield more syn-

tagmatic associations, as seen from the major rela-

tions of verb noun and adjective noun. 

2.3 Network Analysis (1) 
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Degrees:  Recently, a number of studies have ap-

plied graph theory approaches in investigating lin-

guistic knowledge resources. For instance, instead 

of word frequency based computations, Dorow, et 

al (2005) utilize graph clustering techniques as 

methods of detecting lexical ambiguity and of ac-

quiring semantic classes. Steyvers and Tenenbaum 

(2005) conducted a noteworthy study that exam-

ined the structural features of three semantic net-

works (free association norms of Nelson et al., 

Roget's thesaurus, and WordNet). By calculating a 

range of statistical features, including the average 

shortest paths, diameters, clustering coefficients, 

and degree distributions, they observed interesting 

similarities between three networks in terms of 

their scale-free patterns of connectivity and small-

world structures. Following their basic approach, 

we analyze the characteristics of the semantic net-

work representation of KorWA by calculating the 

statistical features of the graph coefficients, such as 

degree and degree distribution. 

The semantic network representation of the 

word association network is constructed by repre-

senting the words as nodes and associative pairing 

information for words as edges. The degree (D) of 

a node denotes the number of edges that a node has. 

An undirected graph is structured by the edges, 

while a directed graph is structured by arcs that 

include the associative direction. The numbers of 

incoming and outgoing arcs from a node are re-

ferred to as the in-degree and out-degree of a node, 

respectively. The sum of the in-degree and out-

degree values of a node is equal to its total degree. 

This concept of graph analysis allows us to 

categorize the total words in the data into three 

types; one being words only found in the stimulus 

set (S-type), one being words occurred as both 

stimulus and responses (SR-type), and the last be-

ing words only observed among the response set 

(R-type). The proportion of S-type, SR-type, and 

R-type words in the total word set corresponds to 

12.2% (1,568 words), 18.5% (2,374 words), and 

69.3% (8,901 words) respectively. Here, it is worth 

focusing on the SR-type of words. These are words 

selected as the most frequent ones through a large-

scale corpus covering various fields. At the same 

time, they also are produced by people in the free 

association task. This may indicate, in some sense, 

the high usability or commonness of those words. 

Indeed, the most frequent words in this data all 

belong to the SR-type. 

2.4 Network Analysis (2) 

Scale-free: The most frequent words belonging to 

the SR-type play the role of hubs in semantic net-

works made from word association data. These 

hubs can be represented as nodes that have not 

only outgoing links but also possess ingoing links, 

which leads us think of a scale-free graph, such as 

that incorporated within the Barabási-Albert (BA) 

model. It is widely known that Barabási and Albert 

(1999) have suggested that the degree distributions 

of scale-free network structures correspond to a 

power law, expressed as 
rddxP  

!! )(  (where d 

stands for degree and is a small integer, such as 

2 or 3). This type of distribution is also known as 

Zipf's law, which describes the typical frequency 

distributions of words in a document and plots on a 

log scale as a falling diagonal stroke. The degree 

distribution of nodes in the KorWA network also 

exhibits this scale-free property, which has also 

been observed in word association data for differ-

ent languages. 

 

 
Figure 3. Degree distribution on log-log scales for the 

KorWA semantic network. P(k) is the probability that a 

node has k degrees in the network. 

   

However, we should stress the importance of 

network dynamics and of microscopically examin-

ing the ongoing process of data accumulation to 

determine whether the scale-freeness observed for 

word association data is derived from the same 

mechanism as the BA model. Rather than being 

static, networks are recognized as evolving over 

time, with the adding or pruning of nodes and 

edges (Barabási and Albert, 1999; Watts, 1999). 

Indeed, we can easily identify such networks in a 

number of areas, from the World Wide Web to the 

internet connections on a physical level, co-

authorships, friendships, and business transactions. 
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According to the BA model, the probability that 

a node receives an additional link is proportional to 

its degree. The probability that a new vertex will 

be connected to a vertex (node) i  depends on the 

connectivity of that vertex. Barabási and Albert 

(1999) explain with this idea of preferential at-

tachment in terms of the scale-free property and 

the presence of hubs within the network. Networks 

as dynamical systems which grow over time and 

have topological properties produce dynamical 

behaviors as well. In particular with research on 

the diffusion of a new trend or technology or the 

spread of a disease and virus, the structural proper-

ties of the network have presented a new approach 

to understanding epidemical behaviors over a net-

work, including issues about why contagion occurs 

in certain cases, how it spreads, and what is the 

most efficient and effective way to prevent it. 

Many researchers have tried to address and analyze 

such behaviors with small-world models (Ball et 

al., 1997; Watts and Strogatz, 1998) and scale-free 

models (Pastor-Satorras and Vespignani, 2001). 

The semantic networks that we have examined 

to date have similar structural properties to many 

other networks. So, it is also possible to explain the 

scale-free feature of semantic networks in terms of 

preferential attachment? How can such dynamic 

behavior be interpreted for semantic networks? In 

the next section, we would like to briefly discuss 

those questions a little further. 

2.5 Network Analysis (3) 

Network Dynamics: It is a matter of fact that lan-

guage evolves; especially from a lexical perspec-

tive, where new vocabularies are generated and old 

senses sometimes disappear over time. However, 

tracing and observing such changes is rather diffi-

cult because such natural language evolution oc-

curs over long periods of time. When considering 

the evolution of semantic networks, therefore, we 

assume that the growth of a semantic network may 

correspond to the increases in the numbers of 

words (nodes) and semantic relations (edges) in as 

more data is added in the construction of the net-

work. Particularly, for our semantic networks 

which are built from word association data, the 

networks grow as more word association data is 

added. 

In this sense, we can attempt to observe the 

growth process for semantic networks here. To that 

aim, the KorWA network is particularly suitable, 

as it is constructed from KorWA data collected 

from two sessions that used exactly the same task. 

We may see how the network evolves by taking 

the sessions as two separate points in time. 

From the beginning, the KorWA network starts 

with the 3,951 nodes that correspond to the set of 

stimulus words. It cannot be called a network at 

this stage because there are no links between these 

nodes. Then, as the word associations are collected, 

a network starts to appear by adding edges between 

the initial nodes and new nodes corresponding to 

the association responses. When the first session of 

data collection was complete, we found that the 

initially disconnected 3,951 nodes forming a large, 

well-connected network, as presented in Table 1. 

 
Table 1. Growth of the KorWA semantic network. 

 
 

The number of nodes had increased to 9,054, 

and 13,669 edges were generated between them. 

8,641 nodes corresponding to 95% of the total 

nodes are connected to each other, being the larg-

est component in the network, but, at the same 

time, there were also 126 small partitions with 2 to 

3 nodes connected to each. The pseudo diameter, 

the longest distance, of the largest component is 18, 

which indicates that the nodes within it are well 

connected to each other. In this network, a node 

has three links on average and the distribution of 

degrees in the network shows a power law distribu-

tion (P(k)~K-  with a degree exponent !=2.42), as 

in Figure 3 above. 

Then, additional word associations were col-

lected for the same set of stimulus words in the 

same manner as in the first session. When the new 

data was added to the first network, we obtained a 

larger network, as described in Table 1. The net-

work grew by 12,844 nodes and 26,931 edges. 

Through this process, more than 99.7% of nodes 

(12,807) became interconnected, leaving on 37 

words as elements disconnected from the whole 

graph. Moreover, the pseudo diameter of the larg-

32



est component became smaller despite the increase 

in its size. The discrepancy in the degrees of words 

became larger than before, with a degree range 

from 1 to 198. 

 
Table 2.  Top 20 words with the highest degrees be-

fore and after growth of the KorWA network. 

    Before growth After growth 

(‘money’)/ 87 

(‘love’)/ 79 

(‘friend’)/ 56 

(‘human’)/ 48 

(‘water’)/ 48 

(‘dream’)/45 

(‘army’)/ 45 

(‘mind’)/ 44 

(‘house’)/ 43 

(‘tear’)/ 43 

(‘movie’)/39 

(‘study’)/39 

(‘eye/snow’)/ 36 

(‘book’)/ 35 

(‘alcohol’)/ 34 

(‘woman’)/ 34 

(‘myself’)/ 33 

(‘thing’)/ 32 

(‘car’)/ 32 

(‘family’)/ 32 

(‘money’)/198 

(‘love’)/ 146 

(‘friend’)/ 114 

(‘human’)/ 106 

(‘mind’)/ 85 

(‘woman’)/80 

(‘water’)/ 80 

(‘study’)/ 74 

(‘tear’)/ 73 

(‘myself’)/ 73 

(‘dream’)/ 70 

(‘army’)/ 69 

(‘house’)/ 69 

(‘alcohol’)/ 69 

(‘book’)/ 68 

(‘eye/snow’)/ 65 

(‘fight’)/64 

(‘war’)/ 64 

(‘movie’)/ 63 

(‘school’)/ 63 

Note. The number after the slash indicates the degree for 

the word. 

 

Over time (as reflected in the first and second 

sessions of data collection), 3,790 nodes and 

13,262 edges newly appeared in the KorWA net-

work. Through this growth, the network became 

much more interconnected, as clearly evidenced by 

the size of the largest component and the pseudo 

diameter. What is particularly salient is the number 

of links that a word has through the growth process. 

Interestingly, regardless of the double increase in 

the connections within the network, around 60% of 

the total nodes were still poorly connected, having 

a degree of only 1 or 2. On the other hand, some of 

nodes that already had plenty of links became 

much richer, becoming linked to even more other 

nodes; with the average degree for 1% of the total 

nodes being over 60. Table 2 lists the top 20 words 

in terms of highest degree values before and after 

growth. The first four words do not change in order, 

while the shifts for the other top items are not so 

significant. However, for most of these items, the 

degree value roughly doubled. 

From these observations, we can assume that 

there are some words that attract more links from 

other nodes, while most of these other words have 

just a few connections. This phenomenon appears 

even more conspicuously through the growth proc-

ess. The scale-free nature of semantic networks 

also seems to reflect a kind of preferential attach-

ment. What kinds of words always attract links 

from new nodes? As suggested already, these seem 

to be basic concept words, closely related to daily 

life and culture, and these hubs form a kind of 

bridge between several different conceptual do-

mains. 

Such words contributing to the connectivity of 

the network are central to the dynamic behavior of 

across the networks, and are likely to be key con-

cept words for understanding a culture and for 

learning language within the contexts of semantic 

networks. Further study and exploration in the 

structural and dynamic characteristics within se-

mantic networks may open up a new approach to 

semantics, cultural studies, and language learning 

from a cognitive perspective. 

   

3 Conclusion and Further study 

This paper has described our dataset to represent 

human language in the form of a network. With 

much interest in language as a communication and 

thinking tool, we have sought to build a semantic 

network representing lexical knowledge and the 

conceptual relations between words. To that aim, 

word association data is particularly suitable in 

terms of its data format and its abundant and useful 

content. We presented a project to collect Korean 

word association norms given the high utility and 

urgent need of data of this kind. We have detailed 

the project from the design of free association ex-

periment to the basic analysis of the data collected. 

The application of the word association data to 

computational neurolinguistics is an issue for our 

future work. We believe that our study could po-

tentially represent a breakthrough for this research 

field. The methods of Mitchell et al. (2008), for 

example, suggest to us strong connections between 

neural activation data and lexical co-occurrence 

information, obtained from text corpora which 

plays a role of intermediating within linguistics 
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embodiment theory with a sensory-motor basis and 

amodal theory with computational models. Ac-

cording to Mitchell et al., the techniques of natural 

language processing combined with neural linguis-

tics can enable us to predict the patterns of neural 

activation for word stimuli for which fMRI data 

are not yet available. In short, the neural associa-

tions within firing patterns turn out to be correlated 

with word associations within co-occurrence pat-

terns. 

However, the similarity coefficient or the dis-

tance between any two words might be computed 

not only from a set of documents but also from 

graphic representations of associative concepts, 

such as the one presented in this paper. If it is true 

that a word can be represented not only by a three-

dimensional array of cerebral activation, but also in 

terms of the lexical relatedness that is incorporated 

as a linear combination of these patterns, it may 

not be an overstatement to say that there might be a 

structural homology between natural neural net-

works in the brain and semantic networks built 

from word association norms. This kind of meta-

network perspective within cognitive science has 

become all the more important because attempts to 

fill the gaps in the modeling of neural pathways are 

increasingly attracting wide interest. Sporns et al. 

(2004), for instance, have tried to apply the con-

ceptual methods of complex networks, such as 

small word-scale free, to cortical networks and to 

the more dynamic, functional and effective con-

nectivity patterns that underlie human cognition. 

Similarly, Stam and Reijneveld (2007) have intro-

duced a graph analysis applied to multi-channel 

recordings of brain activity, by setting up vertices 

at the anatomical loci within a neural circuit and 

linking some that elicit high correlation patterns to 

the same stimulus. Also within the experiment 

paradigms used by Mitchell et al, some techniques 

for constructing a network model could be effec-

tive for the distributional representation of cortical 

responses handled at the same level as meaning 

proximity, even though Mitchell et al. treated each 

voxel (volumetric pixel value in a 3-dimensional 

regular grid) independently. If such models of net-

work settings could be applied to images of neural 

activation across all the voxels for a set of stimulus 

nouns, it is possible to assume, by a reverse proc-

ess of parameter estimation, the existence of hid-

den semantic layers composed of unknown 

semantic features. These intermediate factors could 

be compared with real vocabulary data, such as 

basic verbs (as in the experiment conducted by 

Mitchell et al.) taking the stimulus nouns as sub-

jects or targets. 

Moreover, the merits of introducing graph 

analysis techniques to computational neurolinguis-

tics could possibly be found in the evolutionary 

dynamics of networks, to the extent that the degree 

of word nodes (or, more simply, their frequencies) 

could be weighted for the neural connectivity de-

duced from fMRI responses. The data formats of 

neural activation patterns could then assimilate 

diachronic data to represent how a network grows 

over time around the key concepts or hub words, in 

accordance with the learning processes of particu-

lar individuals. Future research from this perspec-

tive could also support the high accuracy of similar 

experiments regardless of distributional bias in 

word frequencies. Briefly, semantic networks con-

structed from word association data could convey 

the lexical co-occurrence of words within docu-

ments to a visual map of the human brain reacting 

to those words. 
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Abstract

Electroencephalography (EEG) and magne-
toencephalography (MEG) are closely related
neuroimaging technologies that both measure
summed electrical activity of synchronous
sources of neural activity. However they dif-
fer in the portions of the brain to which they
are more sensitive, in the frequency bands they
can detect, and to the amount of noise to which
they are subject. Since semantic representa-
tions are thought to be widely distributed in
the brain, this preliminary study considered
if the broader coverage offered by simulta-
neous EEG/MEG recordings would increase
sensitivity to these cognitive states. The re-
sults showed that MEG data allowed stim-
uli in two semantic categories (mammals and
tools) to be distinguished more accurately, de-
spite some experimental settings that were op-
timised for EEG. The addition of EEG data
did not prove informative, indicating that it
may be redundant relative to MEG, even when
using dimensionality reduction techniques to
combat overfitting.

1 Introduction

Electroencephalography (EEG) and magnetoen-
cephalography (MEG) are similar methods for
recording activity in the brain. Both detect signals
that are produced by the mixing of neural sources,
where each source represents macro-scale synchro-
nisation between the firing of individual neurons.
The sum of these activities induce voltages at the
scalp that are recorded with EEG, and magnetic
fields that are detected with MEG. But the signals

yielded by each technique are not identical for sev-
eral reasons. EEG signals are heavily attenuated
and filtered (both in time in space) by the passage
through skull and tissue. As a result, MEG signals
are less noisy, have finer spatial resolution, capture
a wider range of frequencies, and so have the po-
tential to be more informative. Further, the signal
footprint of MEG and EEG signals on the brain is
not the same: EEG sensors are more sensitive to
currents that are radial to the scalp and so predomi-
nantly detect activity in the at the top of gyri and the
bottom of sulci (the top and bottom of folds in the
surface of the brain); while MEG is more sensitive
to currents that are tangential to the scalp, and so
detects more activity in the side walls of sulci. The
high spatial resolution of MEG means that it cannot
see as deeply into the brain as EEG can. Finally,
MEG sensors of different types (in this case mag-
netometers and planar gradiometers) are sensitive to
magnetic fields of different orientations (see Figure
1): planar gradiometers are most sensitive to current
generators of a particular orientation directly under
the sensor position; magnetometers record genera-
tors that are tangential and peripheral to the sensor
area.

The distribution of sensor coverage may be im-
portant for the decoding of semantic categories in
particular. Neuroimaging evidence suggests that se-
mantic representations may be widely distributed in
the brain. For example there are well-established
differences in neural activity in the fusiform gyrus
that correspond to higher level categories (natural
vs non-natural kinds; people vs places - see e.g.
Chao et al., 2002); there is also evidence that the
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Figure 1: Schematic from above of selective sensitivity
of three co-located MEG sensors

Left and centre panels show perpendicular planar gradiometers;

right panel shows magnetometer. A co-located EEG electrode

would be most sensitive to currents perpendicular to the scalp.

Image courtesy of Elekta AB.

meaning of bodily actions is encoded in the motor-
cortex (Pulvermüller, 2005); and concepts associ-
ated with eating (e.g. foodstuffs) seem to be repre-
sented at least in part by activations in gustatory cor-
tex (Mitchell et al., 2008; Just et al., 2010). Hence
a wide coverage of sensors that are sensitive to dif-
ferent but overlapping portions of brain tissue may
provide a fuller description of semantic memories.

Given the fact that it has been possible to decode
conceptual categories and language semantics from
EEG signals (Murphy et al., 2008, 2009), the ques-
tion is if MEG signals can be shown to be more in-
formative. Similar studies on lower-level tasks typi-
cally used in brain-computer interfaces suggests that
it may be: Hill et al. (2006) find that there is a
modest increase in the decoding accuracy on imag-
ined motor activity with MEG, relative to EEG, and
Waldert et al. (2008) have similar findings detecting
the direction of hand movements.

A related question is whether the information sup-
plied by EEG and MEG is complementary, and if
so how best it should be combined. This depends
critically on the number of signals used: raising the
number of input signals increases the information
supplied to the machine learning methods, but in-
teracts with their tendency to overfit, if the number
of descriptive dimensions (recorded signals) is of a
similar order of magnitude to the number of training
cases (experimental trials in which a stimulus is pre-
sented). This is often the case with data from neu-
roimaging experiments, as there are practical limita-
tions on the number of data points that can be col-
lected: individual stimuli must usually be separated

by several seconds so that neural signals can return
to baseline between each, and participants can usu-
ally only be expected to perform a task at full at-
tention for 60 minutes or so, in such experimental
environments.

To investigate this question, we replicated an ex-
isting EEG experiment (Murphy et al., 2010). In that
experiment participants had been presented with im-
ages of animals and tools, while EEG activity was
recorded at 64 standard 10-10 locations, and sin-
gle trials (stimulus presentations) could be classi-
fied as representing the category of animal or tool
with an average accuracy of 72% over all seven
participants. The classification methods used were
an adaptive time/frequency window optimisation
(Dalponte et al., 2007), a supervised spatial com-
ponent signal decomposition (Common Spatial Pat-
terns, Koles et al., 1990) that yielded measures of
neural activity based on signal power, and a support-
vector machine (Boser et al., 1992).

The replication experiment reported here was car-
ried out with two participants, and used the same
task and materials, while simultaneously recording
with a 306-channel MEG system (204 gradiometers,
102 magnetometers) and a high-density 124-channel
EEG system. This data was then analysed using the
same machine learning methods as previously, but
varying the number and type of input signals, and
using dimensionality reduction to address increased
dimensionality.

2 Methods

2.1 Experiment and Materials

Two male native speakers of Italian took part in
the study, aged 30 and 47. Both were right-handed
with corrected or normal vision. Participants in this
study receive compensation of 7 euros per hour. The
experiment is conducted under the approval of the
ethics committee at the University of Trento, and
participants gave informed consent.

The participants were asked to perform a silent
naming task on grey-scale images of 30 land-
mammals and 30 work tools. Each stimulus was
presented between four and six times, in randomised
order.1 The participants sat in a relaxed upright posi-

1Participant 1 saw 264 stimulus trials (144 mammal and 120
tool trials); participant 2 saw 360 (180 in each class).
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tion 1.5m from a projector screen in moderate light-
ing conditions. Images were presented on a medium
grey background and fell within a 6 degree viewing
angle. The task duration was split into five blocks
and the participants were given the choice to pause
between each. The cumulative task time did not ex-
ceed 45 minutes.

Each trial began with the presentation of a fixa-
tion cross for 0.25s, followed by the stimulus image,
a further fixation cross for 0.75s and a blank screen
for 1s. Participants were instructed to silently name
the object represented in their native tongue (Ital-
ian), using the first appropriate label that came to
mind, and to press the keyboard space-bar with the
left-hand to indicate they had found an appropriate
word. If the participant could not think of a suitable
label, they were asked not to make a response. The
image remained on the screen until the participant
responded, or until a time-out of three seconds was
reached. The participants were asked to keep still
during the task, and to avoid eye-movements and fa-
cial muscle activity in particular, except during the
blank period.

The materials were chosen to represent well-
defined semantic categories and to minimise non-
semantic, associative confounds. The set of 30 land
mammals were chosen to be both non-domesticated
and non-threatening, to avoid emotional valence
whether positive (e.g. pets) or negative (e.g. preda-
tors). Thirty hardware and garden implements were
chosen as genuine work tools. Appropriate pho-
tographs were sourced from the internet, and nor-
malised visually: each image file measured 300 pix-
els square; the image proper was converted to grey-
scale, superimposed on a homogeneous light-grey
background and had maximal horizontal and vertical
dimensions of 250 pixels; image contrast was nor-
malised. The concepts represented are listed below.

Land Mammals ant-eater, armadillo, badger,
beaver, bison, boar, camel, chamois, chim-
panzee, deer, elephant, fox, giraffe, gorilla,
hare, hedgehog, hippopotamus, ibex, kan-
garoo, koala, llama, mole, monkey, mouse,
otter, panda, rhinoceros, skunk, squirrel, zebra
(Italian formichiere, armadillo, tasso, castoro,
bisonte, cinghiale, cammello, camoscio, scim-
panz, cervo, elefante, volpe, giraffa, gorilla,

coniglio, riccio, ippopotamo, stambecco,
canguro, koala, lama, talpa, scimmia, topo,
lontra, panda, rinoceronte, puzzola, scoiattolo,
zebra)

Work Tools Allen key, axe, chainsaw, craft-knife,
crowbar, file, garden fork, garden trowel, hack-
saw, hammer, mallet, nail, paint brush, paint
roller, penknife, pick-axe, plaster trowel, pliers,
plunger, pneumatic drill, power-drill, rake, saw,
scissors, scraper, screw, screwdriver, sickle,
spanner, tape-measure (Italian brugola, ascia,
motosega, taglierino, piede di porco, lima,
forcone, paletta, seghetto, martello, mazza,
chiodo, pennello, rullo, coltellino svizzero, pic-
cone, cazzuola, pinza, stura lavandini, martello
pneumatico, trapano, rastrello, sega, forbici,
spatola, vite, cacciavite, falce, chiave inglese,
metro)

2.2 Neural Recordings

The experiment was conducted at the LNiF imag-
ing laboratories at the University of Trento, using a
306-sensor Elekta Neuromag system (2 planar gra-
diometers and 1 magnetometer at each of 102 sensor
locations). A dense-coverage 124-electrode EEG
cap was used also, using a right mastoid reference
and forehead ground. Both sets of signals were
recorded simultaneously at 1000Hz in a magneti-
cally shielded room. At the start of the session the
relative positions of the MEG and EEG sensors were
determined using a Polyhemus 3-D digitisation sys-
tem.

Data preprocessing was conducted using the
MNE, FieldTrip and EEGLAB packages.2 The data
was band-pass filtered at 1-50Hz to remove slow
drifts in the signal and high-frequency noise, and
then down-sampled to 125Hz. Eye and muscle arte-
facts were not removed, but these lie outside the
range of frequencies that were considered in the
analysis described below.

2Martinos Centre for Biomedical Imaging
(http://www.nmr.mgh.harvard.edu/martinos/); Don-
ders Institute for Brain, Cognition and Behaviour
(http://www.ru.nl/neuroimaging/fieldtrip); and Schwartz Center
for Computational Neuroscience (http://sccn.ucsd.edu/eeglab/)
respectively.
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2.3 Analysis

The analysis method first applies a time/frequency
filter to select an information-rich band and inter-
val for the distinction of interest; a supervised de-
composition to extract components of whole-scalp
synchronous activity that are sensitive to this class
distinction (Common Spatial Patterns, or CSP – see
Parra et al., 2005; Model and Zibulevsky, 2006;
Philiastides et al., 2006 for examples of other ap-
plications to cognitive neuroscience); and a gen-
eral purpose machine learning algorithm (Support-
Vector Machine or SVM) that uses the resulting
measures of signal power to predict the semantic
class of each trial. Individual trial epochs are arbi-
trarily allocated to one of k interlaced partitions of
equal size in a k-fold training/evaluation procedure.

The time/frequency filter applied here was
adopted from the earlier experiment, as it had been
found to provide optimal separation between trials
of the two classes over the participants of that study.
Using this common window (4-18Hz, 95-360ms af-
ter image onset) allows direct comparison between
the informativity of each type of sensor, or combina-
tion of sensor types. However this may disadvantage
MEG, since it is more sensitive to higher frequency
activity (> 50Hz), which at least one study has
found to vary systematically with semantic classes
(Tanji et al., 2005).

The decomposition method used, CSP (Koles
et al., 1990), extracts spatial components of elec-
trophysiological activity (linear combinations of raw
signals) that correspond to synchronous neural sub-
assemblies. It is a supervised technique that yields
signals whose level of activity (measured as signal
power) is modulated by the binary class distinction
of interest – that is signals that show high power
when processing mammal concepts, and low power
when processing tool concepts, or vice-versa. CSP
identifies C components (where C is the number of
input channels) that are ranked by their sensitivity
to the class-separation of interest, in terms of op-
timal variance for the two populations of signals
(i.e., high variance between classes and low vari-
ance within classes). In this case we selected the
first and the last rows of this matrix (Ramoser et al.,
2000) as the components that are most representa-
tive for the classes mammals and tools, respectively.

This procedure can be interpreted as extracting the
event-related spectral activity (i.e. the relative event-
related synchronisation) of two synchronous neural
structures which have been found to have an op-
timally differential response to the semantic cate-
gories of interest.

The final categorisation step is based on a
Support-Vector Machine (SVM) classifier (Boser
et al., 1992; Vapnik, 1998). The input for each
trial consisted of two measures of neural activity
extracted from the category-sensitive signal compo-
nents: the variance of the waveform, which is pro-
portional to signal power. The features were further
normalised by taking the log, and scaling to a range
of -1 to +1 across all trials. The SVM implementa-
tion used was LIBSVM (Chang and Lin, 2001), and
default parameters were used (radial basis function
kernel, cost parameter of 1, and a gamma value of
the inverse of the number of data-points).3 Test and
training data were kept strictly separate at all stages
of analysis.

In the results that follow here, these techniques
were first applied as before to replicate the previ-
ous experiment, but then also with an additional
step of dimensionality reduction to address the over-
fitting we expected given the dramatically larger
number of input channels (up to 430 if all EEG
and MEG channels were used, compared to 64
channels in the previous experiment). The signal
recorded in any individual channel will be com-
prised of a mix of genuine neural activity (both
relevant and irrelevant to our classification task),
systematic noise sources (e.g. 50Hz electrical line
noise, eye-movement artefacts, heart-beat artefacts),
and additional random noise. And as EEG and MEG
channels record activity from partially overlapping
portions of brain tissue, there is considerable re-
dundancy between neighbouring channels. Princi-
ple Components Analysis (PCA) is a dimensionality
reduction technique that addresses both these issues,
grouping redundant activity into the first (strongest)

3No optimisation of SVM parameters was attempted, as ex-
tensive parameter testing in the earlier experiment did not yield
any improvements in classification performance. We believe
that this is because CSP is in itself a powerful data-mining tech-
nique, that here typically yields two simple clusters of data cor-
responding to each semantic category. We expect a simple lin-
ear classifier would have similar performance on this task.
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components, and relegating random noise to the last
components. Where PCA was used, it was ap-
plied directly before the CSP-based extraction of
category-specific sources.

3 Results

In the previous EEG experiment, the classification
accuracy averaged 72%, but varied substantially
from one participant to the next, ranging from 56%
to 80%. First we wanted to establish how repre-
sentative these two new simultaneous MEG/EEG
sessions had been, by replicating the EEG-based
analysis. To do this, an arbitrary subset of the 60
EEG channels were selected (taking roughly every
second channel among the total of 124), the stan-
dard time/frequency filter window was applied, and
the resulting data was classified using a 5-fold test-
training procedure.4 The first participant’s data was
typical of the previous cohort, classifying with accu-
racy of 70% (in this session, accuracy over 61% is
significant at p < 0.05, using a one-sided binomial
test, n = 264, p = 0.54), while the second partici-
pant’s data only achieved 52% accuracy (accuracy
over 56% significant at p < 0.05, n = 360, p = 0.5).

To get a first impression of the relative informa-
tivity of each signal type, the same procedure was
performed with subsets of 60 MEG channels: mag-
netometers alone yielded markedly higher results
(78% and 61% for participants 1 and 2 respectively),
while planar gradiometers alone gave marginally
lower results (67% and 48% respectively).

Next, to examine the effect of increasing the
amount of input data, we performed these analyses
using all available channels of each type. In one case
(participant 1, magnetometers) there was a drop in
5% points, and another (participant 2, magnetome-
ters) an increase of 3% points, but generally this had
little effect on results, indicating that in most cases
any increase in available information was offset by
overfitting.

These results are summarised in the first two
columns of in Tables 1 and 2. The tables also show

4In each test/training partition, the labelled training data
alone was used to derive two category specific scalp-maps.
These scalp-maps were used to extract signal components and
resulting signal power measures for all trials. The data was then
partitioned again along the same folds for SVM training and
prediction.

Table 1: Classification accuracy, participant 1
Type (available signals) 60 ch. all ch. 60 cp.

EEG (124) 70% 69% 76%
Magnetometers (102) 78% 73% 78%
Gradiometers (204) 67% 66% 71%
Mag.+Grad. (306) 72% 63% 77%
EEG+Mag. (224) 68% 67% 77%
EEG+Grad. (328) 69% 54% 73%

EEG+Mag.+Grad. (430) 72% 55% 77%
ch: raw channel input; cp: PCA component input

significance: 61% at p < 0.05; 65% at p < 0.001

Table 2: Classification accuracy, participant 2
Type (available signals) 60 ch. all ch. 60 cp.

EEG (124) 52% 50% 52%
Magnetometers (102) 61% 64% 68%
Gradiometers (204) 48% 51% 60%
Mag.+Grad. (306) 63% 50% 56%
EEG+Mag. (224) 56% 53% 58%
EEG+Grad. (328) 52% 53% 62%

EEG+Mag.+Grad. (430) 58% 51% 55%
ch: raw channel input; cp: PCA component input

significance: 56% at p < 0.05; 59% at p < 0.001

the results for all possible combinations of the three
signal types, and it is apparent that the effect of over-
fitting is more pronounced for these larger signal
sets. And though the base level of classification ac-
curacy is very different for these two participants,
both show a similar pattern with respect to signal
type and dimensionality: magnetometers are most
informative for these semantic distinctions, and all
signal types are vulnerable to overfitting effects.

To combat overfitting, we repeated these analy-
ses with dimensionality reduction. Since PCA is
an unsupervised technique, the components were
derived and extracted in one step over the whole
data set. The first (strongest) 60 components were
then taken as input to the same analysis procedure
as before (CSP-derived signal power estimates fed
to the SVM), to give a global description of whole
scalp neural activity, presumably with reduced re-
dundancy and noise. As can be seen in the final
columns of Tables 1 and 2, this resulted in optimal
classification accuracy in almost all cases, both rel-
ative to the full collections of signals, and the 60
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channel subsets.
A serious limitation of these results however is the

arbitrary selection of signal subsets. While much of
the information recorded between signals is likely
redundant, it could be that the random inclusion or
exclusion of one channel or component could dra-
matically affect accuracy, if that signal was particu-
larly informative, or particularly subject to spurious
noise. So to have a more comprehensive view, we
conducted an exhaustive parameter search through
possible subsets of each combination of signal type,
increasing set size in steps of five, and calculating
average classification accuracy with a moving win-
dow of nine points. The results are illustrated in Fig-
ures 2 (using the raw signals as input) and 3 (using
PCA components of each signal set), and show the
average prediction performance across both experi-
mental participants.

Several things stand out when considering the dif-
ference between the classification performance us-
ing raw signals directly, and dimensionality reduced
sets. In the PCA case, the classification accuracy
levels start higher, rise faster, and peak earlier in
almost all cases. In absolute terms optimum per-
formance is little changed for magnetometer and
EEG signals alone (peaking just above 70% and
60% respectively), while gradiometers seem to ben-
efit somewhat (by about 3% points). But the PCA
lines are also smoother, reflecting more stability in
classification, and so more independence from par-
ticular parameter settings.

Common to both plots is that magnetometers are
the most informative type, followed consecutively
by gradiometers and EEG channels. In terms of mu-
tual redundancy, the information encoded in EEG
channels seems to largely be a subset of that en-
coded by gradiometers (gradiometer performance is
not improved by the addition of EEG channels). The
interaction of magnetometer data and these signal
types is more complex – magnetometer performance
is reduced by the addition of either or both EEG and
gradiometer channels.

4 Conclusion

This paper reports only two sessions of simultane-
ous MEG/EEG recording, and there were some clear
differences in the results for each participant, so the

conclusions must be considered tentative. Neverthe-
less they suggest that EEG data are to a large ex-
tent redundant with respect to MEG signals. MEG
magnetometers in particular can lead to substantially
higher classification accuracy, with smaller numbers
of channels, than EEG alone. In the case of the sec-
ond participant, prediction with EEG signals did not
approach significance, while MEG signals allowed
highly significant (p� 0.001) performance. We be-
lieve that this advantage is due to the lack of attenu-
ation and higher spatial resolution inherent in MEG,
allowing it to pick out individual neural sources with
more precision.

Regardless of the signal types chosen, the high
dimensionality of the data posed challenges. Any
arbitrary subset of channels may leave informative
aspects of brain-activity undetected and this led to
fluctuating results; but including large numbers of
channels invariably leads to overfitting, and conse-
quent falls in classification accuracy. In light of
this, a reduction in dimensions that kept most of the
global signal intact (in this case a principle com-
ponents analysis) proved very effective in prevent-
ing overfitting, giving reliably superior performance
with lower numbers of channels.

While MEG signals proved more informative,
there was not always a dramatic difference in perfor-
mance (peak performance in participant 1 was sim-
ilar for MEG or EEG; for participant 2 there was
a ca. 15% point difference). However this study
used a time interval and frequency band in the sig-
nal that had been optimised for EEG, so it may be
that considering a wider range of frequencies, higher
in the spectrum, could allow MEG to achieve bet-
ter results. Also, though steps were taken to avoid
it, slight movements by the participants relative to
the MEG apparatus will have compromised the reli-
ability of its signals (EEG does not suffer from the
same problem as electrodes are placed directly on
the scalp). This could be addressed in future studies
with continuous head tracking and correction.

Finally, several variations could be tried to im-
prove the overall classification performance of the
system. The spatial decomposition used (CSP) is
particularly prone to overfitting (Parra et al., 2005),
and could be replaced with less aggressive tech-
niques like Linear Discriminant Analysis. Princi-
ple component analysis is a rather brittle technique
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Figure 2: Classification accuracy taking subsets of raw signals from sensors of different types, 9-point smoothed

Figure 3: Classification accuracy taking subsets of PCA components derived from raw signals from sensors of different
types, 9-point smoothed
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which is heavily biased towards the few strongest
sources in a system, and so independent component
analysis (ICA) may be a more effective choice for
dimensionality reduction (Makeig et al., 1996). And
data from the various sensor types could be com-
bined in other ways, using an ensemble of classi-
fiers, each based on different subsets of signals, or
by taking more than one class-sensitive component
per category.
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Abstract 

Through the application of Chinese WordNet, 

the current study used the manipulation of 

visual field and the number of senses of the 

first character in Chinese disyllabic com-

pounds to investigate the representation and 

the hemispheric processing of related senses 

in nouns and verbs. In the previous study, 

Huang et al. (2009) have found the ERP evi-

dence to indicate single entry representation 

for Chinese polysemy in the left hemisphere; 

however, in the right hemisphere, they found 

sense inhibition which may be due to (1) the 

nature of hemispheric processing in dealing 

with semantic ambiguity or (2) the semantic 

activation from the separate-entry representa-

tion for senses. To clarify these possibilities, 

the study used the word class judgment task 

with the attempt to push subjects in a deeper 

level of lexical processing. The results re-

vealed sense facilitation effect in the RH and 

suggested that in a deeper level, the RH had 

more possibility to observe the sense facilita-

tion due to different efficiency of cerebral 

hemispheres. 

1 Introduction 

1.1 Homonymy vs. polysemy  

Lexical ambiguity is very common in language. 

Linguistically, homonymy and polysemy are tradi-

tionally distinguished as two types of ambiguity. 

Early behavioral studies on semantic ambiguity 

obtained ambiguity advantage effects (e.g., Ru-

benstein et al., 1970; Jastrzembski, 1981, Millis & 

Button, 1989) in lexical decisions in which ambi-

guous words yielded faster reaction time than un-

ambiguous words. However, the same results were 

not replicated in some other studies (e.g., Bo-

rowsky & Masson, 1996; Azuma & Van Orden, 

1997). More recent psycholinguistic studies found 

that the so-called ambiguity advantage effects were 

in fact resulted from the activation of words having 

related senses rather than that of words having un-

related meanings (e.g., Rodd et al., 2002; Beretta et 

al., 2005; Pylkkänen et al., 2006). These studies 

were generally in agreement with the linguistic 

assumption in that homonymy and polysemy might 

be represented differently in the mental lexicon. 

1.2 Hemispheric processing of semantic am-

biguity  

The issue of hemispheric processing in combina-

tion with lexical ambiguity have been widely stu-

died (e.g., Burgess & Simpson, 1988; Beeman & 

Chiarello, 1998; Faust & Lavidor, 2003) and sug-

gested that both cerebral hemispheres process word 

meanings in complementary ways. For example, 

Faust and Lavidor (2003) demonstrated that the 

LH benefited most from semantically congruent 

primes related to dominant meaning of ambiguous 

targets while the RH benefited most from semanti-

cally mixed primes. The overall pattern of priming 

was also suggestive of dissociation in the hemis-

pheric meaning retrieval, with the LH engaging in 

fine semantic coding that focused on a single 

meaning interpretation, and the RH engaging in 

coarser semantic coding where multiple alternate 

meanings were activated. Alternatively, Federmei-

45



er and Kutas (1999) offered electrophysiological 

data in a sentence comprehension task to present 

another explanation in hemispheric language 

processing. They suggested that while both hemis-

pheres involved in lexical resolution, they played 

different roles with the LH being ‘predictive’, the 

RH being ‘integrative’, to complement each other.  

    Pylkkänen et al., (2006) were the first to focus 

on the investigation of how different but related 

senses were psychologically represented in the 

mental lexicon. Their MEG data suggested the sin-

gle-entry representation for related senses in the 

LH whereas they showed the sense inhibition in 

the RH and interpreted it as a potential sense com-

petition effect. In Chinese, Huang et al. (2009) 

demonstrated similar patterns in their ERP data in 

which there was sense facilitation in the LH and 

sense inhibition in the RH. Nevertheless, the ques-

tion concerning the representation of related senses 

in the RH still left unresolved. Early studies on 

Chinese ambiguity such as Lin (1999) obtained 

ambiguity advantage but the calculation of ‘senses’ 
1
included related and unrelated meanings and the 

effect was not reliable enough.  

1.3 Ambiguity in Chinese disyllabic com-

pounds 

In Chinese words recognition process, the issue of 

lexical ambiguity involves the composition of con-

stituent characters and how they contribute to the 

whole word reading. Chinese words differ from 

English in at least two aspects. First, about 80% of 

Chinese words are composed of two characters 

(Huang et al., 2006). Second, unlike the words in 

English, which every word is composed of letters 

corresponding to phonemes, Chinese words consist 

of characters corresponding to morphemes. In oth-

er words, each character in Chinese has its mor-

pheme(s) when they are embedded in two-

character compounds. Therefore, before we look 

into the lexical ambiguity of two-character words 

                                                           
1 The definition of “sense” in Lin (1999) is different from the 

“sense advantage effect” demonstrated by Rodd et al. (2002). 

Lin argued that “meaning” in past research is used as a general 

term to refer to any kind of linguistic meaning. He claimed 

that, based upon Ahrens (1999) and Ahrens et al. (1998), it is 

better to use “sense” and “facets” as a measure index. Though 

the “number of senses” Lin used is a little different from the 

“number of meanings” used by Azuma and Van Orden (1997), 

it is regarded that Lin still did not solve the unreliable findings 

of ambiguity advantage effect.  

as lexical items, we should investigate the sense 

representation of its subcomponent, the representa-

tion of its single character within two-character 

compounds.  

In the circumstance which every character in 

the disyllabic compounds may contribute to word 

recognition, there still exists disparity between the 

roles of the first and second character. In light of 

the studies on the neighborhood size effect, word 

recognition process will be influenced by the com-

position of letters or characters. In English, faci-

litative neighborhood size effects and inhibitory 

neighborhood size effects were robust findings in 

low frequency words (e.g. Andrews, 1989, 1992; 

Grainger and Jacobs, 1996). In the Chinese neigh-

borhood size study (Huang et al., 2006) and eye 

movement study (Tsai et al., 2006), it was sug-

gested that the neighborhood size of the first cha-

racter constituent played a more important role in 

lexical processing than did neighborhood size of 

the second character constituent. Based on the as-

sumption that the first character will play a key 

role in whole word reading, the study primarily 

manipulated the number of senses of the first cha-

racter and attempted to reveal the hypotheses of 

sense representation in the context provided by the 

second character. 

The question left in Huang et al. (2009) was 

that whether the sense inhibition in the RH was 

due to the nature of hemispheric processing in 

dealing with semantic ambiguity or the semantic 

activation from the separate-entry representation 

for senses. Considering the sense inhibition in the 

N400 of the ERP component, the pattern in their 

data was that words having many senses were 

more negative than those having few senses. That 

is, there existed competition when the first charac-

ters of the targets had many related senses. Never-

theless, based on the single entry assumption for 

related senses, we assumed sense facilitation for 

the representation of senses.  

In Huang et al. (2009), they required subjects 

to make word/ non-word lexical decision, but sub-

jects might make their judgments based on percep-

tual familiarity rather than the involvement of 

lexical access. Previous studies on probabilistic 

phonotactics (Vitevitch and Luce, 1998) or on 

Chinese semantic combinability (Cheng, 2006) 

have demonstrated opposing effects in early and 

late levels of word processing. In order to clarify 

the results in Huang et al. (2009), we designed the 
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word class judgment task to deepen the difficulty 

of the experimental procedure. 

2 The experiment  

By changing the depth of the task, the goal of the 

experiment was to find out if, under the assump-

tion of single entry representation for senses, there 

was a chance to discover the sense facilitation in 

the RH. Suppose the representation of Chinese 

senses had single entry, words having more senses 

should be less negative than few senses in the 

N400 because of the benefits of semantic activa-

tion. On the contrary, if there were multiple entries 

for senses in the RH, words of more senses should 

be more negative than few senses and displayed 

semantic competition and inhibition. 

2.1 Participants  

38 college students (18 to28 years of age, mean 

age 22.39) took part in the experiment (male, right-

handedness). Written consent was obtained from 

all participants. The study was approved by the 

Taiwan governmental ethics committee.  

2.2 Materials 

120 Chinese disyllabic compounds, counterba-

lanced with word class (noun/ verb), were divided 

into four subsets according to visual field (LVF/ 

RVF) and NOS of the first character (few/ many 

senses). Few-sense words were those whose first 

character senses were from 1 to 3 (mean 1.97) 

whereas many-sense words were those whose first 

character senses were over 6 (mean 11.38). Possi-

ble confounding factors such as word frequency, 

NS1, NS2 were controlled.  

The number of senses in the current study was 

collected from the Chinese WordNet, a lexical cor-

pus of Mandarin Chinese and established by Aca-

demia Sinica in Taiwan. The corpus attempts to 

build an up-to-date Chinese lexical network and 

provides complete information of Chinese word 

senses.  

In Chinese, there exists controversy over the 

distinction of verbs and nouns. To avoid this prob-

lem, the resolutions included: (1) to label the word 

class according to the system established in Aca-

demia Sinica balanced corpus of modern Chinese 

and (2) to give pilot pretests to another group of 

people to exclude these possibly confused choices. 

These subjects were asked to use their language 

intuition to write down their word-class judgments 

in a paper sheet containing 120 targets.  

 
Table1. Examples of the stimuli  

No. of 

senses 

Word 

class 

RVF LVF 

Few Noun   

‘a smiling 

face’ 

 

‘a hair pin’ 

Few  Verb   

‘to guess a 

riddle’ 

 

‘to take 

medicine’ 

Many  Noun   

‘first prize’ 

 

‘green tea’ 

Many  Verb   

‘to stoop’ 

 

‘to ex-

change’ 

2.3 Procedure 

Each trial began with a white cross presented cen-

trally for 500 ms. Presentation of the target words 

appeared on the screen for 150 ms. The disyllabic 

compound targets were vertically arranged in the 

left or right visual hemifield with inner edge two 

degrees of visual angle from fixation. Presentation 

of numbers from 1 to 9 appeared pseudorandomly 

in the center of the screen in order to control par-

ticipants’ eyesight. At the end of each trial, a capi-

tal B was presented in the center to allow eye 

blinking for 1500 ms. Participants were asked not 

to blink their eyes until the appearance to the capi-

tal B to minimize the interference of eye move-

ment. 

Participants were instructed to judge whether 

the compound presented was a noun or a verb. For 

odd-number subjects, they were asked to press the 

response box with both of their index fingers when 

the targets were verbs and with both of their mid-

dle fingers when the targets were nouns. For even-

number subjects, the instruction was the opposite. 

To control the central fixation of eyes, numbers 

from 1 to 9 also appeared pseudorandomly. Odd-

number subjects should press the response box 

with both of their index fingers when number 6 to 

9 was presented centrally on the screen and with 

both of their middle fingers when number 1 to 4 

was on the screen. For even-number subjects, in-

struction reversed. Response time and event-

related potentials data were both collected during 

the process.  
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Figure1. Timing diagram of the experimental procedure 

2.4 Event-related potential recording  

The electroencephalogram was recorded from 64 

electrodes embedded in an electro-cap(QuickCap, 

Neuromedical Supplies, Sterling, Texas, USA), 

referenced to the left and right mastoid, M1, M2 

respectively. Positions of all the electrodes were 

arranged according to the international ten-twenty 

system. The electroencephalogram was conti-

nuously recorded and digitized at a rate of 500 Hz. 

The signal was amplified by SYNAMPS2 (Neu-

roscan Inc., El Paso, Texas, USA) with the band-

pass set at 0.5–100 Hz. Blinks and eye movements 

were monitored via electrodes placed on the infra-

orbital ridges of the left eye (VEOG) and the outer 

canthus left and right electrode (HEOG). A ground 

electrode was placed on the forehead anterior to 

the FZ electrode. Electrode impedance was kept 

below 5 kohms.   

2.5 ERP components  

In the analyses of the ERP waveforms elicited by 

every stimulus in each condition, there were typi-

cally composed of a negative-going peak at around 

100ms (N1), a positive-going peak at around 

200ms (P200), a negative-going peak maximizing 

at around 400 ms (N400) over central and parietal 

electrode sites. Among these, N 170 was regarded 

as the early index for visual detection in word 

processing. In the current study, N170 was used to 

examine the manipulation of visual field. N400 

was characterized as an index sensitive to lan-

guage-related processing and was generally consi-

dered in response to violations of semantic 

expectations (Kutas and Hillyard, 1980). With the 

presentation of a semantically inappropriate or in-

congruent word, a large N400 activity would be 

elicited. In Huang et al. (2009), the 400 in the RH 

was regarded as sense competition because words 

with many senses elicit more negativity at around 

400 ms.  

3 Results  

Behavioral accuracy below 70 percent and ERPs 

accepted trials below 16 were excluded from 

ANOVA analyses. Data from 28 of participants 

were used in the following behavioral and ERP 

analyses. 

3.1 Behavioral data 

A 2 2 (number of senses  visual field) analysis of 

variance (ANOVA) was performed on correct RTs 

and accuracy. For RTs, no significant main effect 

of number of senses (F (1, 27) =0.5, p=.48) and 

interaction (F (1, 27) =1.33, p=.26) was observed. 

A main effect of visual field reached marginally 

significance (F (1, 27) = 3.38, p=.077). Stimuli 

presented to RVF/ LH had the tendency to produce 

shorter response time than those presented to LVF/ 

RH. For accuracy, not any main effect or interac-

tion was obtained. 

3.2 ERP data 

Temporal time windows of interest were N170 

(150-180 ms) and N400 (350-500 ms). The mean 

amplitude of each time window from selected elec-

trodes served as dependent measures in a repeated 

measures analysis of variance (ANOVA).  

3.2.1 N170 (150-180 ms) 

The mean amplitude of N170 was analyzed by 

ANOVA with factors of visual field (LVF/RVF), 

number of senses, and electrodes (P3/P4, P5/P6, 

P7/P8, PO5/ PO6). We obtained a significant visu-

al field  electrodes interaction F (7,189) =45.34, 

p<.001. Post-hoc comparison indicated that visual 

field simple main effects reached statistical signi-

ficance in all electrodes (p’s<.001). In electrodes 

on the left, P3, P5, P7, PO5, right visual field pres-

entation elicited much greater negativity than left 

visual presentation and vice versa in electrodes on 

the right, P4, P6, P8, and PO8.  

3.2.2 N400 (350-500 ms) 

Mean amplitudes of all conditions were measured 

from 350 to 500ms and subjected to ANOVA with 
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factors of visual field, the number of senses, elec-

trodes, hemispheres. The midline analysis revealed 

marginal significance of two way interaction be-

tween the number of senses and visual field (F (1, 

27) =3.83, p=.06). In the lateral analysis, there was 

marginal significance of visual field by number of 

senses interaction (F (1, 27) = 3.18, p=.086) and a 

marginally significant 4-way interaction of visual 

field, number of senses, electrodes and hemis-

pheres (F (4, 108) =2.53, p=.072). Post-hoc com-

parisons showed that in the LVF/ RH few senses 

tended to be more negative than many senses 

(p<.05) while in the RVF/ LH, few and many 

senses did not reveal any difference (p=.73).  

 
Figure 2—Grand averaged ERPs at CPZ in the RVF/LH. 

 
Figure 3—Grand averaged ERPs at CPZ in the LVF/RH 

4 Discussion  

In the behavioral data, no significant main effect of 

the number of senses and interaction was observed. 

Nevertheless, the ERP data demonstrated that there 

was marginal significance of two-way interaction 

(visual field  number of senses) and a marginally 

significant 4-way interaction. Post-hoc comparison 

showed that there were significant sense facilita-

tion effects in the RH and no effect in the LH. ERP 

waveforms showed that words of few senses eli-

cited more negativity than words of many senses 

around 400 ms in the RH, but the two conditions 

did not differ from each other in the LH. 

The marginality of statistical significance led 

to the speculation in that the word category effect 

might dilute the sense effect in the experiment. 

Many studies, in general, suggested that the neural 

systems for lexical processing of nouns and verbs 

were anatomically distinct. For example, in child-

ren’s lexical development, the acquisition of nouns 

seems to be earlier and easier than that of verbs 

(Gentner, 1982). In aphasic findings, case studies 

indicated that patients with lesions located in left 

anterior and middle temporal lobe, outside so 

called language areas, had difficulty in the produc-

tion of nouns whereas patients with lesions areas in 

left frontal premotor cortex had difficulty in the 

production of verbs (Damasio & Damasio, 1992; 

Damasio et al., 1993). Evidence from event-related 

potentials also disclosed electrocortical differences 

between nouns and verbs over widespread cortical 

areas (Pulvermüller et al., 1999). Therefore, verbs 

were assumed to elicit stronger electrocortical ac-

tivity around primary frontal, prefrontal areas as-

sociated with motor, premotor functions. Nouns, 

associated with concrete and well-imaginable 

meanings related to visual modality, were assumed 

to elicit larger electrocortical activity around visual 

cortices. 

There was also evidence indicating that the 

conclusions were oversimplified. For example, 

Tyler et al. (2001, PET) found no significant action 

differences for nouns and verbs in lexical decision 

and semantic categorization task. Similarly, in an 

fMRI Chinese study, Li et al. (2004) pointed out 

that nouns and verbs were found to activate a wide 

range of overlapping brain areas and suggested 

distributed networks for either word class. One 

recent Chinese study on concreteness also showed 

similar distribution over the scalp for both nouns 

and verbs (Tsai et al., 2008).  

The study was not meant to resolve the con-

troversy of neural representations for nous and 

verbs. Instead, from the marginal significance of 

the data in the experiment, we speculated that the 

word class effect may influence the results, which 

led to the failure to reach significance in overall 

data. Therefore, we reanalyzed the data with the 

addition word class as one within-subject factor. 

4.1 Re-analyses 
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To further examine the sense effect in nouns and 

verbs condition, separate analyses of ANOVA 

were carried out according to different word 

classes. 

4.2 Behavioral data 

A 2 2 2 (number of senses  visual field  word 

class) analysis of variance (ANOVA) was per-

formed on correct RTs and accuracy. For RTs, re-

sults showed marginally significant effects for 

visual field (F (1, 27) = 3.38, p=.077) and word 

class (F (1, 27) = 2.97, p=.096) and for number of 

senses  word class interaction (F (1, 27) = 2.94, 

p=.098). Stimuli presented to the RVF/ LH tended 

to responded more quickly than to the LVF/ RH. 

Stimuli of nouns had shorter response time than 

stimuli of verbs. For accuracy analysis, nouns had 

significant higher accuracy than verbs (word class 

(F (1, 27) =5.41, p<.05). 

4.3 ERP data 

The grand mean ERPs elicited by few and many 

senses in RVF/ LH and LVF/ RH were presented 

in nouns and verbs separately.  

4.3.1 Nouns  

In the midline, there was a marginally significant 

number of senses  electrodes interaction (F (4, 

108) = 2.8, p<.08). Lateral analyses indicated that 

there was a significant visual field  number of 

senses  electrode interaction (F (1, 27) = 3.65, 

p<.05). Planned comparison showed that only 

when stimuli presented to the LVF/ RH, few 

senses were more negative in C, CP, P (p’s <.05 to 

<.01).  

4.3.2 Verbs 

In the midline analysis, there was no significant 

main effect of senses or interaction. In the lateral 

analyses, there were significant interactions of vis-

ual field  number of senses (F (1, 27) =4.69, 

p<.05) and visual field  number of senses  elec-

trodes  hemispheres (F (4, 108) = 4.23, p<.01). 

Planned comparisons of four way interaction 

showed that when presented to LVF/ RH, few 

senses were more negative in F3, C3, CP3 and FC4 

(p’s<.05 to <.01) whereas when presented to the 

RVF/ LH, there was no difference between few 

and many senses.  

5 Discussion  

The purpose of additional analyses of sense effects 

in nouns and verbs was to examine clearer effects 

of senses without the confounding of the word 

class factor. The separate analyses for nouns and 

verbs both showed significant sense effects in the 

lateral sites. Furthermore, planned comparison of 

the senses demonstrated disparate distributions for 

nouns and verbs respectively. To be more specific, 

the sense effects for nouns were located in central-

to-parietal areas of brain, whereas these effects for 

verbs primarily showed up in frontal, central, cen-

tral-parietal electrodes on the left. The re-analyses 

of ERP data showed that the differences of distri-

bution from either word category diluted the sense 

effect observed in the first analysis; therefore, the 

data was only marginally significant in the original 

analyses. Besides, though the current study was not 

meant to resolve the representations for different 

word categories, the additional results seemed to 

support the distinct neural representations for 

nouns and verbs, since each word class had its dis-

tribution for the sense effects. Certainly, further 

evidence of Chinese word class was required to 

approve the statement since there was also evi-

dence suggesting distributed network for Chinese 

lexical processing (e.g. Li et al., 2004).  

According to previous studies, different levels 

of processing in perception of words would lead to 

opposing results (e.g. Vitevitch and Luce, 1998; 

Cheng, 2006). Suppose the results were derived 

from the single entry representation of senses, the 

sense effect should be observed in the RH in the 

experiment since the depth of the task was changed. 

In other words, when subjects were undergoing a 

deeper level of lexical processing, the relatedness 

of senses might have been early processed in the 

LH due to the engagement in fine semantic 

processing; on the other hand, the sense effect 

might appear in the RH because its capacity al-

lowed alternate meanings to maintain. Hence, in a 

deeper level of task, which slowed down the se-

mantic processing, the facilitative sense effect was 

observed in the RH.   

Overall, we suggested that the representation 

of Chinese senses be single entry and obtained the 

sense facilitation effects in LVF/ RH in which few 
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senses were more negative than many senses both 

in nouns and verbs. We assumed that the results 

also provided empirical evidence indicating that 

the construction of Chinese WordNet has psycho-

logical validity.  

6 Conclusions 

The study attempted to find out whether the repre-

sentation of senses in the RH was single-or sepa-

rate-entry. When the depth of task was changed, 

the RH advantage for the processing of semantical-

ly related senses was observed. The finding was 

consistent with recent studies on the representation 

of polysemy (e.g. Beretta et al. 2005; Pylkkänen et 

al. 2006, Rodd et al., 2002).  
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Abstract 

This work investigates lexical organizat ion of 

verbs looking at the influence of some linguis-

tic factors on the process of lexical acquisition  

and use. Among the factors that may play a 

role in acquisition, in this paper we investigate 

the influence of polysemy. We examine data 

obtained from psycholinguistic action naming  

tasks performed by children and adults 

(speakers of Brazilian Portuguese), and ana-

lyze some characteristics of the verbs used by 

each group in terms of similarity of content, 

using Jaccard‟s coefficient, and of topology, 

using graph theory. The experiments suggest 

that younger children tend to use more poly-

semic verbs than adults to describe events in 

the world. 

1 Introduction 

Lexical acquisition is restrained by perception and 
comprehension difficulties, which are associated 
with a number of linguistic and psycholinguistic 
factors. Among these we can cite age of acquis i-
tion (Ellis and Morrison, 1998; Ellis and Ralph, 
2000), frequency (Morrison and Ellis, 1995) , syn-
tactic (Ferrer-i-Cancho et al., 2004; Goldberg, 
1999; Thompson et. al, 2003) and semantic (Bree-
din et. al, 1998; Barde et al., 2006) characteristics 
of words. In terms of semantic features, acquisition 
may be influenced by the polysemy and generality 
of a word, among others. 

In terms of semantic features, acquisition may 
be influenced by the generality and polysemy of a 
word, among others. For instance, considering 
acquisition of verbs in particular, Goldberg (1999) 
observes that verbs such as go, put and give are 

among those to be acquired first, for they are more 
general and frequent, and have lower “semantic 
weight” (a relative measure of complexity; Breedin 
et. al, 1998; Barde et al., 2006). These verbs, 
known as light verbs, not only are acquired first: 
they are also known to be more easily used by 
aphasics (Breedin et al., 1998; Thompson, 2003; 
Thompson et al. 2003; Barde et al. 2006; but see 
Kim and Thompson, 2004), which suggest their 
great importance for human cognition. The prefe-
rence for light verbs may be explained by the more 
general meanings they tend to present and their 
more polysemic nature, that is their ability to con-
vey multiple meanings, since the more polysemic 
the verb is, the more contexts in which it can be 
used (Kim and Thompson, 2004; Barde et al., 
2006). The importance of the number of relation-
ships a word has in the learning environment has 
been pointed out by Hills et al. (2009), regardless 
of generality. Several factors may influence acqui-
sition, but in this paper we will focus on polysemy.   

Understanding how characteristics like polyse-
my influence acquisition is essential for the con-
struction of more precise theories. Therefore, the 
hypothesis we investigate is that more polysemous 
words have a higher chance of earlier acquisition. 
For this purpose, we compare data from children 
and adults from the same linguistic community, 
native speakers of Brazilian Portuguese, in an ac-
tion naming task, looking at lexical evolution by 
using statistical and topological analysis of the data 
modeled as graphs (following Steyvers and Tenen-
baum, 2005, and Gorman and Curran, 2007). This 
approach innovates in the sense that it directly 
simulates the influence of a linguistic factor over 
the process of lexical evolution.  
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This paper is structured as follows. Section 2 de-
scribes relevant work on computational modeling 
of language acquisition. Section 3 presents the 
materials and methods employed in the exper i-
ments of the present work. Sections 4 and 5 present 
the results, and section 6 concludes and presents 
future work. 

2 Related Work   

In recent years, there has been growing interest in 
the investigation of language acquisition using 
computational models. For instance, some work 
has investigated language properties such as age-
of-acquisition effects (Ellis and Ralph, 2000; Li et 
al., 2004). Others have simulated aspects of the 
acquisition process (Siskind, 1996; Yu, 2005; Yu, 
2006; Xu and Tenenbaum, 2007; Fazly et al, 2008) 
and lexical growth (Steyvers and Tenenbaum, 
2005; Gorman and Curran, 2007).  

Some authors employ graph theory metrics to 
directly analyze word senses (Sinha and Mihalcea, 
2007; Navigli and Lapata, 2007). In this paper, 
word senses are implicitly expressed by graph 
edges, thus being considered indirectly. Graph 
theory has also been successfully used in more 
theoretical fields, like the characterization and 
comparison of languages (Motter et al., 2002; Fer-
rer-i-Cancho et al., 2004; Masucci and Rodgers, 
2006). For example, the works by Sigman and 
Cecchi (2002), and Gorman and Curran (2007) use 
graph measures to extensively analyze WordNet 
properties. Steyvers and Tenenbaum (2005) use 
some properties of language networks to propose a 
model of semantic growth, which is compatible 
with the effects of learning history variables, such 
as age of acquisition and frequency, in semantic 
processing tasks. The approach proposed  in this 
work follows Steyvers and Tenenbaum (2005), and 
Gorman and Curran (2007) in the sense of iterative 
modifications of graphs, but differs in method (we 
use involutions instead of evolutions) and objec-
tive: modifications are motivated by the study of 
polysemy instead of production of a given topolog-
ical arrangement. It also follows Deyne and Storms 
(2008), in the sense that it directly relates linguistic 
factors and graph theory metrics, and Coronges et 
al. (2007), in the sense that it compares networks 
of different populations with the given approach. 

As to Brazilian Portuguese, in particular, Anti-
queira et al. (2007) relate graph theory metrics and 

text quality measurement, while Soares et al (2005) 
report on a phonetic study. Tonietto et al. (2008) 
analyze the influence of pragmatic aspects, such as 
conventionality of use, over the lexical organiza-
tion of verbs, and observe that adults tend to prefer 
more conventional labels than children.  

In this context, this study follows Tonietto et al 
(2008) in using data from a psycholinguistic action 
naming task. However, the analysis is done in 
terms of lexical evolution, by using graph and set 
theory metrics (explained below) to understand the 
influence of some linguistic characteristics of 
words, especially polysemy.  

3 Materials and Methods  

3.1 The Data  

This paper investigates the lexical evolution of 
verbs by using data from an action naming task 
performed by different age groups: 55 children and 
55 young adults. In order to study the evolution of 
the lexicon in children, children‟s data are longitu-
dinal; participants of the first data collection (G1) 
aged between 2;0 and 3;11 (average 3;1), and in 
the second collection (G2), between 4;1 and 6;6 
(average 5;5) as described by Tonietto et al. 
(2008). The adult group is unrelated to the child-
ren, and aged between 17;0 and 34;0 (average 
21;8). The longitudinal data enabled the compari-
son across the lexical evolution of children at age 
of acquisition (G1), two years later (G2), and the 
reference group of adults (G3). Participants were 
shown 17 actions of destruction or division (To-
nietto et al, 2008); answers were preprocessed in 
order to eliminate both invalid answers (like “I 
don't know”) and answers with only 1 occurrence 
per group. The selection of this particular domain 
(destruction and division) is due to its cognitive 
importance: it was found to be one of the four con-
ceptual zones, grouping a great amount of verbs

1
 

(Tonietto, 2009).  
There were a total of 935 answers per group, out 

of which 785, 911 and 917 were valid answers to 
G1, G2 and G3, respectively. These made averages 
of 46.18, 53.59 and 53.94 valid answers per action, 
respectively. The average numbers of distinct valid 
answers per action, before merging (explained in 
section 3.2), were 6.76, 5.53 and 4, respectively.   

                                                                 
1 The others are evasion, excitation, and union. 
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The answers given by each participant were col-
lected and annotated two polysemy scores, each 
calculated from a different source:  

 Wscore is the polysemy score of a verb ac-
cording to its number of synsets (synonym 
sets) in WordNetBR (Dias-da-Silva et al., 
2000, Maziero, 2008), the Brazilian Portu-
guese version of Wordnet (Fellbaum, 1998). 

 Hscore is the number of different entries for 
a verb in the Houaiss dictionary (Houaiss, 
2007). 

 

Information about these two scores for each 
group is shown in Table 1. 
 

 G1 G2 G3 

Average type Wscore 10.55 10.64 10.48 
Average token Wscore 16.25 14.66 11.13 

Average type Hscore 21.59 20.84 16.26 

Average token Hscore 26.93 23.02 17.82 

Table 1: Score per group and per participant.  
 

We notice that most scores, i.e., type and token 
Hscores, and token Wscore, decrease as age in-
creases, which is compatible with the hypothesis 
investigated. However, due to the limited coverage 
of WordNetBR

2
, some verbs had a null value, and 

this is reflected in type Wscore. This is the case of 
“serrar” (to saw) which appears in both G1 and 
G2, but not in G3.  

A comparative analysis of linguistic production 
across the different groups is presented in Table 2. 
There is a significant similarity across the groups, 
with 12 verbs (out of a total of 44) being common 
to all of them. In each column, the second graph is 
compared to the first. In the “G1-G2” column, 
there are 16 verbs common to both graphs, which 
represents 64% of the verbs in G2 (with 36% of the 
verbs in G2 not appearing in G1). As expected, due 
to the proximity in age, results show a higher simi-
larity between G1 and G2 than between G2 and 
G3. 

 
 

 

 

 

 

                                                                 
2 WordNetBR was still under construction when annotation 

was performed. 

 G1-G2 G2-G3 G1-G3 All 
Common verbs 16 17 12 12 

Verbs only in 
older group (%) 

36 45.16 58.06 - 
á 

Table 2: Comparisons between groups
3
. 

3.2 Simulation Dynamics 

Linguistic production of each group was 
represented in terms of graphs, whose nodes 
represent the verbs mentioned in the task. Verbs 
uttered for the same action were assumed to share 
semantic information, thus being related to each 
other. The existence of conceptual relationships 
due to semantic association is in accordance with 
Nelson et al. (1998), where implicit semantic rela-
tions were shown to influence on recall and recog-
nition. Therefore, for each age group, all the verbs 
uttered for a given action were linked together, 
forming a (clique) subgraph. The subgraphs for the 
different actions were then connected in a merging 
step, through the polysemic words uttered for more 
than one action.  

As the goal of this research is to investigate 
whether a factor such as polysemy has any influ-
ence on language acquisition, we examine the ef-
fects of using it to incrementally change the 
network over time. Strategies for network modif i-
cation, such as network growth (Albert and Ba-
rabási, 2002), have been used to help evaluate the 
effects of particular factors by iteratively changing 
the network (e.g., Steyvers and Tenenbaum, 2005; 
Gorman and Curran, 2007). Network growth in-
crementally adds nodes to an initial state of the 
network, by means of some criteria, allowing ana l-
ysis of its convergence to a final state. The longi-
tudinal data used in this paper provides references 
to both an initial and a final state. However, due to 
differences in vocabulary size and content between 
the groups, network growth would require com-
plete knowledge of the vocabulary of both the 
source and target groups to precisely decide on the 
nodes to include and where. Network involution, 
the strategy adopted, works in the opposite way 
than network growth. It takes an older group graph 
as the source and decides on the nodes to iterative-
ly remove, regardless of the younger group graph, 
and uses the latter only as a reference for compari-

                                                                 
3 Relevant comparisons are for G1-G2 and G2-G3 pairs. Val-

ues for G1-G3 are only presented for reference.  
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son of the structure and content of the resulting 
graph.   

For comparison, graph theory metrics allow us 
to measure structural similarity, abstracting away 
from the particular verbs in the graphs. Since 
graphs represent vocabularies, by these metrics we 
aim to analyze vocabulary structure, verifying 
whether it is possible for structures to approximate 
each other. The graphs were measured in relation 
to the following:    

• number of vertices (n), 
• number of edges (M), 
• average minimal path length (L), 
• density (D), 
• average node connectivity (k), 
• average clustering coefficient (C/s)

 4
, 

• average number of repetitions (r). 
L assesses structure in the sense of positioning: 

how far the nodes are from one another. D and k 
express the relation between number of edges and 
number of nodes in different ways; they are a 
measure of edge proportion. C/s measures the dis-
tribution of edges among the nodes, assessing the 
structure per se. The division by the number of 
disconnected subgraphs extends the concept to 
account for partitioning. Finally, r captures the 
number of different actions for which the same 
verb was employed.  

Although all metrics are useful for analyzing the 
graphs, a subset of four was selected to be used in 
the involution process: k , D, L and C/s. With k  and 
D, we measure semantic share, since that is what 
relations among nodes are supposed to mean (see 
above). L and C/s are intended to measure vocabu-
lary uniformity, since greater distances and lower 
clusterization are related to the presence of subcen-
ters of meaning (again, taking relations as effect of 
semantic share).    

  In order to compare the contents of each graph 
as well, we employed a measure of set similarity; 
in this case, Jaccard‟s similarity coefficient (Jac-
card, 1901). With these measures, we analyze how 
close vocabularies of each two groups are in re-
spect to their content. Given two sets A and B, the 
Jaccard‟s coefficient J can be calculated as fol-
lows:  

                                                                 
4 We adopt the local clustering coefficient of Watts and Stro-

gatz (1998), but as the graphs may become disconnected 
during network modification, this value is further divided by 

the number of subgraphs. 

  , 

where “x” is the number of elements in both A and 
B, “y” is the number of elements only in A, and 
“z” is the number of elements only in B. For this 
purpose, graphs were taken as verb sets, regardless 
of their inner relations. 

To verify the hypothesis that more polysemic 
verbs are more likely to be acquired, by node eli-
mination, verbs were ranked in increasing order of 
polysemy (from less to more polysemic verbs). 
Therefore, at each step of graph involution, a verb 
was selected to be removed, and the resulting 
graph was measured. In case of a tie, verbs with 
the same polysemy value were randomly selected 
until all of them have been removed. Results are 
reported in terms of the averages of 10-fold cross-
validation. 

4 Results 

A topological analysis of the graphs is shown in 
Table 3. As expected, vocabulary size, represented 
by n, increases with age, with G1 and G2 being 
closer in age and size than G2 and G3. A concomi-
tant decrease in the average connectivity (k) of the 
nodes with age suggests vocabulary specialization. 
This decrease is even more clearly shown by densi-
ty (D), since it measures the proportion of edges 
against the theoretical maximum. As age increases, 
so does the average minimal path length (L), with 
less paths through each node, which leads to a 
more structured and distributed network. Speciali-
zation is again represented by a decrease in r, the 
average number of actions for which each verb was 
mentioned (the more repeatedly it is mentioned, 
the less specialized the vocabulary tends to be). 

 

 G1 G2 G3 
n 22 25 31 

L 1.46 1.6 1.98 

D 0.55 0.42 0.27 
M 128 126 126 

C/s 0.84 0.78 0.78 

k 
μ = 11.64, 

SD = 6.73 
μ = 10.08, 

SD = 4.86 
μ = 8.13, 

SD = 4.76 

r 
μ = 5.23, 

SD = 4.41 

μ = 3.76, 

SD = 3.15 

μ = 2.19, 

SD = 1.58 

Table 3: Properties of graphs. 
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Figure 1. Graphs G1, G2 and G3 respectively.  

 

Results suggest a greater similarity between G1 
and G2 than between G2 and G3. Jaccard‟s coeffi-
cient reinforces this result, with a score of 0.52 
between G1 and G2, and of 0.44 between G2 and 
G3. 

Figure 1 shows the graphs for each group, where 
progressive structuring and decentralization can be 
seen. 

The effect of polysemy is observed in the pro-
portion of verbs with a higher degree: G1 is struc-
tured by highly connected verbs (there is a low 
proportion of verbs with low degree), while in G3 
more than 80% of the nodes have a degree of 11 or 
less (Figure 2). 

 

 
Figure 2. Cumulative histogram of node degree. 

5 Simulation Results 

This research investigates the relation between the 
number of meanings and ease of learning, hypothe-
sizing that the more meanings a verb has, the easier 
it is to be learned, and the earlier children will use 
it. Particularly considering graph theory metrics, if 
we remove the verbs with fewer meanings from the 
graph of an older group, the overall structure will 
approximate to that of a younger group. Consider-
ing set theory metrics, as we remove these verbs, 
there should be an increase in the similarity be-
tween the contents of the graphs.  

Therefore, the most relevant part of each chart is 
its initial state. The verbs to be first removed are 
expected to be those that differentiate graphs con-
cerning both structure and content.  

Although the previous results in section 4 sug-
gest an influence of polysemy on the lexical organ-
ization of verbs, we intend to use involutions to 
confirm these tendencies. Each involution is com-
pared to a random counterpart, making the inter-
pretation easy. 

5.1 Network Involution Topology 

The graph theory metrics (k , L, C/s and D) of the 
collected data are shown in Figures 3 and 4 in 
terms of 2 lines: network involution with node 
removal (a) by using the selected criterion, and (b) 
by using random selection (10-fold cross valida-
tion). In addition, each figure also shows the meas-
ure for the younger group as reference (a dashed, 
straight, thick line).   

In each figure, charts are displayed in four col-
umns and two rows. Each column represents a 
graph theory metric, and each row refers to the use 
of a different score. For example, the first chart of 
each figure is the result of average connectivity (k) 
in a complete involution, using Wscore. Each le-
gend refers to all eight charts in the figure. 

The results of the simulations from G2 to G1 
(Figure 3) show that the four metrics are clearly 
distinct from random elimination from the begin-
ning, indicating that polysemy plays a role in the 
process. C/s is particularly distinct from random 
elimination: while the former remains constant 
almost to the end, indicating a highly structured 
(clustered) graph, even during node removal, the 
random elimination shows effects of graph part i-
tioning. The remaining metrics presented their 
greatest approximations to the reference line before 
the middle of the chart, suggesting that the initial 
verbs were actually the ones differentiating both 
graphs. These results suggest an initial increase in 
semantic share, as the proportion of edges by node 
increases (k and D), and in uniformity, as nodes get 
closer to one another (L) and remain clustered 
(C/s). 
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 Simulation Random Reference - G2

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. Network involution from G2 to G1 using two scores for node removal: graph theory metrics 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 
Figure 4. Network involution from G3 to G2 using two scores for node removal: graph theory metrics 

 

Looking at the involution charts of G3, taking G2 
as reference, the same tendencies are maintained, 
although not as clearly as the previous results (Fig-
ure 4). The greatest approximations between k and 
D happen in the first half of the chart, but much 
closer to the middle when compared with Figure 3. 
C/s still behaves steadily, remaining stable during 
most of the simulation, suggesting maintenance of 
the clustered structure.  

The quasi-random behavior of L can be ex-
plained by the initial structure of the graphs. They 
become progressively sparser as age increases, but 
the difference between G3 and G2 is greater than 
between G2 and G1 (this was both visually and 

statically confirmed). Therefore, G3 would require 
too many removals until the most distant nodes 
were eliminated, even in an ideal elimination s imu-
lation, thus preventing a descent from the begin-
ning. The same can be said about average 
connectivity: since G3 has such a low initial score, 
and low deviation, even if the nodes with the low-
est degrees were eliminated, it would not result in a 
much better result.  

5.2 Network Involution Similarity 

The main metric to analyze set similarity is Jac-
card‟s coefficient. There are two important factors 
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influencing it: the number of verbs common to 
both sets (the “x” component of the formula), 
“common verbs” hereby; and the number of verbs 
which are exclusive for the older group, the “dif-
ferent verbs” (the “z” component of the formula, 
where the older group is represented by “B”). In 
the charts, a rise means that “different verbs” were 
eliminated one by one (increasing set similarity),  
 

    Jaccard’s Coefficient                Excluded Verbs                 

      

      
 
   

 

 
Figure 5. Network involution from G2 to G1 using 
two scores for node removal: set theory metrics. 

 
    Jaccard’s Coefficient                Excluded Verbs                 

          

      
 
   

 

 
Figure 6. Network involution from G3 to G2 using 
two scores for node removal: set theory metrics. 
 

and a descent means that “common verbs” were 
eliminated instead. 

In addition to Jaccard‟s coefficient, we included 
the measures for “excluded different” verbs and 
“excluded common” verbs (and their random coun-
terparts) in percentage. In this sense, the “Excluded 
Different” line presents the percentage of the “dif-
ferent verbs” excluded so far, and similarly in the 
“Excluded Common” line. By doing so, it is possi-
ble to measure the exact evolution of both sets 
despite the proportion between them (there are 
much more “common” than “different” verbs). A 
rise in the “Excluded Different” line means that 
sets are getting similar, while stabilization (since 
descents are not possible) means that they are get-
ting different. The opposite applies to the “Ex-
cluded Common” line. All lines start at 0% and 
end at 100%. 

In the figures, charts are arranged in columns 
(the parameter being measured) and rows (the 
score being used). This time, each legend is partic-
ular to each parameter (one to Jaccard‟s coefficient 
and another to the excluded verbs). 

Both simulation sets (Figures 5 and 6) confirm 
the expected pattern: an initial increase in the pro-
portion between "different" and "common" verbs. 
Jaccard‟s coefficient behaves more satisfactorily in 
the second simulation set (Figure 6), where a sharp 
rise is observed before the middle of the chart, thus 
indicating that many “different verbs” were ex-
cluded. In the first set (Figure 5), Wscore behaves 
ambiguously with two rises: one before and anoth-
er after de middle of the chart. Hscore behaves the 
same way, but the second rise is much sharper than 
the first. Even so, the positive effect of polysemy is 
clear in the “Excluded Different” and “Excluded 
Common” lines. We notice that the “Excluded 
Different” line is usually above the “Excluded 
Common” in the beginning and far from the ran-
dom values. Wscore in Figure 5 is an exception, 
although a significant rise is observed in the begin-
ning. 

5.3 Discussion 

Results show that metrics behaved in a consistent 
manner, considering the natural variation of differ-
ent sources of information.

5
 Concerning graph 

                                                                 
5 Since the measures were taken from the whole graph, it was 
not possible to determine a measure of significance without 

other graph configurations to compare to. However, the com-
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theory metrics, the early graph disconnection in the 
random simulation alone (in the C/s metric) con-
firmed a structural stability by using polysemy. 

The regular behavior of the Jaccard‟s coeffi-
cient in the simulations may be attributed to a high 
similarity between the pair of sets: just 45.16% of 
the verbs in G3 were able to increase the index, 
and just 36% of the verbs in G2 (Table 2). Even so, 
an analysis of the “Excluded Different” curves 
made it clear that the results were better than they 
appeared to be.  

6 Conclusions and Future Work 

This study investigated the influence of polysemy 
on verb acquisition and organization using both 
graph and set theory metrics. In general, results 
from the topological analysis showed a tendency 
towards the reference value, and the greatest simi-
larities were mostly collected in the beginning, as 
expected, pointing for a preference of children to 
use more polysemous verbs. The static analysis of 
the initial graphs (Tables 1, 2 and 3) corroborate 
the hypothesis. As a result, we note that not only 
does the evolution of human vocabulary lead to a 
decrease in the average polysemy measure, but its 
structure also evolves according to this linguistic 
factor. So we conclude that both the model of invo-
lution and the given analysis are appropriate for 
linguistic studies concerning vocabulary evolution. 

The analyses highlighted also some interesting 
properties reflected in the graphs, such as vocabu-
lary growth and specialization with the increase of 
participants‟ age. In addition, the analysis was 
useful in showing that the graphs of the two groups 
of children were more similar to each other than to 
that of adults, both in structure and content. 

For future work, we intend to apply the same 
approach to other parameters, such as frequency, 
concreteness, and syntactic complexity. As they 
may simultaneously influence acquisition, we also 
plan to investigate possible combinations of these 
factors. We also intend to apply this methodology 
to investigate lexical dissolution in the context of 
pathologies, such as Alzheimer‟s disease, and in 

                                                                                                      
parisons with random elimination can be seen as a tendency. 

Additionally, the experiments consist of two simulations, over 

three different data sets, by using two different sets of polyse-
my, two kinds of metrics, and five different metrics, which 

provide robustness to the results. 

larger data sets, in order to further confirm the 
results obtained so far. 
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Abstract

The automatic acquisition of feature-based
conceptual representations from text corpora
can be challenging, given the unconstrained
nature of human-generated features. We
examine large-scale extraction of concept-
relation-feature triples and the utility of syn-
tactic, semantic, and encyclopedic informa-
tion in guiding this complex task. Meth-
ods traditionally employed do not investi-
gate the full range of triples occurring in
human-generated norms (e.g. flute produce
sound), rather targeting concept-feature pairs
(e.g. flute – sound) or triples involving specific
relations (e.g. is-a, part-of ). We introduce
a novel method that extracts candidate triples
(e.g. deer have antlers, flute produce sound)
from parsed data and re-ranks them using se-
mantic information. We apply this technique
to Wikipedia and the British National Corpus
and assess its accuracy in a variety of ways.
Our work demonstrates the utility of external
knowledge in guiding feature extraction, and
suggests a number of avenues for future work.

1 Introduction

In the cognitive sciences, theories about how con-
crete concepts such as ELEPHANT are represented in
the mind have often adopted a distributed, feature-
based model of conceptual knowledge (e.g. Ran-
dall et al. (2004), Tyler et al. (2000)). According
to such accounts, conceptual representations consist
of patterns of activation over sets of interconnected
semantic feature nodes (e.g. has eyes, has ears,
is large). To test these theories empirically, cogni-
tive psychologists require an accurate estimate of the
kinds of knowledge that people are likely to repre-
sent in such a system. To date, the most important

sources of such knowledge are property-norming
studies, where a large number of participants write
down lists of features for concepts. For example,
McRae et al. (2005) collected a set of norms list-
ing features for 541 concrete concepts. In that study,
the features listed by different participants were nor-
malised by mapping different feature descriptions
with identical meanings to the same feature label.1

Table 1 gives the ten most frequent normed features
for two concepts in the norms.

elephant banana
Relation Feature Relation Feature
is large is yellow
has a trunk is a fruit
is an animal is edible
is grey is soft
lives in Africa grows on trees
has ears eaten by peeling
has tusks - grows
has legs eaten by monkeys
has four legs is long
has large ears tastes good

Table 1: Sample triples from McRae Norms

However, property norm data have certain weak-
nesses (these have been widely discussed; e.g. Mur-
phy (2002), McRae et al. (2005)). One issue is
that participants tend to under-report features that
are present in many of the concepts in a given cat-
egory (McRae et al., 2005; Murphy, 2002). For ex-
ample, for the concept ELEPHANT, participants list
salient features like has trunk, but not less salient
features such as breathes air, even though presum-
ably all McRae et al.’s participants knew that ele-
phants breathe air. Although the largest collection

1For example, for CAR, “used for transportation” and
“people use it for transportation” were mapped to the same
used for transportation feature.
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of norms lists features for over 500 concepts, the
relatively small size of property norm sets still gives
cause for concern. Larger sets of norms would be
useful to psycholinguists; however, large-scale prop-
erty norming studies are time-consuming and costly.

In NLP, researchers have developed methods for
extracting and classifying generic relationships from
data, e.g. Pantel and Pennacchiotti (2008), Davidov
and Rappoport (2008a, 2008b). In recent years,
researchers have also begun to develop methods
which can automatically extract feature norm-like
representations from corpora, e.g. Almuhareb and
Poesio (2005), Barbu (2008), Baroni et al. (2009).
The automatic approach is capable of gathering
large-scale distributional data, and furthermore it is
cost-effective. Corpora contain natural-language in-
stances of words denoting concepts and their fea-
tures, and therefore serve as ideal material for fea-
ture generation tasks. However, current methods
are restricted to specific relations between concepts
and their features, or target concept-feature pairs
only. For example, Almuhareb and Poesio (2005)
proposed a method based on manually developed
lexico-syntactic patterns that extracts information
about attributes and values of concepts. They used
these syntactic patterns and two grammatical rela-
tions to create descriptions of nouns consisting of
vector entries and evaluated their approach based
on how well their vector descriptions clustered con-
cepts. This method performed well, but targeted
is-a and part-of relations only. Barbu (2008) com-
bined manually defined linguistic patterns with a co-
occurrence based method to extract features involv-
ing six classes of relations. He then split learning
for the property classes into two distinct paradigms.
One used a pattern-based approach (four classes)
with a seeded pattern-learning algorithm. The other
measured strength of association between the con-
cept and referring adjectives and verbs (two classes).
His pattern-based approach worked well for proper-
ties in the superordinate class, had reasonable recall
for stuff and location classes, but zero recall for part
class. His approach for the other two classes used
various association measures which he summed to
establish an overall score for potential properties.

The recent Strudel model (Baroni et al., 2009) re-
lies on more general linguistic patterns, “connector
patterns”, consisting of sequences of part-of-speech

(POS) tags to look for candidate feature terms near
a target concept. The method assumes that “the va-
riety of patterns connecting a concept and a poten-
tial property is a good indicator of the presence of
a true semantic link”. Thus, properties are scored
based on the count of distinct patterns connecting
them to a concept. When evaluated against the ESS-
LLI dataset (Baroni et al. (2008); see section 3.1),
Strudel yields a precision of 23.9% – this figure is
the best state-of-the-art result for unconstrained ac-
quisition of concept-feature pairs.

It seems unlikely that further development of the
shallow connector patterns will significantly im-
prove accuracy, as these already broadly cover most
POS sequences that are concept-feature connectors.
Because of the difficult nature of the task, we believe
that extraction of more accurate representations ne-
cessitates additional linguistic and world knowl-
edge. Furthermore, the utility of Strudel is limited
because it only produces concept-feature pairs, and
not concept-relation-feature triples similar to those
in human generated norms (although the distribution
of the connector patterns for a extracted pair does of-
fer clues about the broad class of semantic relation
that holds between concept and feature).

In this paper, we explore issues of both method-
ology and evaluation that arise when attempting
unconstrained, large-scale extraction of concept-
relation-feature triples in corpus data. Extracting
such human-like features is difficult, and we do not
anticipate a high level of accuracy in these early ex-
periments. We examine the utility of three types
of external knowledge in guiding feature extrac-
tion: syntactic, semantic and encyclopedic. We
build three automatically parsed corpora, two from
Wikipedia and one from the British National Cor-
pus. We introduce a method that (i) extracts concept-
relation-feature triples from grammatical depen-
dency paths produced by a parser and (ii) uses prob-
abilistic information about semantic classes of fea-
tures and concepts to re-rank the candidate triples
before filtering them. We then assess the accuracy
of our model using several different methods, and
demonstrate that external knowledge can help guide
the extraction of human-like features. Finally, we
highlight issues in both methodology and evaluation
that are important for further progress in this area of
research.
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2 Extraction Method

2.1 Corpora

We used Wikipedia to investigate the usefulness of
world knowledge for our task. Almost all con-
cepts in the McRae norms have their own Wikipedia
articles, and the articles often include facts simi-
lar to those elicited in norming studies.2 Extrane-
ous data were removed from the articles (e.g. in-
foboxes, bibliographies) to create a plaintext version
of each article. The 1.84 million articles were then
compiled into two subcorpora. The first of these
(Wiki500) consists of the Wikipedia articles corre-
sponding to each of the McRae concepts. It con-
tains c. 500 articles (1.1 million words). The sec-
ond subcorpus is comprised of those articles where
the title is fewer than five words long and contains
one of the McRae concept words.3 This corpus,
called Wiki110K, holds 109,648 plaintext articles
(36.5 million words).

We also employ the 100-million word British Na-
tional Corpus (BNC) (Leech et al., 1994) which con-
tains written (90%) and spoken (10%) English. It
was designed to represent a broad cross-section of
modern British English. This corpus provides an in-
teresting contrast with Wikipedia, since we assume
that any features contained in such a wide-ranging
corpus would be presented in an incidental fashion
rather than explicitly. The BNC may contain use-
ful features which are encoded in everyday speech
and text but not in Wikipedia, perhaps due to their
ambiguity for encyclopedic purposes, or due to their
non-scientific but rather common-sense nature. For
example, eaten by monkeys is listed as a feature of
BANANA in the McRae norms, but the word monkey
does not appear in the Wikipedia banana article.

2.2 Candidate feature extraction

Using a modified, British English version of the
published norms, we recoded them to a uniform
concept-relation-feature representation suitable for
our experiments – it is triples of this form that we
aim to extract. Our method for extracting concept-

2e.g. The article Elephant describes how elephants are large,
are mammals, and live in Africa.

3This was done in order to avoid articles on very specific
topics which are unlikely to contain basic information about the
target concept.

relation-feature triples consists of two main stages.
In the first stage, we extract large sets of candidate
concept-relation-feature triples for each target con-
cept from parsed corpus data. In the second stage,
we re-rank and filter these triples with the intention
of retaining only those triples which are likely to be
true semantic features.

In the first stage, the corpora are parsed using the
Robust Accurate Statistical Parsing (RASP) system
(Briscoe et al., 2006). For each sentence in the cor-
pora, this yields the most probable analysis returned
by the parser in the form of a set of grammatical
relations (GRs). The GR sets for each sentence con-
taining the target concept noun are then retrieved
from the corpus. These GRs form an undirected
acyclic graph, whose nodes are labelled with words
in the sentence and their POS, and whose edges are
labelled with the GR types linking the nodes to-
gether. Using this graph we generate all possible
paths which are rooted at our target concept node
using a breadth-first search.

We then examine whether any of these paths
match prototypical feature-relation GR structures
according to our manually-generated rules. The
rules were created by first extracting features from
the McRae norms for a small subset of the concepts
and extracting those sentences from the Wiki500
corpus which contained both concept and feature
terms. For each sentence, we then examined each
path through the graph (containing the GRs and POS
tags) linking the concept, the feature, and all inter-
mediate terms, and (providing no other rule already
generated the concept-relation-feature triple) manu-
ally generated a rule based on each path.

For example, the sentence There are also aprons
that will cover the sleeves should yield the triple
apron cover sleeve. We examine the tree structure
of the sentence rooted at the concept (apron):

apron+s:17_NN2

cmod-that cover:34_VV0

L--- dobj sleeve+s:44_NN2

L--- det the:40_AT

L--- aux will:29_VM

cmod-that cover:34_VV0

xcomp be+:8_VBR

L--- ncmod also:12_RR

L--- ncsubj There:2_EX

Here, the relation is relatively simple – we merely
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create a rule which requires that the relation is a verb
(i.e. has a V POS tag), the feature has an NN tag and
that there is a dobj GR linking the feature to the
concept. Our rules are effectively a constraint on (a)
which paths should be followed through the tree, and
(b) which items in that path should be noted in our
concept-relation-feature triple. By creating several
such rules and applying them to a large number of
sentences, we extract potential features and relations
for our concepts.

We avoided specifying too many POS tags and
GRs in rules since this could have resulted in too
few matching paths. In the above example, we could
have required also a cmod-that relation linking the
feature and concept – but this would have excluded
sentences like the apron covered the sleeves. Con-
versely, we avoided making our rules too permis-
sive. For example, eliminating the dobj requirement
would have yielded the triple apron be steel from the
sentence the apron hooks were steel.

The application of this method to a number of
concepts in the Wiki500 corpus yielded 15 rules
which we employed in our experiments. We extract
triples using both singular and plural occurrences of
both the concept term and the feature term. We show
the first three of our rules in Table 2. The first stage
of our method uses the 15 rules to extract a very
large number of candidate triples from corpus data.

Rule: relation of concept has a VVN tag, feature
has a NN tag and they are linked by an xcomp
GR

S: This is an anchor which relies solely on be-
ing a heavy weight.

T: anchor be weight
Rule: relation of concept is a verb, feature is an ad-

jective and they are linked by an xcomp GR
S: Sliced apples turn brown with exposure to

air due to the conversion of natural pheno-
lic substances into melanin upon exposure to
oxygen.

T: apple turn brown
Rule: feature of concept has a VV0 tag, relation is

a verb and they are linked by an aux GR
S: Grassy bottoms may be good holding, but

only if the anchor can penetrate the foliage.
T: anchor can penetrate

Table 2: Three sample rules for a given concept, with
example sentence (S) and corresponding triple (T).

2.3 Re-ranking based on semantic information

The second stage of our method evaluates the quality
of the extracted candidates using semantic informa-
tion, with the aim of filtering out the poor quality
features generated in the first stage. We would ex-
pect the number of times a triple is extracted for a
given concept to be proportional to the likelihood
that the triple represents a true feature of that con-
cept. However, production frequency alone is not a
sufficient indicator of quality, because concept terms
can produce unexpected candidate feature terms.4

One may attempt to address this issue by intro-
ducing semantic categories. In other words, the
probability of a feature being part of a concept’s
representation is dependent on the semantic cate-
gory to which the concept belongs (for example,
used for-cutting would be expected to have low
probability for animal concepts). We analysed the
norms to quantify this type of semantic information
with the aim of identifying higher-order structure in
the distribution of semantic classes for features and
concepts. The overarching goal was to determine
whether this information can indeed improve the ac-
curacy of feature extraction.

In formal terms, we assume that there is a 2-
dimensional probability distribution over concept
and feature classes, P(C,F), where C is a concept
class (e.g. Apparel) and F is a feature class (e.g.
Materials). Knowing this distribution provides us
with a means of assessing how likely it is that a can-
didate feature f is true for a concept c, assuming that
we know that c ∈ C and f ∈ F . The McRae norms
may be considered to be a sample drawn from this
distribution, if the concept and feature terms appear-
ing in the norms can be assigned to suitable concept
and feature classes. These classes were identified
by way of clustering. The reranking step employed
the McRae norms so we could establish an upper
bound for the semantic analysis, although we could
also use other knowledge resources, e.g. the Open
Mind Common Sense database (Singh et al., 2002).

2.3.1 Clustering
We utilised Lin’s similarity measure (1998) for

our similarity metric, employing WordNet (Fell-

4For example, one of the extracted triples for TIGER is tiger
have squadron because of the RAF squadron called the Tigers.

64



k-means
banjo biscuit blackbird
bat cup ox
beehive kettle peacock
birch sailboat prawn
bookcase shoe prune

NMF
ashtray bouquet eel
bayonet cabinet grapefruit
cape card guppy
cat cellar moose
catfish chandelier otter

Hierarchical
Fruit/Veg Apparel Instruments
apple apron accordion
avocado armour bagpipes
banana belt banjo
beehive blouse cello
blueberry boot clarinet

Table 3: First five elements alphabetically from three
sample clusters for the three clustering methods.

baum, 1998) as the basis for calculating similarity.
This metric is suitable for our task as we would
like to generate appropriate superordinate classes for
which we can calculate distributional statistics. We
could merely cluster on the most frequent sense of
concept and feature words in WordNet, but the most
frequent sense in WordNet may not correspond to
the intended sense in our feature norm data.5 So we
consider also other senses of words in WordNet by
employing a manually-annotated list to choose the
correct sense in WordNet. This is only possible for
concept clustering since we don’t possess a manual
WordNet sense annotation for the 7000 McRae fea-
tures; for the feature clustering, we simply use the
most frequent sense in WordNet.

The concepts and feature-head terms appearing
in the recoded norms were each clustered indepen-
dently into 50 clusters using three methods: hi-
erarchical clustering, k-means clustering and non-
negative matrix factorization (NMF). We show the
first five alphabetical elements from three of the
clusters produced by our clustering methods in Table
3. The hierarchical clustering seems to be producing

5e.g. the first and second most frequent definitions of kite
refer to a slang meaning for the word cheque – only the third
most frequent meaning refers to kite as a toy, which most people
would understand to be its predominant sense.

Hierarchical Clustering
Plant Parts Materials Activities
berry cotton annoying
bush fibre listening
core nylon music
plant silk showing
seed spandex looking

Table 4: Example members of feature clusters for hierar-
chical clustering.

Fruit/Veg Apparel Instruments

Plant Parts 0.144 0.037 0.008
Materials 0.006 0.148 0.008
Activities 0.009 0.074 0.161

Table 5: P(F |C) for C ∈ {Fruit/Veg, Apparel, Instru-
ments} and F ∈ {Plant Parts, Materials, Activities}

the most intuitive clusters.
We calculated the conditional probability P(F |C)

of a feature cluster given a concept cluster using the
data in the McRae norms. Table 5 gives the condi-
tional probability for each of the three feature clus-
ters given each of the three concept clusters that
were presented in Tables 3 and 4 for hierarchical
clustering. For example, P(Materials|Apparel) is
higher than P(Materials|Fruit/Veg): given a concept
in the Apparel cluster the probability of a Materials
feature is relatively high whereas given a concept in
the Fruit/Veg cluster the probability of a Materials
feature is low. The cluster analysis therefore sup-
ports our hypothesis that the likelihood of a partic-
ular feature for a particular concept is dependent on
the semantic categories that both belong to.

2.3.2 Reranking
We investigated whether this distributional semantic
information could be used to improve the quality of
the candidate triples, by using the conditional prob-
abilities of the appropriate feature cluster given the
concept cluster as a weighting factor. To obtain the
probabilities for a triple, we first find the clusters that
the concept and feature-head words belong to. If the
feature-head word of the extracted triple appears in
the norms, its cluster membership is drawn directly
from there; if not, we assign the feature-head to the
feature cluster with which it has the highest average
similarity.6 Having determined the concept and fea-

6We use average-linkage for hiearchical and k-means clus-
tering, and mean cosine similarity for NMF.
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ture clusters for the triple, we reweight its raw cor-
pus occurrence frequency by multiplying it by the
conditional probability. In this way, incorrect triples
that occur frequently in the data are downgraded and
more plausible triples have their ranking boosted.

2.3.3 Baseline model
We also implemented as a baseline a co-occurrence-
based model, based on the “SVD” model de-
scribed by Baroni and colleagues (Baroni and Lenci,
2008; Baroni et al., 2009) – it is a simple, word-
association method, not tailored to extracting fea-
tures. A context-word-by-target-word frequency co-
occurrence matrix was constructed for both corpora,
with a sentence-sized window. Context words and
target words were defined to be the 5,000 and 10,000
most frequent content words in the corpus respec-
tively. The target words were supplemented with
the concept words from the recoded norms. The
co-occurrence matrix was reduced to 150 dimen-
sions by singular value decomposition, and cosine
similarity between pairs of target words was calcu-
lated. The 200 most similar target words to each
concept acted as the feature-head terms extracted by
this model.

3 Experimental Evaluation

3.1 Methods of Evaluation
We considered a number of methods for evaluating
the quality of the extracted feature triples. One pos-
sibility would be to calculate precision and recall
for the extracted triples with respect to the McRae
norms “gold standard”. However, direct comparison
with the recoded norms is problematic, since there
may be extracted features which are semantically
equivalent to a triple in the norms but possessing a
different lexical form.7

Since semantically identical features can be lex-
ically different, we followed the approach taken in
the ESSLLI 2008 Workshop on semantic models
(Baroni et al., 2008). The gold standard for the ESS-
LLI task was the top 10 features for 44 of the McRae
concepts. For each concept-feature pair an expan-
sion set was generated containing synonyms of the

7For example, avocado have stone appears in the recoded
norms whilst avocado contain pit is extracted by our method;
direct comparison of these two triples results in avocado con-
tain pit being incorrectly marked as an error.

feature terms appearing in the norms. For example,
the feature lives on water was expanded to the set
{aquatic, lake, ocean, river, sea, water}.

We would expect to find in corpus data correct
features that do not appear in our “gold standard”
(e.g. breathes air is listed for WHALE but for no
other animal). We therefore aim to attain high re-
call when evaluating against the ESSLLI set (since
ideally all features in the norms should be extracted)
but we are somewhat less concerned about achieving
high precision (since extracted features that are not
in the norms may still be correct, e.g. breathes air
for TIGER). To evaluate the ability of our model
to generate such novel features, we also conducted
a manual evaluation of the highest-ranked extracted
features that did not appear in the norms.

Extraction set Corpus Prec. Recall

SVD Baseline
Wiki500 0.0235 0.4712
Wiki110K 0.0140 0.2798
BNC 0.0131 0.2621

Method -
unfiltered

Wiki500 0.0242 0.6515
Wiki110K 0.0039 0.8944
BNC 0.0042 0.8813

Method - top 20
(unweighted)

Wiki500 0.1159 0.2326
Wiki110K 0.0761 0.1523
BNC 0.0841 0.1692

Method - top 20
(hierarchical
clustering)

Wiki500 0.1693 0.3394
Wiki110K 0.1733 0.3553
BNC 0.1943 0.3896

Method - top 20
(k-means
clustering)

Wiki500 0.1159 0.2323
Wiki110K 0.1000 0.2008
BNC 0.1216 0.2442

Method - top 20
(NMF
clustering)

Wiki500 0.1375 0.2755
Wiki110K 0.1409 0.2826
BNC 0.1500 0.3010

Table 6: Results when matching on features only.

3.2 Evaluation
Previous large-scale models of feature extraction
have been evaluated on pairs rather than triples e.g.
Baroni et al. (2009). Table 6 presents the results
of our method when we evaluate using the feature-
head term alone (i.e. in calculating precision and re-
call we disregard the relation verb and require only
a match between the feature-head terms in the ex-
tracted triples and the recoded norms). Results for
six sets of extractions are presented. The first set
is the set of features extracted by the SVD baseline.
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The second set of extracted triples consists of the
full set of triples extracted by our method, prior to
the reweighting stage. “Top 20 unweighted” gives
the results when all but the top 20 most frequently
extracted triples for each concept are filtered out.
Note that the filtering criteria here is raw extraction
frequency, without reweighting by conditional prob-
abilities. “Top 20 (clustering type)” are the corre-
sponding results when the features are weighted by
the conditional probability factors (derived from our
three clustering methods) prior to filtering; that is,
using the top 20 reranked features. The effective-
ness of using the semantic class-based analysis data
in our method can be assessed by comparing the fil-
tered results with and without feature weighting.

For the baseline implementation, the results are
better when we use the smaller Wiki500 corpus
compared to the larger Wiki110K corpus. This is
not surprising, since the smaller corpus contains
only those articles which correspond to the concepts
found in the norms. This smaller corpus thus min-
imises noise due to phenomena such as word poly-
semy which are more apparent in the larger corpus.

The results for the baseline model and the unfil-
tered method are quite similar for the Wiki500 cor-
pus, whilst the results for the unfiltered method us-
ing the Wiki110K corpus give the maximum recall
achieved by our method; 89.4% of the features are
extracted, although this figure is closely followed by
that of the BNC at 88.1%. As the unfiltered method
is deliberately greedy, a large number of features are
being extracted and therefore precision is low.

Extraction set Corpus Prec. Recall

Method - top 20
(hierarchical
clustering)

Wiki500 0.1011 0.2028
Wiki110K 0.1102 0.2210
BNC 0.0955 0.1917

Table 7: Results for our best method when matching on
features and relations.

For the results of the filtered method, where all
but the top 20 of features were discarded, we see the
benefit of reranking, with the reranked frequencies
for all three clustering types yielding much higher
precision and recall scores than the unweighted
method. Our best performance is achieved using the
BNC and hierarchical clustering, where we obtain
19.4% precision and 38.9% recall. Thus both gen-
eral and encyclopedic corpus data prove useful for

the task. An interesting question is whether these
two data types offer different, complementary fea-
ture types for the task. We discuss this point further
in section 3.3.

Using exactly the same gold standard, Baroni et
al. (2009) obtained precision of 23.9%. However,
this result is not directly comparable with ours, since
we define precision over the whole set of extracted
features while Baroni et al. considered the top 10
extracted features only.

The innovation of our method is that it uses infor-
mation about the GR-graph of the sentence to also
extract the relation which appears in the path link-
ing the concept and feature terms in the sentence,
which is not possible in a purely co-occurrence-
based model. We therefore also evaluated the ex-
tracted triples using the full relation + feature-head
pair (i.e. both the feature and the relation verb have
to be correct). The results for our best method are
shown in Table 7. Unsurprisingly, because this task
is more difficult, precision and recall are reduced.
However, since we enforce no constraints on what
the relation may be and since we do not have ex-
panded synonym sets for our relations (as we do for
our features) it is actually impressive to have both
the exact relation verb and feature matching with the
recoded norms almost one in every five times. To our
knowledge, our work is the first to try to compare ex-
tracted features to the full relation and feature norm
parts of the triple.

3.3 Qualitative analysis

Since a key aim of our work is to learn novel features
in corpus data, we also performed a qualitative eval-
uation of the extracted features and relations. This
analysis revealed that many of the errors were not
true errors but potentially valid triples missing from
the gold standard. Table 8 shows the top 10 features
for two concepts extracted by our best method from
the Wiki500 corpus and the BNC corpus. We la-
bel those features that are correct according to the
norms as Correct (C), those which do not appear in
our norms but we believe to be plausible as Plausi-
ble (P), and those that do not appear in the norms
and are also implausible as Incorrect (I). We can see
that our method has detected several plausible fea-
tures not appearing in the norms (and thus our gold
standard), e.g. swan have chick and screwdriver be
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swan
Wiki500 BNC

be bird C have number I
be black P have water C
have chick P have lake C
have plumage C be bird C
have feather C be white C
restrict water C have neck C
be mute P be wild P
eat grass P have duck I
turn elisa I have song I
have neck C have pair I

screwdriver
Wiki500 BNC

use handle C have tool C
have blade P have end P
use tool C have blade P
remedy problem P have hand I
have size P be sharp P
have head C have bit P
rotate end P have arm I
have plastic P be large P
achieve goal I be sonic P
have hand I have range P

Table 8: Top 10 returned features and relations for swan
and screwdriver.

sharp. Indeed, it could be argued that some ‘incor-
rect’ features (e.g. screwdriver achieve goal) could
be considered to be at least broadly accurate. We
recognise that the ideal evaluation for our method
would involve having human participants assess the
extracted features for a diverse cross-section of our
concepts, but this is beyond the scope of this paper.

When considering the top 20 features extracted
using our best method applied to the Wiki500 cor-
pus versus the BNC corpus, the overlap of features
is relatively low at 22.73%. When one also takes the
extracted relations into account, this figure descends
to 6.45%. It is clear that relatively distinct groups of
features are being extracted from the encyclopedic
and general corpus data. Future work could investi-
gate combining these for improved performance e.g.
using the intersection of the best features from the
BNC and Wiki110k corpora to improve precision
and the union to improve recall.

4 Discussion

This paper examined large-scale, unconstrained ac-
quisition of human-like feature norms from corpus

data. Our work was not limited to only a subset
of concepts, relation types or concept-feature pairs.
Rather, we investigated concepts, features and rela-
tions in conjunction, and extracted property norm-
like concept-relation-feature triples.

Our investigation shows that external knowledge
is highly useful in guiding this challenging task. En-
cyclopedic information proved useful for feature ex-
traction: although our Wikipedia corpora are consid-
erably smaller than the BNC, they performed almost
equally well. We also demonstrated the benefits of
employing syntactic information in feature extrac-
tion: our base extraction method operating on parsed
data outperforms the co-occurrence-based baseline
and permits us to extract relation verbs. This un-
derscores the usefulness of parsing for semantically
meaningful feature extraction. This is consistent
with recent work in the field of computational lex-
ical semantics, although GR data has not previously
been successfully applied to feature extraction.

We showed that semantic information about co-
occurring concept and feature clusters can be used
to enhance feature acquisition. We employed the
McRae norms for our analysis, however we could
also employ other knowledge resources and cluster
relation verbs using recent methods, e.g. Sun and
Korhonen (2009), Vlachos et al. (2009).

Our paper has also investigated methods of eval-
uation, which is a critical but difficult issue for fea-
ture extraction. Most recent approaches have been
evaluated against the ESSLLI sub-set of the McRae
norms which expands the set of features in the norms
with their synonyms. Yet even expansion sets like
the ESSLLI norms do not facilitate adequate eval-
uation because they are not complete in the sense
that there are true features which are not included
in the norms. Our qualitative analysis shows that
many of the errors against the recoded norms are
in fact correct or plausible features. Future work
can aim for larger-scale qualitative evaluation using
multiple judges as well as investigating other task-
based evaluations. For example, we have demon-
strated that our automatically-acquired feature rep-
resentations can make predictions about fMRI activ-
ity associated with concept stimuli that are as pow-
erful as those produced by a manually-selected set
of features (Devereux et al., 2010).
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Abstract

We present a series of methods for deriv-
ing conceptual representations from corpora
and investigate the usefulness of the fMRI
data and machine learning methodology of
Mitchell et al. (2008) as a basis for evaluat-
ing the different models. Within this frame-
work, the quality of a semantic model is quan-
tified by its ability to predict the fMRI ac-
tivation associated with conceptual stimuli.
Mitchell et al. used a manually-acquired set of
verbs as the basis for their semantic model; in
this paper, we also consider automatically ac-
quired feature-norm-like semantic representa-
tions. These models make different assump-
tions about the kinds of information avail-
able in corpora that is relevant to represent-
ing conceptual knowledge. Our results in-
dicate that automatically-acquired representa-
tions can make equally powerful predictions
about the brain activity associated with the
stimuli.

1 Introduction

Mitchell et al. (2008) presented a novel approach for
predicting human brain activity associated with con-
ceptual stimuli. This approach represents a useful
development for interdisciplinary researchers inter-
ested in lexical semantics, for several reasons. Most
broadly, it is useful in testing the hypothesis that
distributional properties of words in corpora can re-
veal important information about the meanings of
words. A strong version of this hypothesis (i.e. that
children in part learn the meaning of concrete con-
cept words from co-occurring words in discourse

that they are exposed to) has formed the basis of
one class of probabilistic cognitive models of con-
ceptual representation (Andrews et al., 2005; An-
drews et al., 2009; Steyvers, 2010). Furthermore
this approach is useful for testing hypotheses about
the kind of co-occurring information that is useful
for representing conceptual semantics. In Mitchell
et al.’s work (2008), for example, they adopt the po-
sition that the meaning of concrete concepts is en-
coded in the brain with information associated with
basic sensory and motor activities (such as actions
involving changes to spatial relationships and phys-
ical actions performed on objects).

At a more technical level, Mitchell et al.’s fMRI
activation data1 give researchers developing feature-
based models of conceptual representation an im-
portant benchmark for evaluation. For these re-
searchers, a key problem is the lack of a reason-
able “gold standard” against which the quality of the
representations generated by a computational model
may be evaluated. Previous research has adopted
two main approaches to evaluation. Firstly, some
models – especially those aiming to extract repre-
sentations composed of psychologically meaningful
semantic feature units, such as Baroni et al. (2009)
– have been evaluated against features gathered in
large scale property norming studies (e.g. McRae
et al. (2005)).2 By comparing the system output
against features elicited by people, this kind of eval-

1fMRI data measures changes in oxygen concentrations in
the brain. These changes are tied to cognitive processes.

2In property norming studies, a group of human subjects are
asked to cite features which come to mind for a given concept.
These features are compiled by frequency (with a minimum fre-
quency cut-off) to generate a list of features for each concept.
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uation aims to test the psychological validity of com-
putational methods. Furthermore, it allows a fine-
grained analysis of performance, for example by re-
vealing the classes of features (part-of, taxonomic,
etc) which a given model is particularly good at ex-
tracting (Baroni et al., 2008).

However, property norms come with important
caveats. One problem is that they tend to over-
represent informative or salient information about
concepts whilst under-representing other kinds of
features. For example, participants report that
camels have humps, but not that camels have hearts,
even though all participants are likely to have both
pieces of information accessible in their representa-
tion of the concept CAMEL. If a model is successful
in extracting these less salient features, there is no
way of evaluating their correctness using property
norms. A related issue is that participants can only
report verbalizable features, which may not repre-
sent the total sum of their conceptual knowledge
(Murphy, 2002; McRae et al., 2005).

A second problem with using property norms as
the basis of evaluation is that there is often no direct
lexical match between feature terms appearing in the
system output and the norms. Feature norms are typ-
ically normalized such that near-synonymous prop-
erties (e.g. is endangered, is an endangered species,
is almost extinct, etc., for WHALE) given by differ-
ent participants are mapped to the same feature la-
bel (e.g. is endangered). As a consequence, a model
may correctly extract endangered for WHALE, but
other lexical forms of the same feature will not
match any feature in the norms. One solution to this
is to create an expansion set for each feature which
includes its synonyms (Baroni et al., 2008). How-
ever, this is only a partial solution because lexical
variation in features is not limited to synonyms.

A second approach to evaluating semantic mod-
els uses classification or similarity data. For exam-
ple, Andrews et al. (2009) evaluated their models by
calculating cosine similarity scores between seman-
tic representations and using these similarity scores
to predict behavioral data which are contingent on
the semantic similarity between pairs of concepts
(e.g. lexical substitution errors, semantic priming
latencies, word-association norms, etc). Although
this approach is psychologically motivated, it evalu-
ates a set of extracted features more indirectly than

comparison with norm data. In computational lin-
guistics, a similarly indirect evaluation method is to
cluster the extracted representations. This approach
avoids the difficulties in evaluating individual fea-
tures; however it only allows consideration along
one dimension of the data, namely the similarity be-
tween pairs of concepts.

fMRI data such as the Mitchell et al. (2008)
dataset offers an advancement over both of these
evaluation techniques. Unlike, for example, prop-
erty norming data, fMRI data offers direct insight
into how the brain is functioning in response to given
stimuli. Its multidimensional nature makes it eas-
ier to inspect what aspects of meaning a particular
model is performing strongly or weakly on, and al-
lows for better control of experimental variation. Fi-
nally, it avoids the two major issues associated with
property norms, which we outlined above.

This paper is structured as follows. In the next
section, we briefly describe the models which we
used to extract conceptual representations for the 60
concepts in the Mitchell et al. (2008) dataset. In
Section 3, we outline our experimental objectives,
and the framework we adopt for testing our seman-
tic models. In Section 4, we present the results of
our evaluation, which indicate above chance perfor-
mance for each of the models. Finally, we exam-
ine the differences between models by investigating
for which concepts prediction of the fMRI activity is
poorest, and discuss these differences with respect to
the differing assumptions made by the methods.

2 Semantic models

We consider four different semantic models in this
paper, which are described briefly below. These
models were selected as we were interested in the
various kinds of knowledge (part-of-speech, syntac-
tic, and semantic) in corpora available to the extrac-
tion process, and the extent to which the use of these
types of knowledge can affect the quality of the ex-
tracted conceptual representations.

2.1 Mitchell verb-based semantic model

The first semantic model we considered was that
of Mitchell et al. (2008). This model assumes that
sensory-motor information is an important aspect of
conceptual representation, and that the information
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relevant to a target concept’s representation can be
estimated from the concept word’s frequency of co-
occurrence with 25 sensory-motor verbs (eat, ma-
nipulate, push, etc) in a very large corpus. Our reim-
plementation of this method used the co-occurrence
statistics provided by Mitchell et al.3 which were
extracted from the Google n-gram corpus consisting
of 1 trillion words of web text.

2.2 SVD model
Secondly, we implemented a co-occurrence-based
Singular Value Decomposition (SVD) model based
on the one described by Baroni and colleagues (Ba-
roni and Lenci, 2008; Baroni et al., 2009). This
model combines aspects of both the HAL (Landauer
et al., 1998) and LSA (Lund and Burgess, 1996)
models in constructing representations for words
based on their co-occurrences in texts. A word-
by-word co-occurrence matrix was constructed for
our corpus, storing how often each target word co-
occurred with each context word. The set of context
words consisted of the 5,000 most frequent content
words (i.e. words not occurring in a stop-list of func-
tion words) appearing in the corpus. The set of target
words consisted of the 60 concept terms appearing
in the fMRI dataset, supplemented with the 10,000
most frequent content words in the corpus (with the
exception of the top 10 most frequent words). For
calculating co-occurrence frequency between target
and context words, the context window was defined
by sentence boundaries: two words were considered
to co-occur if they appeared in the same sentence4.

Following Baroni and Lenci (2008), the dimen-
sionality of the target-word × context-word co-
occurrence matrix was reduced to 150 columns by
singular value decomposition. That is, the singu-
lar value decomposition of the co-occurrence matrix
was computed and the 150 left singular vectors that
accounted for most of the variance, multiplied by the
corresponding singular values, were used as the 150-
dimensional representation of each target term. Sim-

3http://www.cs.cmu.edu/˜tom/science2008/
semanticFeatureVectors.html

4In Baroni et al.’s implementation a context window of 5
(Baroni and Lenci, 2008) or 20 (Baroni et al., 2009) words
either side of the target word was used instead; we chose a
sentence-based context window as it is analogous to the context
used in our experimental method (described in the following
section).

ilarity between pairs of target words was calculated
as the cosine between their vectors, and for each of
the 60 concept words in the experimental stimuli we
chose the 200 most similar target words to act as the
feature terms extracted by the model. The corpus
used with this model was the British National Cor-
pus (BNC) (Leech et al., 1994).

2.3 Novel extraction method

Finally we implemented a novel extraction method,
which aims to extract property-norm-like, psy-
chologically meaningful features from corpus data
(Kelly et al., 2010). The method aims to extract se-
mantically unconstrained feature triples of the form
concept-relation-feature , where feature is a feature
(either noun or adjective) of the target concept and
relation is a verb representing the semantic relation-
ship between them. Examples of extracted triples
include: swan be white, swan have neck and screw-
driver be tool. The model uses a corpus parsed for
grammatical relations (GRs) using Robust Accurate
Statistical Parsing (RASP) (Briscoe et al., 2006).
For each sentence containing a target concept, the
set of GRs for that sentence are examined to test
whether they match manually-created rules. These
rules include prototypical feature-relation GR struc-
tures connecting elements of the sentence and rep-
resent dependency patterns which encode potential
semantic relationships between the concept and can-
didate feature terms occurring in the sentence. A
large set of candidate triples are extracted by ap-
plying these rules to each sentence in the corpus
containing a target concept, and the triples for each
concept are ranked by their frequency of extraction.
In the second stage of the method, the extracted
triples are reweighted on the basis of probabilistic
high-level semantic information obtained from hu-
man property norm data. This subsequent stage has
the effect of increasing the weight associated with
more high-quality features and downgrading lower-
quality features. The extraction method is described
more fully in Kelly et al. (2010). For this method
we also used the BNC. The top 200 triples ranked
by frequency (i.e. unweighted) and the top 200 fea-
tures after reweighting with the semantic data were
used in our experiments.
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3 Experiment

As mentioned above, we are primarily interested in
using the fMRI data to evaluate the quality of the
different methods for extracting conceptual repre-
sentations from corpora (rather than being interested
in investigating methods for predicting fMRI activa-
tion). We make no attempt to build on the method
described by Mitchell et al. (2008), although there
are likely to be many interesting avenues through
which that method could be extended.5 We therefore
followed the Mitchell et al. methodology as closely
as possible, using the same multiple regression train-
ing and leave-two-out cross-validation paradigms as
presented in their paper and supporting online ma-
terial. The only parameter that we varied was the
extraction method (and corpus) that was used to gen-
erate the feature-vectors associated with the 60 con-
cepts that were used during the training phase. The
quality of the predictions generated for the concepts
using each semantic model can therefore be adopted
as an index of model performance.

The Mitchell et al. method uses co-occurrence
with a specific set of 25 manually selected verbs
(eat, push, etc) that are the same for each concept.
This results in 25-dimensional feature vectors for in-
put into training. However, for both the SVD model
and our triple extraction models there are no a pri-
ori constraints on the number of unique features that
can be extracted for the concepts. For these mod-
els, we selected the top 200 features associated with
each concept; therefore, across all 60 concepts in the
Mitchell et al. dataset, there are thousands of unique
features extracted which are used in the concepts’
representations. To ensure that the linear regres-
sion model for each method would be fitted using
the same number of free parameters during training
(thereby maximizing the comparability of the dif-
ferent methods), we reduced the dimensionality of
the generated feature spaces for the SVD method
and the two triple-extraction methods using Prin-
cipal Components Analysis (PCA). The concept ×
feature extraction frequency matrices for the three
models were submitted to PCA, and the first 25 com-
ponents (i.e. those components which best charac-

5For example, the method currently makes the simplifying
assumption that the activity in neighbouring voxels is indepen-
dent.

Triples (weighted) SVD
PCA1 PCA2 PCA1 PCA2

Highest-valued concepts
horse house coat butterfly
cat apartment skirt cow
cow dog shirt ant
dog igloo pants bee
beetle car dress lettuce

Lowest-valued concepts
knife pants car desk
door coat watch arm
hammer dress horse chair
saw skirt dog knife
chisel shirt fly leg

Table 1: Highest- and lowest-valued concepts for the
first two components for the SVD and weighted triple-
extraction methods.

terized the variance of the original features) for each
model were selected. In the case of the SVD model,
these 25 dimensions explained 77.7% of the vari-
ance in the original 3,061-dimensional vectors. For
our unweighted extraction method, the 25 extracted
components explained 63.0% of the original 5,525
dimensions; for the weighted method the compo-
nents explained 71.5% of the original 6,567 dimen-
sions.

It is interesting to consider the kind of seman-
tic information that is being captured by the resul-
tant PCA components. In particular, the compo-
nents appear to capture meaningful distinctions be-
tween stimuli. For example, the first PCA com-
ponent for our weighted triple extraction method
can be interpreted as the concepts’ degree of “an-
imalness” (animal stimuli have high values on this
component). Table 1 presents the five highest and
lowest-valued concepts for the first two components
for the SVD model and the weighted triple extrac-
tion model. Concepts which overlap with respect
to a specific set of semantic properties tend to have
high or low values on a given dimension, indicating
that that component is capturing a specific cluster of
co-occurring semantic features. For example, PCA1
for SVD can be interpreted as “has features associ-
ated with clothing”.

Therefore, a key difference between the Michell

73



Method Feature Type POS Syntax Semantics
Mitchell 25 verbs no no no
SVD tuples (content-words) yes no no
triple-extraction method (unweighted) feature-triples yes yes no
triple-extraction method (weighted) feature-triples yes yes yes

Table 2: Comparison of the information available to each model.

et al. model and our models is that while Mitchell
et al. posit that certain sensory-motor function verbs
can act as important features of concepts, our models
instead place more importance on intrinsic semantic
features.

Finally, Table 2 gives a summary comparison of
the different models, in terms of whether or not each
uses part of speech (POS) data, syntactic informa-
tion (i.e. GRs), and semantic filtering (Section 2.3).

It should be noted that the BNC corpus (used with
the SVD model and our triple-extraction method) is
10,000 times smaller than the corpus from which
the Mitchell et al. feature vectors are derived. As
such the semantic representations we extract with
our method need to make better use of the data avail-
able in the corpus if they are to compete with the
verb-based features used by Mitchell et al.’s method.

4 Results

The accuracy for each of the four methods was eval-
uated using a leave-two-out validation paradigm.
There are 1,770 possible pairs of concepts that can
be drawn from the set of 60 concept stimuli. Train-
ing was performed separately for each participant
and for each of the 1,770 held-out pairs. Given
a particular participant and held-out pair, for each
voxel v we fit the activation at that voxel to the set
of 58 training items with multiple linear regression,
using as predictor variables the elements of the 25-
dimensional feature vectors associated with each of
the 58 concepts. Training therefore yields a set of
25 β-coefficients, which can be used to generate a
prediction for the activation yv of voxel v for the
held-out word w using the equation

ypred
v =

25∑
i=1

βv,ifi,w (1)

where fi,w is the ith element of the feature vector for

word w (see Mitchell et al. (2008) for details). Over
all voxels, this method gives a prediction for the ac-
tivation with respect to the held-out word w which
can then be compared to the observed activation for
that stimulus.

Rather than comparing the activity between pre-
dicted and observed images using all voxels, we
compared images using only the 500 most stable
voxels for each participant. For each participant, the
500 most stable voxels were the voxels which gave
the most consistent pattern of activation across the
six presentations of all 60 stimuli (see Mitchell et al.
(2008) for details).

The top row of Figure 1 presents the learned co-
efficients for one feature dimension for each of the
four semantic models considered in our experiments
(for these images, all voxels rather then the 500
most stable voxels are used). For the Mitchell et al.
method, the coefficients presented correspond to the
verb eat; for the other models the feature is the PCA
component that explained the most variance in the
original representations. We also present the pre-
dicted images for the concepts CELERY and AIR-
PLANE, calculated on the coefficients learned over
the remaining 58 concepts. Importantly, for the
Mitchell et al. method (column (a)), the learned co-
efficients for eat and the predicted images for CEL-
ERY and AIRPLANE agree with those reported by
Mitchell et al. (2008, Figure 2 & online supplemen-
tary material6).

We calculated similarity between predicted and
observed images using both cosine and Pearson cor-
relation and the 500 most stable voxels; we report
the results using Pearson correlation here as this
measure consistently gave slightly better accuracies

6http://www.cs.cmu.edu/˜tom/science2008/
featureSignaturesP1.html
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(a) “eat” (b) PCA1/clothes (c) PCA1/clothes (d) PCA1/animals

(a) celery (b) celery (c) celery (d) celery

(a) airplane (b) airplane (c) airplane (d) airplane

Figure 1: Learned coefficients on a selected feature dimension (top row) and predicted activation for CELERY (middle
row) and AIRPLANE (bottom row) for four semantic models: (a) Mitchell et al. (2008), (b) SVD (c) triple extraction
method (unweighted), and (d) triple extraction method (weighted). Warmer colours indicate higher values (i.e. larger
β-coefficients for the feature dimensions and higher predicted activation for the concepts). PCA components have been
given intuitive labels indicating the kind of information described by that component (see Table 1). As in Figure 2 of
Mitchell et al. (2008), the figure shows just one slice in the horizontal plane (z = -12 in MNI space) for one participant
(P1). The predicted images for CELERY and AIRPLANE were generated from the feature coefficients learned on the
other 58 concepts using each of the four models; the corresponding observed images for CELERY and AIRPLANE can
be found in Mitchell et al. (2008) Figure 2 B.

75



Method P1 P2 P3 P4 P5 P6 P7 P8 P9 Mean
Mitchell et al. (2008) 0.84 0.83 0.76 0.81 0.79 0.66 0.73 0.64 0.68 0.75
SVD 0.82 0.67 0.79 0.83 0.74 0.64 0.64 0.70 0.75 0.73
Triple-extraction (unweighted) 0.82 0.71 0.79 0.80 0.70 0.69 0.65 0.53 0.78 0.72
Triple-extraction (weighted) 0.82 0.72 0.76 0.83 0.73 0.65 0.68 0.51 0.76 0.72

Table 3: Accuracy results for the four semantic models.

for each of the four models (the results are very simi-
lar using the cosine measure). Following Mitchell et
al. (2008; supplementary material), a match score
for each held out pair w1 and w2 was calculated
as the sum of the similarities between the correctly
aligned predicted and observed images:

a = sim(w
pred
1 , wobs

1 ) + sim(w
pred
2 , wobs

2 ) (2)

Similarly a mismatch score was calculated as

b = sim(w
pred
1 , wobs

2 ) + sim(w
pred
2 , wobs

1 ) (3)

Cases where the match score is greater than the mis-
match score (i.e. a > b) count as successes for the
model (i.e. the model correctly identifies the two
predicted images). Otherwise there is a failure by
the model (i.e. the model identifies the observed im-
age for w1 as being w2 and vice-versa).

Table 3 presents the results of the leave-two-
out cross-validation evaluation, giving the propor-
tion (across all 1,770 pairs) of predicted images for
the held-out pairs that were correctly matched to
the observed images.7 The original Mitchell et al.
(2008) model has the best mean performance, al-
though across the nine participants, there is no sig-
nificant difference in accuracy between any of the
models (|t(8)| < 1.49, p > 0.17, for all pairwise
paired t-tests between Mitchell et al. (2008), SVD,
and weighted triple extraction).

That there is no difference between the perfor-
mance of the Mitchell et al. (2008), SVD and triple

7Our results for the Mitchell et al. (2008) method are simi-
lar, though not identical, to those reported in that paper (where
the reported mean accuracy across all participants is 0.77, using
cosine similarity). Our implementation of the method for select-
ing the 500 most stable voxels yields slightly different voxels
from those obtained by Mitchell et al. (2008; see supplemen-
tary material). In any case, the same set of 500 voxels for each
participant were used for generating the results of each model
presented here, and so we do not believe that this discrepancy
affects comparison of the different models.

extraction methods is surprising, given the different
kinds of information that are available to the dif-
ferent models. In particular, the models that auto-
matically acquire very general and semantically un-
constrained feature-based representations perform
as well as the model which uses a set of manually-
selected sensory-motor verbs, even though the rep-
resentations generated for these models are derived
from 10,000 times less corpus data.

As mentioned in our introduction, an advantage of
evaluating against the fMRI dataset is that this multi-
dimensional data allows us to investigate strengths
and weaknesses of different models in a way which
is not possible using similarity or clustering-based
evaluation. As a very simple investigation of spe-
cific differences in model performance, we present
in Table 4 the pairs of concepts for which each of the
models performs most poorly on. The Mitchell et al.
(2008) method appears to do poorly on pairs of con-
cepts where a constituent word can be ambiguous
with respect to its part-of-speech (e.g. SAW, BEAR).
This is not surprising, given that part-of-speech data
is not available in the Google n-gram corpus used
with this method. The performance of the Mitchell
et al. method might therefore be improved signifi-
cantly by applying heuristics to the n-gram data to
make inferences about the correct part-of-speech of
instances of words like SAW and BEAR. For the SVD
and weighted triple extraction methods, which both
use the BNC corpus, there is some evidence that
the models are performing poorly for relatively low
frequency words8 (e.g. CHISEL), words which are
semantically ambiguous as nouns (e.g. ARM), and
pairs which are semantically similar (e.g. SPOON &
KNIFE). This suggests that the SVD and triple ex-
traction methods may perform better with a larger
and more diverse corpus.

8AIRPLANE is relatively low frequency in the BNC; it may
be more sensible to use the word AEROPLANE with a British
corpus.
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Mitchell et al. SVD Triple Extraction (weighted)
Pair Nr. Pair Nr. Pair Nr.
bear saw 0 cup airplane 0 dresser chimney 0
bell carrot 0 cup lettuce 0 airplane chisel 0
bell saw 0 horse beetle 0 airplane hand 0
knife bear 0 chisel arm 0 airplane tomato 0
cup saw 1 hammer arm 1 spoon chisel 0
bear tomato 1 dresser arch 1 spoon knife 0

Table 4: Leave-out pairs for which each model performs least accurately, across the nine participants. Nr. = the number
of participants for which this leave-out pair was correctly matched.

5 Conclusion

The fMRI dataset and training and evaluation
methodology presented by Mitchell et al. (2008)
gives researchers an interesting new framework with
which to evaluate the quality of feature-based con-
ceptual representations extracted from corpora. This
framework avoids some of the problems inherent in
evaluating extracted representations against a “gold
standard” based on participant-generated property
norms. It also provides a rich multi-dimensional
dataset through which the strengths and weaknesses
of extraction methods can be identified.

We have applied this evaluation framework to
four feature extraction methods which use different
sources of information available in corpora to extract
conceptual representations. Surprisingly, in spite of
their major differences, we did not find any signifi-
cant difference in performance between the models.

This finding has interesting theoretical implica-
tions, given that previous research has suggested
that aspects of meaning defined by sensory-motor
verbs may have a somewhat distinctive role to play
in predicting the fMRI activation associated with
conceptual stimuli (Mitchell et al., 2008). Our re-
sults suggest that general feature-based representa-
tions of concepts, which place no a priori distinc-
tion on sensory-motor properties, may be equally
capable of predicting activation to conceptual stim-
uli. This highlights the potential for the Mitchell
et al. method to be used to inform both distributed
and sensory-motor accounts of conceptual represen-
tation (e.g. McRae et al. (1997), Cree et al. (2006),
Tyler et al. (2000), Tyler & Moss (2001), Moss et
al. (2007), Martin & Chao (2001)), as well as pro-
viding a benchmark with which to assess semantic

model development. In a similar vein, Murphy et
al. (2009) used a dependency-parsed corpus yielding
verb co-occurrence statistics to predict EEG9 activa-
tion patterns with significant accuracy.

The training and evaluation framework presented
by Mitchell et al. (2008) represents just one point
in a large space of possibilities for using computa-
tional modelling to predict human brain activity as-
sociated with conceptual stimuli. In these initial ex-
periments, we have chosen to follow the Mitchell
et al. approach as closely as possible, in order to
maximize comparability with their results. In future
work, we aim to investigate other methods for train-
ing and evaluation, other corpora and other sources
of imaging data. Furthermore, we aim to use the
evaluation results from such work to inform the de-
velopment of our extraction method.
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